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Abstract
One of the popular test matrices for eigenvalue routines is the Frank matrix due to its well-
conditioned and poorly conditioned eigenvalues. All the eigenvalues of the Frank matrix
are real, positive and different. Sturm Theorem is a very useful tool for computing the
eigenvalues of tridiagonal symmetric matrices. In this paper, we apply Sturm Theorem
to the generalized Frank matrix which is a special form of the Hessenberg matrix and
examine its eigenvalues by using Sturm property. Moreover, we illustrate our results with
an example.

Mathematics Subject Classification (2020). 15A18, 15B99

Keywords. Sturm sequence, characteristic polynomial, eigenvalue, Frank matrix.

1. Introduction
The problem of finding zeros of a polynomial with real coefficients

p (x) = anxn + an−1xn−1 + · · · + a0 (1.1)
has been very important for the applications of algebra. Unfortunately for n ≥ 5, we
do not have an exact formula for the zeros of the polynomial (1.1). We only have some
iterative methods such as Newton’s formula [7] and also some bounds such as Cauchy’s
bound [1]. Moreover, while Descartes’ rule of sign [1] and Budan Fourier Theorem [1] give
us upper bounds for the number of zeros in an interval, Sturm Theorem gives the exact
number of zeros in an interval for any polynomial without multiple zeros. Sturm Theorem,
first appeared in 1829, has been known by means of Sturm’s studies [13–15]. He solved
the problem of the number of zeros in an interval, by using the number of sign changes in
Sturm sequence

p0 (x) , p1 (x) , . . . , pn (x) . (1.2)
The simplest way to construct a Sturm sequence is to apply the Euclidean Algorithm to
p (x) and its derivative [1, 7, 10]. Many versions and analogues of Sturm sequences and
Sturm Theorem have been studied in the literature [4, 6, 10, 12]. We use the following
analogy in this study.
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Definition 1.1 ([4]). Let p0 (x) , p1 (x) , . . . , pn (x) be continuous functions on an inter-
val (a, b) (the possibilities a = −∞, b = ∞ are included). We say that the sequence
p0 (x) , p1 (x) , . . . , pn (x) has the Sturm property if:

(a) p0 (x) has no zeros in (a, b),
(b) For 1 ≤ i ≤ n, the set of zeros of pi (x) is discrete,
(c) For 1 ≤ i ≤ n − 1, if pi (x0) = 0, then pi−1 (x0) pi+1 (x0) < 0,
(d) For 1 ≤ i ≤ n, if pi (x0) = 0, then for sufficiently small ε1, ε2 > 0,

pi−1 (x0) [pi (x0 + ε2) − pi (x0 − ε1)] < 0.

Theorem 1.2 ([4]). Suppose that the sequence p0 (x) , p1 (x) , . . . , pn (x) has the Sturm
property on (a, b) and let α < β be numbers in (a, b), then pn (x) has exactly c (β) − c (α)
different zeros in the interval (α, β), where c (α) denotes the number of changes in sign of
consecutive members of the sequence p0 (α), p1 (α), . . . , pn (α).

Theorem 1.3 ([4]). Suppose that p0 (x) , p1 (x) , . . . , pn (x) is a Sturm sequence, then for
1 ≤ i ≤ n, the zeros of pi (x) and pi−1 (x) are interlaced.

Sturm Theorem is a very useful tool for computing the eigenvalues of tridiagonal sym-
metric matrices [4,11,12,17]. For example, Greenberg [4] has defined symmetric tridiagonal
matrices of the form

[A (λ)]ni, j=1 =


bi−1 + bi − ai, if i = j

bmin(i, j), if |i − j| = 1
0, otherwise,

(1.3)

where ai = ai (λ) and bj = bj (λ) are continuous functions on (a, b) and has applied Sturm
theory to nonlinear eigenvalue problem of the form det [A (λ)] using the recurrence relation

Si+1 = (bi + bi+1 − ai+1) Si − b2
i Si−1 (1.4)

for 1 ≤ i ≤ n−1, where Si is the ith principal minor of [A (λ)], and S0 = 1. In the present
paper, we apply Sturm theory to the generalized Frank matrices. For more information
related to the axiomatic development of Sturm sequences, we refer to [4].

One of the popular test matrices for eigenvalue routines is the Frank matrix due to its
well-conditioned and poorly conditioned eigenvalues [2, 16]. Frank [3] defined the matrix

Fn =
{

n + 1 − max(i, j), i > j − 2
0, otherwise =



n n − 1 0 · · · 0 0
n − 1 n − 1 n − 2 · · · 0 0
n − 2 n − 2 n − 2 · · · 0 0

...
...

... . . . ...
...

2 2 2 · · · 2 1
1 1 1 · · · 1 1


, (1.5)

which is called the Frank matrix [5, 16]. The characteristic polynomial χn (λ) of Fn has
the recurrence relation [5]:

χn (λ) = (1 − λ) χn−1 (λ) − (n − 1) λχn−2 (λ) , for n ≥ 3, (1.6)

χ1 (λ) = 1 − λ and χ2 (λ) = 1 − 3λ + λ2.

The Frank matrix is also a Max matrix. Kılıç and Arıkan [8] studied the general Max-
Min matrices and stated that how one may obtain some algebraic properties of the Frank
matrix by using the Max-Min matrices.

As a result of Sturm Theorem, all the eigenvalues of the matrix Fn are real and positive
[5]. Consider the n × n matrix associated with a finite sequence a = (a1, a2, . . . , an) ,



1004 E.Ö. Mersin, M. Bahşi

[Fa]n =
{

an+1−max(i, j), i > j − 2
0, otherwise =



an an−1 0 · · · 0 0
an−1 an−1 an−2 · · · 0 0
an−2 an−2 an−2 · · · 0 0

...
...

... . . . ...
...

a2 a2 a2 · · · a2 a1
a1 a1 a1 · · · a1 a1


, (1.7)

where ai’s are real numbers. The matrix [Fa]n is a lower Hessenberg matrix and reduces
to the matrix Fn for ai = i. Therefore, [Fa]n is called as the generalized Frank matrix [9].

Now, by the motivation of the studies on tridiagonal symmetric matrices and Sturm
Theorem we have some questions: Does the sequence of characteristic polynomials of
[Fa]i≤n form a Sturm sequence? Can we determine the number of eigenvalues of [Fa]n in
any interval? Can we establish some bounds for the eigenvalues of [Fa]n ? In the present
paper, we seek to answer these questions.

Throughout the paper, to facilitate the readability we use the notations Pi (∞) and
wi (∞) rather than limλ→∞P (λ) and limλ→∞w (λ), respectively.

2. Main results
Lemma 2.1. Let Pn (λ) be the characteristic polynomial of the matrix [Fa]n and n ≥ 2.
Then, Pn (λ) satisfies

Pn (λ) = (an − an−1 − λ) Pn−1 (λ) − an−1λPn−2 (λ) , (2.1)
with initials P0 (λ) = 1 and P1 (λ) = a1 − λ.

Proof. The characteristic polynomial of [Fa]n is

Pn (λ) = det ([Fa]n − λI) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

an − λ an−1 0 · · · 0 0
an−1 an−1 − λ an−2 · · · 0 0
an−2 an−2 an−2 − λ · · · 0 0

...
...

... . . . ...
...

a2 a2 a2 · · · a2 − λ a1
a1 a1 a1 · · · a1 a1 − λ

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.

Subtracting (i + 1)th column from the ith column for i = 1, 2, ..., n − 1, respectively, we
get

Pn (λ) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣

an − an−1 − λ an−1 0 · · · 0 0
λ an−1 − an−2 − λ an−2 · · · 0 0
0 λ an−2 − an−3 − λ · · · 0 0
...

...
... . . . ...

...
0 0 0 · · · a2 − a1 − λ a1
0 0 0 · · · λ a1 − λ

∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.

By expanding this determinant by the first row and after by the first column, for n ≥ 2
we have

Pn (λ) = (an − an−1 − λ) Pn−1 (λ) − an−1λPn−2 (λ) ,

with initials P0 (λ) = 1 and P1 (λ) = a1 − λ. �
Now, we have the sequence

P0 (λ) = 1, P1 (λ) , P2 (λ) , . . . , Pn−1 (λ) , Pn (λ)
formed by the characteristic polynomials of [Fa]i≤n.
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Lemma 2.2. Suppose that the real sequence {ai} is positive and strictly increasing, then
(a) For 1 ≤ i ≤ n, Pi (λ) does not vanish for λ = 0. That is, zero is not an eigenvalue

of [Fa]i, for 1 ≤ i ≤ n,
(b) Two consecutive terms Pi (λ) , Pi+1 (λ) can not have a common zero, for

1 ≤ i ≤ n − 1.

Proof. (a) From the recurrence relation (2.1) and the equality P1 (0) = a1, we get

Pi (0) = (ai − ai−1) Pi−1 (0)
= (ai − ai−1) (ai−1 − ai−2) . . . (a2 − a1) a1.

Since ai is a positive real number and the sequence {ai} is strictly increasing, we
have

Pi (0) ̸= 0,

for 1 ≤ i ≤ n.
(b) Assume that Pi+1 (λ0) = Pi (λ0) = 0 for 1 ≤ i ≤ n − 1, then from the recurrence

relation (2.1), we get

Pi−1 (λ0) = Pi−2 (λ0) = . . . = P0 (λ0) = 0,

which contradicts P0 (λ) = 1. Thus, two consecutive terms Pi (λ) , Pi+1 (λ) can
not have a common zero, for 1 ≤ i ≤ n − 1.

�

Lemma 2.3. Suppose that
(1) ai is a positive real number and the sequence {ai} is strictly increasing,
(2) I1 ⊂ (0, ∞) is any interval containing no zeros of Pi−1 (λ), for 1 ≤ i ≤ n,
(3) I2 ⊂ (0, ∞) is any interval containing no zeros of Pi (λ), for 1 ≤ i ≤ n,
(4) I3 = (t, ∞) is any interval containing no zeros of all Pi (λ), for 1 ≤ i ≤ n.

Then,

(a) Pi (λ)
Pi−1 (λ)

is strictly decreasing on I1,

(b) λPi−1 (λ)
Pi (λ)

is strictly increasing on I2,

(c) (−1)i−2Pi (λ) < (−1)i−1λPi−1 (λ) for λ ∈ I3.

Proof. We will prove that (a) and (b) are valid by induction method on i simultaneously.
For i = 1, it is clear that

P1 (λ)
P0 (λ)

= a1 − λ

1
= a1 − λ

is strictly decreasing on every interval and
λP0 (λ)
P1 (λ)

= λ

a1 − λ
= 1

a1
λ

− 1

is strictly increasing on any interval that does not contain a1 which is unique zero of
P1 (λ) . Assume that (a) and (b) are valid for i ≤ k, we must show that (a) and (b) are
valid for k + 1 ≤ n.

(a) Let J ⊂ (0, ∞) be an interval that has no zeros of Pk (λ) and Pk−1 (λ). From the
recurrence relation (2.1), we have

Pk+1 (λ)
Pk (λ)

= (ak+1 − ak − λ) − akλ
Pk−1 (λ)
Pk (λ)

.
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Since ak+1 − ak − λ is strictly decreasing and from the assumption (for i ≤ k)

−akλ
Pk−1 (λ)
Pk (λ)

is strictly decreasing for ak > 0 in J , we have Pk+1 (λ)
Pk (λ)

is strictly

decreasing in J.
Let Pk−1 (y) = 0 and (x, z) ⊂ (0, ∞) be an interval that contains y, but no zeros of

Pk (λ). Then, Pk+1 (λ)
Pk (λ)

is strictly decreasing in intervals (x, y) and (y, z) . Thus,

the continuity yields Pk+1 (λ)
Pk (λ)

is strictly decreasing in interval (x, z) .

(b) Let K ⊂ (0, ∞) be an interval that has no zeros of Pk (λ) and Pk+1 (λ). From the
recurrence relation (2.1), we have[

λPk (λ)
Pk+1 (λ)

]−1
= Pk+1 (λ)

λPk (λ)
= ak+1 − ak − λ

λ
− ak

Pk−1 (λ)
Pk (λ)

= ak+1 − ak

λ
− 1 − ak

Pk−1 (λ)
Pk (λ)

.

Since ak+1 > ak, ak+1 − ak

λ
is strictly decreasing, and also the continuity and the

assumption (for i ≤ k) show that −ak
Pk−1 (λ)
Pk (λ)

is strictly decreasing for ak > 0 in

K. Therefore, we have
[

λPk (λ)
Pk+1 (λ)

]−1
is strictly decreasing and λPk (λ)

Pk+1 (λ)
is strictly

increasing in K. Furthermore, even if K contains any zeros of Pk (λ) , then the

continuity yields λPk (λ)
Pk+1 (λ)

is strictly increasing in K. This completes the inductive

steps and proofs of (a) and (b).
(c) The degree of Pi (λ) is i and Pi (λ) is of the form

Pi (λ) = (−1)iλi + · · · .

This immediately yields

lim
λ→∞

λPi−1 (λ)
Pi (λ)

= −1 (2.2)

and the sign of Pi (∞) is (−1)i. In view of (b), we have λPi−1 (λ)
Pi (λ)

< −1 for λ ∈ I3.

Thus,
(−1)i−1λPi−1 (λ)

(−1)i−2Pi (λ)
> 1. (2.3)

Since Pi (λ) has no zeros in I3, the sign of Pi (λ) does not change in I3. This shows
that the sign of Pi (λ) in I3 equals to the sign of Pi (∞) . That is,

(−1)iPi (λ) > 0 (or (−1)i−2Pi (λ) > 0) (2.4)
for λ ∈ I3. Thus, we have

(−1)i−2Pi (λ) < (−1)i−1λPi−1 (λ) . (2.5)
�

Theorem 2.4. Suppose that the real sequence {ai} is positive and strictly increasing, then
the sequence

P0 (λ) = 1, P1 (λ) , P2 (λ) , . . . , Pn−1 (λ) , Pn (λ)
has the Sturm property on interval (0, ∞).

Proof. We must show that four conditions (a) - (d) in Definition 1.1 are satisfied.
(a) It is clear that P0 (λ) = 1 has no zeros.
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(b) P1 (λ) = a1 − λ has only one zero as λ0 = a1. Thus, (b) is true for i = 1.
Assume that (b) is valid for i ≤ k, then the set of zeros of Pk (λ) is discrete. By
the recurrence relation (2.1), we have

Pk+1 (λ) = Pk (λ)
[
(ak+1 − ak − λ) − akλ

Pk−1 (λ)
Pk (λ)

]
.

From Lemma 2.2 (b), Pk+1 (λ) and Pk (λ) have no common zero, and from Lemma

2.3 (a), Pk+1 (λ)
Pk (λ)

= (ak+1 − ak − λ) − akλ
Pk−1 (λ)
Pk (λ)

is strictly decreasing between

any two consecutive zeros of Pk (λ). Thus, Pk+1 (λ) has at most one zero between
any two consecutive zeros of Pk (λ). That is, (b) is true for k + 1 ≤ n.

(c) For 1 ≤ i ≤ n − 1, by the recurrence relation (2.1) we have
Pi+1 (λ) = (ai+1 − ai − λ) Pi (λ) − aiλPi−1 (λ) .

If Pi (λ) = 0 for 1 ≤ i ≤ n − 1, then Pi+1 (λ) = −aiλPi−1 (λ), since ai > 0,
Pi+1 (λ) Pi−1 (λ) < 0 for λ ∈ (0, ∞) .

(d) Let Pi (λ0) = 0 for 1 ≤ i ≤ n and [λ0 − ε1, λ0 + ε2] be an interval that contains
no zeros of Pi−1 (λ) for sufficiently small ε1, ε2 > 0. Then, the sign of Pi−1 (λ)

does not change and from Lemma 2.3 (a), Pi (λ)
Pi−1 (λ)

is strictly decreasing in this

interval. Thus, the sign of Pi (λ)
Pi−1 (λ)

(or equivalently the sign of Pi−1 (λ) Pi (λ)) is

(+) and (−) in intervals [λ0 − ε1, λ0) and (λ0, λ0 + ε2], respectively. That is,
Pi−1 (λ0 − ε1) Pi (λ0 − ε1) > 0 > Pi−1 (λ0 + ε2) Pi (λ0 + ε2) .

Since the sign of Pi−1 (λ) does not change in interval [λ0 − ε1, λ0 + ε2], we have
Pi−1 (λ0) Pi (λ0 − ε1) > 0 > Pi−1 (λ0) Pi (λ0 + ε2)

and
Pi−1 (λ0) [Pi (λ0 + ε2) − Pi (λ0 − ε1)] < 0,

which completes the proof.
�

Theorem 2.5. Suppose that the real sequence {ai} is positive and strictly increasing, then
all the eigenvalues of the matrix [Fa]n are different and positive for n ≥ 1.

Proof. Let λı and λıı be the smallest and the largest zeros of all Pi (λ) for 1 ≤ i ≤ n,
respectively. Since 0 is not a zero of Pi (λ), the sign of Pi (λ) does not change in interval
[0, λı) . Then, the sign of Pi (x) is equal to sign of Pi (0) for x ∈ (0, λı). Thus, we get
wi(x) = wi(0), where wi(α) is the number of sign changes of the sequence

P0 (α) , P1 (α) , P2 (α) , . . . , Pi−1 (α) , Pi (α)
for 1 ≤ i ≤ n. Similarly, since the sign of Pi (λ) does not change in interval (λıı, ∞) and
wi(y) = wi(∞) for y ∈ (λıı, ∞) . By Theorems 1.2 and 2.4, for the number of different
zeros of Pi (λ) in interval (x, y) is wi(y) − wi(x). Since wi(y) − wi(x) = wi(∞) − wi(0) for
x ∈ (0, λı) and y ∈ (λıı, ∞) , we must compute the values wi(∞) and wi(0).
The degree of Pi (λ) is i and Pi (λ) is of the form

Pi (λ) = (−1)i λi + · · · .

Then, the sign of Pi (∞) is (−1)i . Thus, we have
wi(∞) = i.

Since ai is a positive real number and the sequence {ai} is strictly increasing,
Pi (0) = (ai − ai−1) (ai−1 − ai−2) · · · (a2 − a1) a1 > 0.
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Then, we have wi(0) = 0. Thus, the number of different zeros of Pi (λ) in interval (x, y)
for x ∈ (0, λı) and y ∈ (λıı, ∞) is

wi(y) − wi(x) = wi(∞) − wi(0) = i.

Since the number of zeros of Pi (λ) is i , all the zeros of Pi (λ) are in interval (x, y) for
x ∈ (0, λı) and y ∈ (λıı, ∞) . Hence, all the zeros of Pi (λ) are different and positive for
1 ≤ i ≤ n. This shows that all the eigenvalues of the matrix [Fa]n are different and positive
for n ≥ 1. �

Theorem 2.6. Suppose that the real sequence {ai} is positive and strictly increasing, then
for 1 ≤ i ≤ n, the eigenvalues of [Fa]i and [Fa]i−1 are interlaced. That is,

λ
(i)
1 > λ

(i−1)
1 > λ

(i)
2 > λ

(i−1)
2 > · · · > λ

(i−1)
i−1 > λ

(i)
i ,

where λ
(i)
s is an eigenvalue of [Fa]i for s = 1, 2, . . . , i.

Proof. Theorems 1.3 and 2.4 give the claimed result immediately. �

Corollary 2.7. Suppose that the real sequence {ai} is positive and strictly increasing, then
(i) λn < a1,
(ii) an < λ1,

where λn and λ1 are the smallest and the largest eigenvalues of [Fa]n for n ≥ 2, respectively.

Proof. (i) This follows from Theorem 2.6, since a1 is unique eigenvalue of [Fa]1 .
(ii) Let µ1 be the largest eigenvalue of [Fa]n−1 (or equavalently µ1 be the largest zero

of Pn−1 (λ) ). Then, µ1 is greater then all the zeros of all Pk (λ) and the sign of
Pk (λ) is (−1)k in interval (µ1, ∞) for 0 ≤ k ≤ n − 1.
If an > µ1, then the sign of Pk (an) is (−1)k for 0 ≤ k ≤ n − 1. This shows that
wn−1 (an) = n − 1. From the recurrence relation (2.1), we have

Pn (an) = −an−1Pn−1 (an) − an−1anPn−2 (an)
= −an−1 [Pn−1 (an) + anPn−2 (an)] .

By Lemma 2.3 (c), we have

(−1)n−3Pn−1 (an) < (−1)n−2anPn−2 (an) , (2.6)

(−1)n−3 [Pn−1 (an) + anPn−2 (an)] < 0

and the sign of Pn−1 (an) + anPn−2 (an) is (−1)n−2. Then, by equation (2.6), the
sign of Pn (an) is (−1)n−1. That is, Pn (an) and Pn−1 (an) have the same sign.
Thus,

wn (an) = wn−1 (an) = n − 1.

Moreover, wn (∞) = n and Pn (an) ̸= 0. Then, Theorems 1.2 and 2.4 yield Pn (λ)
has wn (∞) − wn (an) = n − (n − 1) = 1 real zero (or equavalently [Fa]n has one
eigenvalue) in interval (an, ∞) . Thus, an < λ1.
If an ≤ µ1, then from Theorem 2.6, µ1 < λ1. Hence, an < λ1.

�

Remark 2.8. Our results work even if the real sequence {ai} is negative and strictly
decreasing. For example, if bi = −ai, then bi is a positive real number, the sequence {bi}
is strictly increasing and [Fa]n = − [Fb]n . Since all the eigenvalues of [Fb]n are positive,
all the eigenvalues of [Fa]n are negative.
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3. An example
In this section, we illustrate our results with the following example.

Example 3.1. Consider the finite sequence a = (2, 4, 6, 8, 10). Then, ai≤5 = 2i and the
corresponding generalized Frank matrix to the sequence a = (2, 4, 6, 8, 10) is

[Fa]5 =


10 8 0 0 0
8 8 6 0 0
6 6 6 4 0
4 4 4 4 2
2 2 2 2 2

 . (3.1)

For the characteristic polynomials of [Fa]i≤5, Lemma 2.1 yields for i ≥ 2

Pi (λ) = (2 − λ) Pi−1 (λ) − ai−1λPi−2 (λ) . (3.2)
Thus,

P0 (λ) = 1,
P1 (λ) = 2 − λ,
P2 (λ) = (2 − λ) (2 − λ) − 2λ = λ2 − 6λ + 4,
P3 (λ) = (2 − λ)

(
λ2 − 6λ + 4

)
− 4λ (2 − λ) = −λ3 + 12λ2 − 24λ + 8,

P4 (λ) = (2 − λ)
(
−λ3 + 12λ2 − 24λ + 8

)
− 6λ

(
λ2 − 6λ + 4

)
= λ4 − 20λ3 + 84λ2 − 80λ + 16,

P5 (λ) = (2 − λ)
(
λ4 − 20λ3 + 84λ2 − 80λ + 16

)
− 8λ

(
−λ3 + 12λ2 − 24λ + 8

)
= −λ5 + 30λ4 − 220λ3 + 440λ2 − 240λ + 32.

(3.3)

If we compute Pi≤5 (λ) using det
(
[Fa]i≤5 − λI

)
, then we obtain the same results as above.

Furthermore, the roots of Pi≤5 (λ) (or the eigenvalues of [Fa]i≤5) are

λ
(1)
1 = 2,

λ
(2)
1 = 5, 2360, λ

(2)
2 = 0.7639,

λ
(3)
1 = 9.5825, λ

(3)
2 = 2, λ

(3)
3 = 0.4174,

λ
(4)
1 = 14.6254, λ

(4)
2 = 4.1332, λ

(4)
3 = 0.9677, λ

(4)
4 = 0.2734,

λ
(5)
1 = 20.1258, λ

(5)
2 = 7.1131, λ

(5)
3 = 2, λ

(5)
4 = 0.5623, λ

(5)
5 = 0.1987,

where λ
(i)
s denotes the roots of Pi≤5 (λ) for s = 1, 2, . . . , i. Hence, we observe:

• Pi≤5 (λ) does not vanish for λ = 0,
• Pi≤4 (λ) and Pi+1 (λ) have not a common zero,
• The set of zeros of Pi≤5 (λ) is discrete,
• If Pi≤4 (λ) = 0, then Pi−1 (λ) Pi+1 (λ) < 0. For example, since P2 (2) = −4,

P3 (2) = 0, P4 (2) = 48 , we have P2 (2) .P4 (2) = −192 < 0,
• If Pi (λ0) = 0, then for sufficiently small ε1, ε2 > 0,

Pi−1 (λ0) [Pi (λ0 + ε2) − Pi (λ0 − ε1)] < 0,

where 1 ≤ i ≤ 5. For example, since

P3 (2) = 0, P2 (2) = −4, P3

(
2 + 1

1000

)
= 0.0120, P3

(
2 − 1

100

)
= −0.1193,

we have

P2 (2)
[
P3

(
2 + 1

1000

)
− P3

(
2 − 1

100

)]
= −0.5252 < 0,

where ε1 = 1
100 , ε2 = 1

1000 ,
• The sequence P0 (λ) , P1 (λ) , P2 (λ) , P3 (λ) , P4 (λ) and P5 (λ) is a Sturm sequence,
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• The eigenvalues of [Fa]i≤5 (or the zeros of Pi≤5 (λ) ) are positive and different,
• The eigenvalues of [Fa]i≤5 and [Fa]i−1 are interlaced. For example,

λ
(5)
1 = 20.1258 > λ

(4)
1 = 14.6254 > λ

(5)
2 = 7.1131 > λ

(4)
2 = 4.1332 >

λ
(5)
3 = 2 > λ

(4)
3 = 0.9677 > λ

(5)
4 = 0.5623 > λ

(4)
4 = 0.2734 > λ

(5)
5 = 0.1987,

• λ
(2)
1 = 5.2360 > a2 = 4, λ

(3)
1 = 9.5825 > a3 = 6, λ

(4)
1 = 14.6254 > a4 = 8,

λ
(5)
1 = 20.1258 > a5 = 10

and
λ

(2)
2 = 0.7639 < a1 = 2, λ

(3)
3 = 0.4174 < a1 = 2, λ

(4)
4 = 0.2734 < a1 = 2,

λ
(5)
5 = 0.1987 < a1 = 2,

as stated in the results in the previous section.
Finally, we compute the numbers of eigenvalues of [Fa]5 in intervals (0, 3) and (3, 25). So
then, we need the number of sign changes of Pi≤5 (λ) for λ = 0, λ = 3 and λ = 25. Table
1 serves this need. From Table 1, we have w5(0) = 0, w5(3) = 3 and w5(25) = 5, where
w5(α) denotes the number of changes in sign of Pi≤5 (α). Thus, the number of eigenvalues
of [Fa]5 in interval (0, 3) is w5 (3) − w5 (0) = 3 − 0 = 3 and the number of eigenvalues of
[Fa]5 in interval (3, 25) is w5 (25) − w5 (3) = 5 − 3 = 2. Really, the eigenvalues of [Fa]5 are
20.1258, 7.1131, 2, 0.5623 and 0.1987.

Sign of Pi (λ)
for λ = 0

Sign of Pi (λ)
for λ = 3

Sign of Pi (λ)
for λ = 25

P0 (λ) = 1 + + +
P1 (λ) = 2 − λ + − −
P2 (λ) = λ2 − 6λ + 4 + − +
P3 (λ) = −λ3 + 12λ2 − 24λ + 8 + + −
P4 (λ) = λ4 − 20λ3 + 84λ2 − 80λ + 16 + + +
P5 (λ) = −λ5 + 30λ4 − 220λ3 + 440λ2 − 240λ + 32 + − −
Number of sign changes w5(0) = 0 w5(3) = 3 w5(25) = 5

Table 1. The number of sign changes of Pi≤5 (λ) for λ = 0, λ = 3 and λ = 25.
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