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Investigating the Performance of the Exploratory Graph
Analysis When the Data Are Unidimensional and Polytomous
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Abstract

The question of how observable variables should be associated with latent structures has been at the center of
the area of psychometrics. A recently proposed alternative model to the traditional factor retention methods is
called Exploratory Graph Analysis (EGA). This method belongs to the broader family of network psychometrics
which assumes that the associations between observed variables are caused by a system in which variables have
direct and potentially causal interaction. This method approaches the psychological data in an exploratory
manner and enables the visualization of the relationships between variables and allocation of variables to the
dimensions in a deterministic manner. In this regard, the aim of this study was set as comparing the EGA with
traditional factor retention methods when the data is unidimensional and items are constructed with polytomous
response format. For this investigation, simulated data sets were used and three different conditions were
manipulated: the sample size (250, 500, 1000 and 3000), the number of items (5, 10, 20) and internal consistency
of the scale (o= 0.7 and a. = 0.9). The results revealed that EGA is a robust method especially when used with
graphical least absolute shrinkage and selection operator (GLASSO) algorithm and provides better performance
in the retention of a true number of dimension than Kaiser's rule and yields comparable results with the other
traditional factor retention methods (optimal coordinates, acceleration factor and Horn's parallel analysis) under
some conditions. These results were discussed based on the existing literature and some suggestions were given
for future studies.
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INTRODUCTION

The question of how observable variables should be associated with latent structures have been at the
center of the area of psychometrics (Borsboom & Molenaar, 2015). So far, various models were
developed to specify this association. However, despite the quantitative increase in numbers and great
flexibility of mathematical models used in psychometric studies, the models are surprisingly limited
in terms of the paradigm that they are based on.

There are two large families of the models in social sciences to describe the relationships between
latent variables and observed variables (Edwards & Bagozzi, 2000). In the first category, the latent
traits are considered as the common cause of the observed scores. The model based on such kind of
conceptualization is called reflective. Reflective models assume that latent traits cause observed
variables (also known as indicators, test items, or symptoms. In reflective models, the indicators are
modeled as a function of a common latent variable plus some amount of item-specific error variance.
Confirmatory factor analysis (CFA) is one of the most commonly used methods representing reflective
models.

Formative models are another broad category to define the relationship between latent structures and
observed variables. By this conceptualization, it is accepted that observable variables define the latent
structures, not caused by them. The classic example of these kinds of models is the socio-economic
status defined by a set of observed variables (e.g. education, job, salary and the district of residency).
Principal component analysis (PCA) can be given as a classic example of this kind of model. Using
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PCA, data is reduced based on weighted combinations of observed variables to define latent traits
(Pearl, 2000).

On the other hand, there is no “rule of thumb” when deciding on how many dimensions will retain. In
the literature, there are many standard methods for this decision. Kaiser's rule of eigenvalues greater
than one rule (KR1: Kaiser, 1960) is the most widely preferred criterion in deciding on how many
factors will be retained. This popularity is partly related to its ease of application. However, this
method is very sensitive to the number of variables (Gorsuch, 1983) and reliability (Cliff, 1988).
Therefore, it may not be effective enough when used in factor retention decisions. An alternative
method to KR1 is parallel analysis (PA) developed by Horn (1965). This method is the sample-based
adaptation of the KR1 method and has been proposed to alleviate the component indeterminacy
problem. Literature shows that this method shows the best performance for component analysis and
factor analysis in determining the actual number of factors (Lance, Butts, & Michels, 2006; Velicer,
Eaton, & Fava, 2000). Readers are encouraged to look at Kline (2014) for more technical information
for KR1, PA and other methods.

More recently, the Acceleration Factor (AF) and Optimal Coordinates (OC) methods were proposed
by Raiche, Riopel and Blais (2006) and Raiche (2010). These methods provide non-graphical solutions
to Cattell's scree test (1966) to overcome its subjective weakness. AF shows where the elbow of the
slope is on the graph and corresponds to the curve's acceleration, i.e. the second derivative. That is, it
aims to determine the point where the slope changes abruptly. OC is the other method based on
measuring gradients associated with the eigenvalues and preceding eigenvalues to determine the
slope's location. It has been stated that AF and OC methods perform better than the KR1 method and
approach the performance of PA under certain conditions. (Ruscio and Roche, 2012).

A recently proposed alternative model to traditional reflective and formative approaches is called
network modeling. In this approach, there is an assumption that the associations between observed
variables are caused by a system in which variables have direct and potentially causal interaction with
each other (Eaton, 2015). The usage of network models has provided considerable benefit for
understanding complex systems in many different disciplines (Barabasi & Poésfai, 2016). In the social
sciences, the application of network analysis was adopted firstly to investigate social network
structures (eg. Cartwright and Harary, 1956). However, in the following decades, it has been used as
an alternative to latent variable modeling in studies to analyze network models of psychological
behaviors in an exploratory manner (Borsboom & Cramer, 2013; Schmittmann et al., 2013). After this
shift in the application of network modeling, the popularity of the network approach increased and it
started to be used intensively in psychology and led to the emergence of a new branch of psychology
aimed at predicting network structures in psychological data. This new branch is called network
psychometrics (Epskamp, Maris, Waldorp, & Borsboom, 2015).

As with other network models, a psychometric network model consists of a series of nodes (or
vertices), a set of connections or links between the nodes (also known as edges) and information
regarding the structure of nodes and edges (De Nooy, Mrvar & Batagelj, 2011). In this framework, the
nodes represent the psychological indicator variables (e.g. symptoms, behaviors, or faces of latent
variables). Traditionally, they are represented by circles in the network structure. On the other hand,
the edges represent the node's associations and represented in a network models by lines connecting
the nodes.

A more recent paper (Golino & Epskamp, 2017) introduced an innovative way to investigate the
dimensionality of psychological constructs by network modeling. This new method is called the EGA.
As its name implies, this model is not based on prior assumptions when investigating the
dimensionality of a construct. Instead, it approaches the psychological data in an exploratory way. A
fascinating feature of EGA is that it enables the visualization of the relationships between variables
and allocating variables to the dimensions in a deterministic manner (Golino et al., 2020). For this
reason, it is an ideal method to test or reevaluate the theoretical structure of psychological constructs.

In an EGA model, traditionally green (or blue) lines on the network represent positive partial
correlations, and red lines correspond to negative partial correlations. In addition, the thickness of the
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lines gives information about the amount of the correlation as the thicker lines indicate that the partial
correlation values approach 1. If the partial correlation values are exactly 0, no line is drawn between
the two nodes which implies that the two variables are independent when other variables in the network
are conditionally controlled (Pearl, 2000). In figure 1, an exemplary graph of EGA was presented.

Like other psychometric network models, the EGA is also based on Gaussian Graphical Modeling
(GGM), which was proposed by Lauritzen (1996). This model estimates the joint distribution of
random variables by modeling the inverse of the variance-covariance matrix (Epskamp, Borsbhoom &
Fried, 2018). In this type of modeling, each edge value represents the relationship between a node pair
after conditioned to other variables in the model (Epskamp & Fried, 2016). In more concrete terms,
partial correlations are used for the construction of networks in the models. If no edges were drawn
between nodes, it implies that zero value for partial correlations is estimated. That is, the nodes are not
connected in the model and show conditional independence.

Like other statistical methods that use sample data to estimate parameters, correlation and partial
correlation values are also affected by sampling variation. Hence, the exact zero values in matrices are
rarely be observed in real data. As a result, the estimated networks based on partial correlations become
fully connected. Small weights on many edges could possibly reflect weak and potentially spurious
partial correlations in this kind of network. These spurious relationships cause a threat to the clear
interpretation of networks and replicability. Frequently, a statistical method is used to remove these
spurious connections and control network complexity. For estimations based on partial correlations, a
commonly used procedure is to apply the least absolute shrinkage and selection operator (LASSO)
proposed by Friedman, Hastie and Tibshirani (2008). Because the LASSO can control spurious
connections, this method can provide high precision estimates when combined with the community
detection algorithm, such as the walktrap algorithm (Pons & Latapy, 2005).

LASSO uses a tuning parameter to remove spurious connections in the model by filtering the network
with penalization approach to the inverse covariance matrix. In this way, partial correlation values
smaller than a threshold are estimated as exactly zero. The tuning parameter was selected based on
minimizing Extended Bayesian information criterion (EBIC) proposed by Chen and Chen (2008). It
enables the researcher to control the sparsity of networks (Foygel & Drton, 2010). LASSO is an
important part of network modeling because it determines the eventual network structure. It also
enables obtaining parsimonious and more interpretable models. In EGA models, a graphical extension
of LASSO is used and referred to as GLASSO. In addition, as an alternative to GLASSO, Triangulated
Maximally Filtered Graph (TMFG) was proposed. This approach builds a triangulation that enables a
score function to maximize. In this way, the data becomes organized in a meaningful structure and
modeling becomes possible. The detailed explanations and formulations could be found in Massara,
Di Matteo and Aste (2016).

As cited above, the EGA was firstly proposed by Golino & Epskamp (2017). In this paper, they
compared the performance of the EGA with five different traditional factor retention methods. These
methods are as follows: (a)very simple structure (VSS; Revelle & Rocklin, 1979); (b) minimum
average partial procedure (MAP; Velicer, 1976); (c) fit of a different number of factors, from 1 to 10,
via BIC and via EBIC; (d) Horn's Parallel Analysis (PA; Horn, 1965); (e) Kaiser-Guttman eigenvalue
greater than one rule (Guttman, 1954); (f) EGA.

In the study, these methods were compared with each other by using simulated data sets across
different conditions: the sample size (100, 500, 1000 and 5000), the number of factors (2 and 4), the
number of items in each factor (5 and 10) and the correlation between the dimensions (.2, .5 and .7).
The datasets were generated in two and four dimension structures and as having dichotomous items.
The effectiveness of the methods was tested with their estimation rate of a true number of factors.
These methods were compared in terms of their performance to extract the true number of dimensions.
According to the findings, it was reported that EGA performed better than the traditional factor
retention methods especially when the datasets were simulated as having four dimensions and when
the number of items in each dimension was five. It was also stated that EGA was found to be the only
method giving satisfactory results in all conditions. All in all, this study confirmed the superiority of
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EGA to other traditional methods under some conditions. As this study revealed, EGA is suitable to
be used with multidimensional datasets.

On the other hand, the reason why multidimensional datasets were preferred in this recent study is that
EGA framework was available to be used only with multidimensional datasets, but a recent revision
allowed the examination of unidimensional datasets. In this way, practical limitations to test the
effectiveness of EGA with unidimensional datasets were eliminated. There are a number of important
reasons to examine unidimensionality in tests. First of all, there is a need to calculate the o coefficient
for the overall test (Dunn, Baguley, & Brunsden, 2014). In addition, unidimensionality indicates the
presence of a common underlying cause or a coherent set of homogeneous causes (DeVellis, 2017).
Based on these facts, Golino & Epskamp (2017) recommended testing the performance of EGA with
unidimensional datasets composed of polytomously scored items.

Considering the richness of outputs (such as centrality measures, node strength measures, item stability
statistics and entropy fit index) EGA provide to evaluate psychometrical properties of scales (Golino
& Christensen, 2020), it is assumed that test developers will use EGA with increasing frequency in the
future. In addition, some psychological traits like depression (Beard et al. 2016), anxiety (Fisher et al.,
2017) or addiction are measured based on the symptoms they are relied on. DiFranza and his
colleagues (2002) suggested considering these symptoms as interconnecting networks rather than
indicators caused by latent traits. It is assumed that such kinds of understanding of psychopathological
symptoms can contribute more to our understanding of disorders (Beard et al. 2016). For this reason,
it is fair to assume that use of EGA will increase in the future.

Purpose of the Study

In this regard, the aim of this study was set as the comparison of the performance of EGA with
traditional factor retention methods when the data is unidimensional and items are scored in
polytomous response format.

METHOD

Data Simulation Procedure

In the current study, three different conditions were manipulated: the sample size (250, 500, 1000 and
3000), the number of items (5, 10, 20) and the internal consistency level (o = 0.7 and o= 0.9). The
conditions of the study were determined by taking into account the features of the scales in the existing
psychology literature. Related literature shows that the number of items in unidimensional
measurement tools show variance. For example, the Satisfaction with Life Scale (Diener, Emmons,
Larsen, & Griffin (1985) consists of five items while the Center for Epidemiologic Studies Depression
Scale (Radloff, 1977) consists of twenty items. For this reason, a number of items in simulated data
sets were allowed to vary between these observed values (5,10,20). In addition, in order to consider a
test to be reliable, the lower threshold value was proposed as .7 (Nunnaly 1978). On the other hand, if
the a level is above .90, it is regarded as the test has a good level of a. Accordingly, the data sets were
simulated as half of them had a at lower threshold (a = 0.7) while another half of the datasets were
simulated as having o level regarded as good (a = 0.9). Finally, the sample size of n=250 is generally
regarded as the minimum number when applying factor retention methods (Cattell, 1978). For this
reason, the simulated datasets were arranged to had a sample size of at least 250 while n=500, n=1000
and n=3000 conditions were also selected when generating data sets. Based on these facts, 24 different
conditions were created with a 4x3x2 design. Finally, in line with the main aim of this study, all of the
data sets were simulated as having unidimensional structure and datasets were generated as if the items
were scored between 1-5 intervals.

For each condition, data simulation was repeated 100 times to obtain more stable results. This process
resulted in generating 2400 datasets. The reported results in this study reflect the arithmetic average
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of the iterations. The data simulation was performed with mirt package (Chalmers, 2012) in R program
(R core team, 2019).

Analysis Procedure

EGA analyses were carried out using the EGAnet package available in R statistical environment
(Golino & Christensen, 2020). The tuning parameter for GLASSO was determined based on EBIC to
obtain a sparser network. In this study, this parameter was set at 0.5, which is a default option in
EGAnet. On the other hand, the nFactors package (Raiche, 2010) was used for applying OC, AF, PA
and KR1 factor retention methods.

The assessment of how accurate the correct number of dimensions is extracted was made based on
extraction accuracy index and bias indices, as Garrido, Abad & Posada (2016). Factor extraction
accuracy index was calculated at two stages: (1) coding correct estimation of the true number of factors
as 1 and incorrect estimation of castors as 0, (2) taking the arithmetic mean of coded scores. For
instance, when 100 datasets were analyzed, if the true number of factors extracted for 50 datasets, the
accuracy index was computed as 0.5. On the other hand, the bias index was calculated as a subtraction
of the estimated number of dimensions from a true number of dimensions. For instance, for a
unidimensional dataset if the estimated number of the dataset is 1, the bias index is calculated as 0
while if the estimated number is 2, the bias value becomes 1. Therefore, a bias value of 0 indicates the
correct number of dimensions are extracted perfectly while a bias values far from 0 indicates the poor
performance of the corresponding method. Similar to the accuracy index, the values of bias in the
results section represents the arithmetic mean of 100 iterations.

RESULTS

The average accuracy index values and corresponding standard deviations obtained from 100 iterations
were given in Table 1. When the sample size was set as 250 and datasets contained five items, all of
the methods estimated the correct number of factors perfectly regardless of the o level. As the number
of items was increased to ten and o level was 0.7, EGA (LASSO) could extract unidimensional
structure for 79% while this rate was 49% for EGA(TMFG). Both algorithms of EGA method
outperformed the traditional KR1 method. When the a level has risen to 0.9, EGA (LASSO) method
estimated the correct number of dimensions for 99% of datasets, whereas EGA (TMFG) method's
percentage drops to 9%. On the other hand, for the other four traditional methods, the average accuracy
rates were 100%. In particular, EGA (LASSO) method yielded comparable results with traditional
methods when the alpha level was 0.9. Finally, for data sets containing twenty items, the accuracy rate
of EGA(LASSO) was 2% and 52% for the conditions where the o was 0.7 and 0.9 respectively,
whereas accuracy rates of EGA (TMFG) were 0% for both o levels. The only method EGA(LASSO)
outperformed was KR1 while EGA (TMFG) yielded the worst accuracy rates.

For the datasets with n=500 sample size condition, all of the methods examined were perfectly
estimated unidimensional structure when the sample size contained five items. This result didn't show
a difference across o levels. On the other hand, when the number of items was increased to 10 and o
level was 0.7, the average accuracy rate of EGA(LASSO) and EGA(TMFG) was found to be 0.99 and
0.45 respectively. EGA(LASSO) outperformed the traditional KR1 method while EGA(TMFG)
method yielded the lowest accuracy levels. As the o level increased to 0.90, EGA(TMFG) was the
only method that provided an imperfect accuracy rate (%22). Finally, as the number of items in the
datasets was increased to 20, only AF performed a perfectly estimated true number of dimensions
when the o was set to be 0.7 while AF and PA performed perfectly when the a level was 0.90. On the
other hand, EGA methods yielded the worst accuracy rates.

For the n=1000 sample size condition, when the dataset contained five items, all of the methods
extracted the correct number of dimensions perfectly while imperfect rates were obtained for
EGA(TMFG) with accuracy rates of 0.59 and 0.26 depending on the o level for the datasets contained
ten items. Finally, as the number of items was set to be 20, the EGA(LASSO) method's accuracy rates
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were 68% and 99% for the o levels of 0.7 and 0.9, respectively. On the other hand, EGA(TMFG)
yielded perfectly inaccurate results.

For datasets where the sample size was 3000, the accuracy rate for EGA (LASSO) was 99% when o
was 0.7 and the number of items was 20, while it was 100% in other conditions. For EGA (TMFG)
method, the accuracy rates for datasets with 10 and twenty items fell to 77% and 0% when the alpha
was a = 0.7, while the accuracy rates for the data sets with ten and twenty items and with o value of
.9, accuracy rates decreased to 36% and 0% respectively. For the KR1 method, the accuracy rate was
3% for datasets where o = 0.7 and the number of items was 2. For OC, AF and AP methods, a 100%
accuracy rate was achieved under all conditions. Lastly, EGA(LASSO) yielded a 99% accuracy rate
when a level was 0.7 and datasets contained twenty items while it perfectly estimated true number of
dimensions for the rest of the conditions. On the other hand, EGA(TMFG) yielded the lowest accuracy
rates when the number of items was 10 and 20. Especially, OC, AF and AP methods yielded perfect
accuracy rates under all conditions examined. As could be inferred, based on the number of items,
EGA's relative performance against traditional factor retention methods changed dramatically. In
addition, for most of the conditions, GLASSO algorithm was superior to TMFG algorithm.

Table 1. Mean Accuracy of Factor Retention Methods

EGA(LASSO) EGA(TMFG) oC AF PA KR1
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

n=250
o=10.70
5 items 1.00 0.00 1.00 0.00 100 000 100 000 100 000 100 0.00
10 items 0.79 0.41 0.49 050 091 029 100 000 091 029 0.02 0.14
20 items 0.02 0.14 0.00 000 058 050 100 000 058 050 0.00 0.00
o=0.90
5 items 1.00 0.00 1.00 000 100 000 100 000 100 000 100 0.00
10 items 0.99 0.10 0.09 029 100 000 100 000 100 000 100 0.00
20 items 0.52 0.50 0.00 0.00 100 000 100 000 100 000 003 017
n=500
o=10.70
5 items 1.00 0.00 1.00 0.00 100 000 100 000 100 000 100 0.00
10 items 0.99 0.10 0.45 050 100 000 100 000 100 0.00 075 0.44
20 items 0.45 0.50 0.00 000 087 034 100 000 08 035 0.00 0.00
o=0.90
5 items 1.00 0.00 1.00 0.00 100 000 100 000 100 000 100 0.00
10 items 1.00 0.00 0.22 042 100 000 100 000 100 0.00 1.00 0.00
20 items 0.93 0.26 0.00 0.00 100 000 100 000 100 000 073 045
n=1000
a=0.70
5 items 1.00 0.00 1.00 000 100 000 100 000 100 0.00 1.00 0.00
10 items 1.00 0.00 0.59 049 100 000 100 000 100 000 100 0.00
20 items 0.68 0.47 0.00 000 099 010 100 000 099 0.10 0.00 o0.00
o=0.90
5 items 1.00 0.00 1.00 000 100 000 100 000 100 000 100 0.00
10 items 1.00 0.00 0.26 0.44 100 000 100 000 100 000 100 0.00
20 items 0.99 0.10 0.00 000 100 000 100 000 100 0.00 1.00 0.00
n=3000
a=0.70
5 items 1.00 0.00 1.00 000 100 000 100 000 100 0.00 1.00 0.00
10 items 1.00 0.00 0.77 042 100 000 100 000 100 0.00 1.00 0.00
20 items 0.99 0.10 0.00 0.00 100 000 100 000 100 000 003 017
o=0.90
5 items 1.00 0.00 1.00 000 100 000 100 000 100 0.00 1.00 0.00
10 items 1.00 0.00 0.36 048 100 000 100 000 100 000 100 0.00
20 items 1.00 0.00 0.00 000 100 000 100 000 100 000 100 0.00
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The calculated bias values for the factor retention methods across conditions were given in Table 2. If
the datasets contained five items, EGA(LASSO) provided unbiased estimates of the correct number of
dimensions. As the number of items in the datasets was increased to 10 and the sample size of n=250,
the bias value was estimated to be 0.33 0.01 for a levels of 0.7 and 0.9, respectively. As the sample
size of datasets was increased to 500, EGA(LASSO) yielded 0.01 and 0 bias for a levels of 0.7 and
0.9. When the sample size was n=1000 and n=3000, EGA(LASSO) yielded no bias when the item
number was 10. For the datasets containing twenty items, if the sample size was n=250, the bias value
was 2.41 for o level of 0.7 and 1.39 for a level of 0.90. On the other than, the bias value of 1.39 has
very large standard deviation value which indicated that, there was a variation across the datasets in
terms of the bias value calculated. As the sample size was increased to 500, 1000 and 3000, the bias
values calculated showed a decrease compared to n=250 condition. Similar changes were also
observed for EGA(TMFG) across the conditions while EGA(TMFG) performed worse than
EGA(LASSO) in general. On the other hand, other traditional estimation methods provided almost
perfect results especially when the sample size was n=1000 and n=3000.

Table 2. Mean Bias Error of Factor Retention Methods

EGA(LASSO) EGA(TMFG) oC AF PA KR1
Mean SD Mean SD Mean SD Mean SD Mean SD Mean SD

n=250

o=0.70

5 items 0.00 0.00 0.00 0.00 000 000 000 000 000 0.00 0.00 0.00

10 items 0.33 1.02 0.57 0.61 010 033 000 000 010 033 142 054

20 items 241 1.16 2.27 075 056 0.74 0.00 0.00 060 0.84 6.09 0.71

o =10.90

5 items 0.00 0.00 0.00 0.00 000 000 000 000 000 0.00 0.00 0.00

10 items 0.01 0.10 1.00 045 000 000 000 000 000 0.00 0.00 0.00

20 items 1.39 3.71 2.20 0.75 000 000 0.00 000 0.00 0.00 173 0.72
n=500

o=0.70

5 items 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

10 items 0.01 0.10 0.57 054 000 0.00 000 000 0.00 0.00 025 044

20 items 1.37 2.79 2.35 0.69 015 044 0.00 0.00 017 047 529 0.67

o =10.90

5 items 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o0.00

10 items 0.00 0.00 0.85 052 000 000 000 000 000 0.00 0.00 0.00

20 items 0.07 0.26 2.25 0.74 000 0.00 0.00 0.0 000 0.00 029 0.50
n=1000

a=20.70

5 items 0.00 0.00 0.00 0.00 000 000 000 000 000 000 0.00 0.00

10 items 0.00 0.00 0.42 0.52 000 0.00 0.00 0.00 0.00 0.00 0.00 0.00

20 items 0.85 2.74 2.28 0.74 001 0.10 000 0.00 0.01 010 450 0.64

o =10.90

5 items 0.00 0.00 0.00 0.00 000 000 000 000 000 0.00 0.00 0.00

10 items 0.00 0.00 0.85 059 0.00 0.00 0.00 000 0.00 0.00 0.00 0.00

20 items 0.02 0.20 2.23 085 000 000 000 000 000 0.00 0.00 0.00
n=3000

o=10.70

5 items 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 o0.00

10 items 0.00 0.00 0.25 048 000 000 000 000 000 0.00 0.00 0.00

20 items 0.01 0.10 2.05 0.73 000 0.00 0.00 0.0 000 0.00 163 0.68

o=0.90

5 items 0.00 0.00 0.00 0.00 000 000 000 000 000 0.00 0.00 0.00

10 items 0.00 0.00 0.70 058 0.00 000 000 000 000 000 0.00 0.00

20 items 0.00 0.00 2.10 0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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After calculating the accuracy rates and the bias values, a series of factorial ANOVA was performed
to examine the effects of conditions altered for each factor retention method. For this analysis, the raw
estimated dimension number value was used as the dependent variable. Only eta square (n2) effect
size values and the significance levels of ANOVA analysis were reported. The significance levels, **
sign denotes significance at p<0.01 level and * implies significance at p<0.05. The 12 values show
the magnitudes of the differences between the conditions for each method under investigation.
According to Cohen (1988), n2 values of 0.14 and above can be regarded as a “large” effect size. On
the other hand, the effect size for AF method cannot be compared because this method perfectly
estimated the true number of dimensions for all 2400 datasets.

For the rest of the methods, it was found that the unique effects of the conditions examined for EGA
(GLASSO) method or their two-way and three-way interactions did not have a large effect size. Similar
results were observed for OC and PA methods. On the other hand, the item number condition had a
large effect size for EGA(TMFG) method. Finally, for the KR1 method, large amounts of the effect
size values were observed for each of the conditions examined and their two-way and three-way
interactions were found as significant.

Table 3. Effect Sizes of Factorial ANOVA

EGA(GLASSO) EGA(TMFG)  OC AF PA KR1
Ssample Size (SS) 0.05%* 0.01%* 0.05%* - 0.05%%  0.62%*
Number of Items (NI) 0.09%* 0.75%* 0.04** - 0.04%*  0.91%
Reliability (r) 0.02%* 0.01%* 0.03** - 0.03**  0.80%*
SS X NI 0.07** 0.01%* 0.06** - 0.06%*  0.65**
SSXr 0.01%* 0.01 0.05%* - 0.05%%  0.36%*
NI X r 0.02%* 0.03** 0.04%* - 0.04%%  0.86%*
SS X NI X r 0.01** 0.01 0.06** - 0.06*  0.45%

**p<0.01

DISCUSSION and CONCLUSION

The current study aimed to compare the effectiveness of EGA in extracting the true number of
dimensions with traditional methods when the data was unidimensional and composed of polytomous
items. This aim was determined based on Golino and Epskamp’s (2017) recommendations and
literature review showed that no study was conducted so far considering this recommendation. Unlike
this study, in the current study, OC and AF methods were included for comparison because these
methods are also relatively new compared to more traditional methods like PA and KR1 and their
inclusion on relatively new methods is believed to increase existing knowledge on the effectiveness of
EGA.

As a result of this study, it has been observed that EGA (LASSO) successfully extracted
unidimensional structure perfectly like other methods for datasets where the number of items was five.
This success of EGA was valid even for data sets with a sample size as small as 250. A similar finding
was obtained for EGA (TMFG). On the other hand, as the number of items increases, the performance
of both EGA (LASSO) and EGA (TMFG) decreased. Even when the sample size was 3000 and the
reliability level was 0.9, EGA (TMFG) could not extract the correct number of dimension with high
accuracy if there were ten or more items in the data set. On the other hand, for n = 500 and n = 1000
sample size conditions, EGA (LASSO) yielded comparable accuracy rates only if the reliability level
was 0.9 while it's performance decreased when the reliability dropped to 0.7 and when data sets
contained twenty items.

If the methods are compared in general, AF had perfectly extracted the actual dimensional structure
regardless of the conditions altered and use of it by the researchers is strictly recommended in their
future studies. Overall, EGA (LASSO) algorithm outperformed EGA (TMFG) algorithm. For this
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reason, it is recommended that GLASSO algorithm should be preferred over TMFG algorithm for
unidimensional and polytomous data sets. The same superior performance of EGA (GLASSO) was
also observed when compared with the traditional KR1 method.

Therefore, it can be said that EGA (LASSO) is an important effective alternative for researchers who
prefer the traditional KR1 method, which has been used extensively because of availability on most of
the commercial software programs. Considering the richness of output EGA provides (see Golino &
Christensen, 2020), EGA can be a better alternative to KR1. In addition, if the sample size was
increased to 1000 or 3000, EGA (LASSO) method gives results comparable to the OC and PA
methods. On the other hand, EGA should be considered as a serious alternative only when the scale
contains fewer items with high internal consistency for smaller sample size conditions (250 or 500).
Otherwise, OC and PA provide better results.

According to factorial ANOVA results, it was found that there were no unique or interaction effects
observed for EGA (LASSO) method. Similar findings were also observed for OC and PA methods. It
can be said that these three methods were the most robust ones across the conditions tested. Although
these statistics can not be calculated for AF, it provides perfect results under all conditions. it is also
definitely correct to consider this method as robust. On the other hand, “large” effect size was observed
for the EGA (TMFG) method for the sample size condition. That is, the sample size affects the
performance of EGA (TMFG) method negatively regardless of other conditions. The poor
performance of TMFG algorithm is understandable because it performs better when booting
algorithms are used simultaneously.

Finally, for the KR1 method. “large” effect sizes were observed for all conditions and their two-way
and three-way interactions. Accordingly, it can be said that the KR1 method was the least robust
method within the context of the conditions examined in this study. This finding is in line with past
literature (Velicer, Eaton & Fava. 2000; Ruscio & Roche, 2012).

This study is one of the few studies comparing EGA's factor retention effectiveness with other
traditional methods. Contrary to the findings obtained by Golino and Epskamp (2017), EGA(LASSO)
was not to be detected as clearly superior to other traditional methods. This result implies that EGA
(LASSO) may not be a suitable alternative when the data is unidimensional and potential researchers
should use EGA (LASSO) for scales with fewer items, higher internal consistency and a large sample
size for unidimensional tests. On the other hand, EGA (TMFG) should not be an option for researchers
in a wide of conditions considered in the current study.

All in all, more research is needed to examine the effectiveness of EGA in different conditions. For
example, EGA's effectiveness in datasets with different ability distributions will contribute to the
richness of the existing literature. In addition, in this study the effectiveness of the methods was only
evaluated in terms of the number of factors. In future studies, it is suggested to evaluate the
performance of EGA in terms of estimating real factor loadings.
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Tek Boyutlu ve Cok Yamt Kategorisine Sahip Veriler Icin
Aciklayicl Grafik Analizinin Performansinin Incelenmesi

Girig

Gozlenen degiskenlerin Ortiik yapilarla nasil iligkilendirilmesi gerektigi sorusu psikometrinin
merkezinde yer almaktadir (Borsboom ve Molenaar, 2015). Simdiye kadar, bu iliskiyi belirtmek igin
cesitli modeller gelistirilmistir. Bununla birlikte, psikometrik ¢aligmalarda kullanilan matematiksel
modellerin niceliksel artisina ve biiyiik esnekligine ragmen, ortiik 6zellikler ve davranislar arasindaki
iligkileri tanimlamak i¢in sunulan modeller, dayandiklar1 paradigma agisindan sasirtict bir sekilde
sinirhidir.

Bu geleneksel yaklagimlara ise yakin zamanda ag modellemesi olarak adlandirilan alternatif model
onerilmistir. Bu yaklasimda, gozlenen degiskenler arasindaki iligkilerin, degiskenlerin birbirleriyle
dogrudan ve potansiyel olarak nedensel etkilesime sebep olan bir sistem araciligiyla kaynaklandigi
varsayllmaktadir (Eaton, 2015). Ag modellerinin kullanimi, bir¢ok farkli disiplindeki karmagik
sistemlerin anlagilmasi icin bilyiik olgiide fayda saglamistir (Barabasi ve Posfai, 2016). Sosyal
bilimlerde, ag analizi uygulamasi dncelikle sosyal ag yapilarini aragtirmak i¢in benimsenmistir (6rn.
Cartwright ve Harary, 1956). Bununla birlikte, sonraki yillarda, psikolojik davraniglarin ag modellerini
kesifsel bir sekilde analiz edilmesi geleneksel gizli degisken modellemelerine alternatif olarak
kullanilmaya baglamigtir (Borsboom ve Cramer, 2013; Schmittmann vd., 2013). Ag modelleme
uygulamasindaki bu degisimden sonra, ag yaklagiminin popiilaritesi artmis ve psikoloji alaninda
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yogun bir sekilde kullanilmaya baslanmis ve psikolojik verilerde ag yapilarii tahmin etmeyi
amaclayan yeni bir psikoloji alaninin ortaya ¢ikmasina neden olmustur. Bu yeni alan, ag psikometrisi
olarak adlandirilir (Epskamp, Maris, Waldorp ve Borsboom, 2015).

Diger ag modellerinde oldugu gibi, psikometrik ag modeli de bir dizi diigiimden (veya koselerden),
diigiimler arasinda bir dizi baglant1 veya agdan (kenarlar olarak da bilinir) ve diigiimlerin ve kenarlarin
yapistyla ilgili bilgilerden olusur (De Nooy, Mrvar ve Batagelj, 2011). Diiglimler, psikolojik gosterge
degiskenlerini (6rn. gizil degiskenlerin semptomlari, davranislari veya yiizleri) temsil eder. Geleneksel
olarak, diigiimler ag yapisinda dairelerle temsil edilirler. Ote yandan, kenarlar, diigiimler arasindaki
iligkileri temsil eder ve bir ag modelinde daireleri birbirine baglayan ¢izgilerle temsil edilir.

Yakin ge¢miste yayimlanan bir calisma (Golino ve Epskamp, 2017), ag modelleme yoluyla psikolojik
yapilarin boyutlulugunu arastirmanin yenilik¢i bir yolunu sunmustur. Bu yeni teknige Agiklayici
Grafik Analizi (AGA) ad1 verilir. Adindan da anlasilacag: gibi, bu model bir yapiy1 incelerken 6nsel
varsayimlara dayanmamaktadir. Bunun yerine, psikolojik verileri kesifsel bir anlayisla ele alir.
AGA'nin dikkate deger bir Ozelligi, degiskenler arasindaki iliskilerin gorsellestirilmesi ve
degiskenlerin boyutlara atanmasini belirleyici bir sekilde saglamasidir. Bu nedenle psikolojik
ozelliklerin kuramsal yapisini test etmek veya yeniden degerlendirmek icin ideal bir yontemdir.

Kismi korelasyonlara dayali tahminlerle gergeklestirilen bu yontemde, yaygin olarak en az mutlak
daralma ve se¢im operatdriiniin (least absolute shrinkage and selection operator-LASSO) islemi
yaygin olarak uygulanmaktadir (Friedman, Hastie ve Tibshirani, 2008). LASSO, sahte (spurious)
baglantilar1 kontrol etmek ic¢in kullanilmaktadir. LASSO, walktrap gibi topluluk algilama
algoritmalariyla birlestirildiginde yiiksek hassasiyetli tahminler saglayabilir (Pons and Latapy, 2005).

Optimum bir model elde etmek igin Chen ve Chen (2008) tarafindan nerilen genisletilmis Bayesian
bilgi kriteri (extended Bayesian information criterion-EBIC) dikkate alinarak belirlenen ayarlama
parametresi kullanilir. Bu parametre, arastirmacinin aglarin seyrekligini kontrol etmesini saglar
(Foygel ve Drton, 2010). LASSO, nihai ag yapisini belirledigi i¢in ag modellemenin 6nemli bir
parcasidir. Ayn1 zamanda daha tutucu ve yorumlanabilir modellerin elde edilmesini saglar. AGA
modellerinde LASSO'nun grafik bir uzantisi kullanilmis ve GLASSO olarak adlandirilmustir. Ek
olarak, Ucgenlestirilmis Maksimum Filtrelenmis Grafik (TMFG: Triangulated Maximally Filtered
Graph), GLASSO'ya alternatif olarak oOnerilen bir diger tekniktir. Bu yaklasim, bir puan
fonksiyonunun maksimize etmesini saglayan bir liggenleme olusturur. Bu sekilde veriler anlamli bir
yap1 igerisinde organize olur ve modelleme miimkiin olur. Ayrintili agiklamalar ve formiilasyonlar igin
Massara, Di Matteo ve Aste (2016) 'ye bakilmasi 6nerilmektedir.

Bir AGA modelinde, geleneksel olarak, ag iizerindeki yesil (ya da mavi) ¢izgiler pozitif kismi
korelasyonlar temsil ederken kirmizi ¢izgiler, negatif kismi korelasyonlara karsilik gelir. Ek olarak,
cizgilerin kalinlig1 korelasyon miktar1 hakkinda bilgi verir: daha kalin ¢izgiler kismi korelasyon
degerlerinin 1'e yaklastigini gosterir, Kismi korelasyon degerleri tam olarak O ise, iki diigiim arasinda
hi¢bir ¢izgi ¢izilmez. Yani, agdaki diger degiskenlerin etkisi kontrol edildiginde iki degisken kosullu
olarak bagimsizdir (Pearl, 2000).

AGA'nin oOnerildigi makalede Golino ve Epskamp (2017), AGA'nin performansin1 bes farkli
geleneksel faktor ¢ikarma teknigiyle karsilastirmistir. Bu ¢alismada iki yanit kategorili maddelerden
olusan iki ve dort boyutlu tiiretilmis veri setleri kullanilmistir. Calismanin bulgulari, kontrol edilen
kosullar ne olursa olsun, 6zellikle veri kiimeleri dort boyutlu yap1 olarak simiile edildiginde AGA'nin
en iyi performans gosteren yontem oldugunu gostermistir. Ozellikle boyut sayis1 dort oldugunda,
AGA'in diger geleneksel yontemlere iistiinliigiinii dogrulanmustir. Ozellikle AGA'nin her boyuttaki
madde sayis1 bes oldugunda tatmin edici sonuglar veren tek yontem oldugu belirtilmistir. Bu ¢aligmada
cok boyutlu veriler kullanilmis olmasina ragmen daha sonrasinda AGA algoritmasi tek boyutlu veri
setlerinin incelenmesine izin verecek sekilde revize edilmistir. Nitekim, ayni ¢alismada AGA’nin tek
boyutlu veri setleri igin faktor sayisina karar vermedeki performansinin incelenmesi 6nerilmistir. Bu
oneri dikkate alinarak gerceklestirilen bu ¢alismanin amact veri seti tek boyutlu oldugunda ve
maddeler ¢ok yanit kategorisine sahip oldugunda AGA’nin faktér sayisina karar vermedeki
performansinin geleneksel faktor ¢ikarma yontemleriyle karsilastirilmasi olarak belirlenmistir.
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Yontem

Bu ¢alismada ti¢ farkli kosul kontrol edilmistir: 6rneklem biiyiikligii (250, 500, 1000 ve 3000), madde
sayisi (5, 10, 20) ve i¢ tutarlilik seviyesi (o = 0.7 ve o = 0.9). Buna kosullara baglh olarak 4x3x2
tasarimi ile 24 farkli kosul olusturulmustur. Ayrica, bu calismanin temel amaci dogrultusunda, tiim
veri setleri tek boyutlu yapiya sahip olacak sekilde tiiretilmistir ve maddeler 1-5 araliginda puanlanmis
sekilde veri setleri olusturulmustur. Daha kararli sonuglar elde etmek i¢in her kosul igin veri iiretme
islemi 100 kez tekrarlanmistir. Bu sayede, 2400 veri kiimesi tiiretilmistir. Bu ¢alismada bulgular
kisminda sunulan sonuglar, tekrarlar sonucunda elde edilen degerlerin aritmetik ortalamasini
yansitmaktadir. Veri iiretme islemi, R ortaminda (R ¢ekirdek ekibi, 2019) “mirt” paketi (Chalmers,
2012) ile gergeklestirilmistir.

AGA yonteminin performansini karsilastirmak amaciyla bes farkli faktdr sayisina karar verme
yontemi kullanilmistir: Hizlanma Faktori (AF: Acceleration Factor), Optimal Koordinatlar (OC:
Optimal Coordinates), Paralel Analiz (PA) ve Kaiser’in 6zdeger 1’den biiyiik kurali (KR1). Bu dort
yonteme iliskin ayrintili teknik bilgiler Raiche, Riopel & Blais (2006) ve Raiche (2010) 'de yer
almaktadir. AGA analizleri, R istatistik programinda bulunan “EGAnet” paketi (Golino &
Christensen, 2020) kullanilarak gergeklestirilirken, OC, AF, PA ve KR1 faktor ¢ikarma yontemleri
icin “nFactors” paketi (Raiche, 2010) kullanilmistir. AGA teknigi GLASSO ve TMFG algoritmalari
igin ayr1 ayr1 gerceklestirilmistir ve caligmanin geri kalaninda sirasiyla AGA(GLASSO) ve
AGA(TMFG) anilmigtir. GLASSO algoritmast kullanilirken, ayarlama parametresi 0.5 olarak
belirlenmistir. Kosullara gore genel betimleyici istatistiklerin yanisira faktoriyel varyans analizi
(ANOVA) gergeklestirilerek etkisi incelenen kosullarin faktor sayisina karar verme yontemleri
tizerindeki tekil etkileri ile etkilesimlerinden kaynakli etkilerin incelenmesi amaglanmustir.

Garrido, Abad ve Posada (2016) tarafindan onerildigi gibi, dogru boyut sayisinin ne kadar kesinlikte
cikarildigimma dair degerlendirme, ¢ikarma dogruluk indeksi ve yanlilik indekslerine dayanilarak
yapilmstir. Faktor ¢ikarma dogruluk indeksi, dogru sayida faktoriin 1, hatali sayida faktoriin 0 olarak
cikarildig1 analiz sonuglarinin kodlanmasiyla elde edilmistir. Ornegin 100 veri seti incelendiginde, 50
veri seti i¢in gercek faktor sayisi ¢ikarilmigsa bu veri setlerinin her biri 1, geri kalani ise 0 olarak
kodlanmistir. Sonug olarak 100 veri seti icin yontemin nihai kesinlik 0.5 olarak hesaplanmistir. Ote
yandan, yanlilik indeksi, kestirilen boyut sayisinin ger¢ek boyut sayisindan ¢ikarilmasiyla hesaplanir.
Ornegin, tek boyutlu bir veri seti igin, kestirilen boyut sayis1 1 ise, sapma endeksi 0 olarak
hesaplanirken, kestirilen boyut sayisi 2 ise yanlilik degeri 1 olur. Baska bir anlatimla, sifir yanlhlik
degeri, boyut sayisinin dogru kestirildigini gosterirken 0'dan uzak yanlilik degerleri, ilgili yontemin
zay1f performansini gostermektedir.

Sonug ve Tartisma

Elde edilen bulgulara gére AGA (LASSO) madde sayisinin 5 oldugu veri setleri i¢in diger yontemler
gibi tek boyutlu yapiy1r mitkemmel bir sekilde kestirdigi goriilmiistiir. AGA'nin bu basarisi, 6rneklem
bliyiikliigli 250 olan veri setleri i¢in bile gecerlidir. Benzer bulgular AGA (TMFG) icin de elde
edilmistir. Diger taraftan, madde sayisi arttikca hem AGA (LASSO) hem de AGA (TMFG)’nin
performansinin diistiigii goriilmiistiir. Orneklem biiyiikliigii 3000 ve giivenilirlik diizeyi 0.90 olsa bile
AGA (TMFG) veri setinde 10 veya daha fazla madde oldugunda dogru boyut sayisini yiiksek
dogrulukla ¢ikartamadigr belirlenmistir. Ayrica, n = 500 ve n = 1000 6rneklem biiyiikliigi kosullar
icin AGA (LASSO) yalnizca giivenilirlik seviyesi 0.9 oldugunda diger yontemlerle karsilastirilabilir
kesinlik oranlar1 saglamigtir. Ancak, giivenilirlik 0.7'ye diistiiglinde ve veri kiimeleri 20 madde
icerdiginde performansi diismiistiir.

Yontemler genel olarak karsilastirildiginda ise. AF’nin control edilen kosullardan bagimsiz olarak
gercek boyutsal yapiy1 milkemmel bir sekilde ¢ikarttigi ve gelecekteki ¢aligmalarinda arastirmacilar
tarafindan tercih edilebilecegi goriilmistiir. Genel olarak. AGA (LASSO) algoritmasi, AGA (TMFQG)
algoritmasindan daha iyi performans gostermistir. Bu nedenle, tek boyutlu ve ¢ok yanit kategorisine
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sahip veri setleri i¢in GLASSO algoritmasinin TMFG algoritmasina tercih edilmesi gerektigi
gorlilmiistir. AGA (GLASSO)’nin iistiin performansi, geleneksel KR1 yontemiyle karsilastirildiginda
da gozlenmistir. Bu nedenle, AGA (LASSO)’nin geleneksel KR1 yontemini tercih eden arastirmacilar
icin 6nemli ve etkili bir alternatif oldugu sdylenebilir. AGA'nin sagladig: bilgilerin zenginligi géz
oniine alindiginda, arastirmacilar tarafindan tercih edilmesi Ozellikle Onerilmektedir. Ek olarak,
orneklem biiyiikligii 1000 veya 3000'e yiikseltildiginde AGA (LASSO) yontemi, OC ve PA
yontemleriyle de karsilastirilabilir sonuglar vermistir. Orneklem biiyiikliigii daha kiiciik ise (250 veya
500), AGA yalmizca yiiksek i¢ tutarliliga sahip ve daha az madde igeren 6lgtim araglari i¢in ciddi bir
alternatif olarak diistiniilmelidir.

Faktoriyel ANOVA sonuglarina gore AGA (LASSO) yontemi icin tekil veya etkilesim etkisinin
gbzlemlenmedigi bulunmustur. OC ve PA yontemleri i¢in de benzer bulgular gdzlemlenmistir. Bu {i¢
yontemin test edilen kosullar arasinda en dayanikli yontemler oldugu soylenebilir. Ayrica bu
istatistikler AF i¢in hesaplanamamistir ¢iinkii bu yontem her kosulda miikemmel sonuglar ortaya
koymaktadir. Baska bir anlatimla, bu yéntemi saglam ydntem olarak degerlendirmek miimkiindiir. Ote
yandan, drneklem biiyiikliigii kosulunun AGA (TMFG) yonteminde “biiyiik” etkiye sahip oldugu
gbzlemlenmistir. Yani 6rneklem biiyiikligii AGA (TMFG) yonteminin faktor sayisina karar verme
performansi lizerinde etkiye sahiptir. Son olarak, geleneksel olarak en yaygin kullanilan KR1 yontemi
icin tiim kosullar ve bunlarin ikili ve iicli etkilesimleri icin “biiyiik™ etkiler gézlemlenmistir. Buna
gore bu calismada incelenen kosullar baglaminda KR1 yonteminin en az saglam yontem oldugu
sOylenebilir. Bu bulgu, ilgili alan yazin ile uyumludur (Velicer. Eaton. Fava. 2000; Ruscio & Roche.
2012).

Bu c¢alisma, AGA' nin faktor ¢ikarma etkinligini diger geleneksel yontemlerle karsilastiran birkag
calisgmadan biridir (Golino & Epskamp. 2017; Golino ve ark. 2020). Bu nedenle, AGA' nin farkli
kosullarda etkinligini incelemek igin daha fazla arastirmaya ihtiyag vardir. Ornegin, farkli yetenek
dagilimlarina sahip veri setlerinde AGA' nin etkinligi, mevcut alan yazinin zenginligine katkida
bulunacaktir. Ayrica, bu ¢aligmada yontemlerin etkinligi yalnizca faktor sayisim1 kesin ve yansiz
cikartabilme agisindan degerlendirilmistir. Gelecek caligmalarda, AGA'nin performansinin gergek
faktor yiiklerini tahmin etme acisindan degerlendirilmesi onerilmektedir.
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