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ABSTRACT 
This research was carried out with the purpose of estimating hot carcass 

weight by using parameters such as race, carcass weight and age with 

Multivariate Adaptive Regression Spline (MARS) algorithm.  To achieve 

this goal, 700 cattle data belonging to the years 2017-2018, which were 

taken in equal numbers from 7 different breeds, were used.  A total of 700 

data were used, taking equal numbers of data from each breed. In order to 

test the accuracy of the model created in the research, the data set was 

divided into two data subsets as training and test subsets. In order to test 

the compatibility of these separated subsets with the MARS model, a new 

package program named “ehaGoF” which estimates 15 goodness of fit 

criteria was used.  According to the analysis results, the MARS model 

with the smallest SDRATIO (0.157, 0.130) and the highest determination 

coefficient (R2) (0.975, 0.983) of the training and test sets, respectively, 

was determined. Looking at the other fit values, it is seen that the training 

and test set are quite compatible. In terms of hot carcass weight among 

the breeds, it was determined that the Limousine race performed higher 

than the other breeds. As a result, the implementation of the MARS 

algorithm can allow livestock breeders to obtain effective clues by using 

independent variables such as breed, age, and body weight in estimating 

hot carcass weight. 
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1. Introduction 
 

Beef, Turkey as well as to people all over the world in an adequate and balanced nutrition emerge as one of the most important 

resources. Although there are many cattle breeds in the world, most of the meat and milk production is met from certain breeds. 

native cattle breed in Turkey, is reported to be low meat yield in conventional farming conditions and the fattening end weight 

varied between 186-387 kg, and the daily live weight gain of 673-973 g (Kumlu 2000; Sak & Duru 2017). The carcass obtained 

from cattle is affected by many parameters. Among these, there are many factors such as the breed, sex, fattening period, care 

and nutrition of the cattle (Sak & Duru 2017; Seker et al. 2017). In the study conducted to determine the fattening performance 

and carcass characteristics of Simental, Aberdeen-Angus, Hereford, Limousine and Charolais breeds, it was reported that while 

Charolais performed better than others for carcass weight, the Simental breed was higher for daily weight gain (Sak & Duru 

2017). Galiç & Takma (2019) have conducted on the determination of live weight and the genetics factors affecting this situation. 

In addition, it was stated in the studies that subjective and objective methods can be used in estimating the carcass composition 

in live animals. At the same time, the fact that the devices used to estimate the carcass composition in live animals are very 

expensive is seen as the most important obstacle in front of the studies. Therefore, since the most important thing in animal 

production is the production of animal products economically, it may be important to do different researches on this subject (Kor 

& Ertuğrul 2000). There are many scientific studies written for this purpose. However, in the breeding practice, it is very 

important to estimate the properties of the independent variables that the researcher should use economically. Such forecasts can 

assist the farmer in the decision process regarding herd management. Rather, these situations can be decided by looking at the 

physical characteristics of the animals subjectively in farm conditions. However, one way of producing such estimates, especially 

when the number of data is large, can be obtained by using statistical methods such as data mining. These methods include, 

among others, artificial neural networks (ANNs), decision trees, and Multivariate Adaptive Regression Spline (MARS) (Kibet 

2012; Eyduran et al. 2018; Orhan et al. 2018; Eyduran et al. 2019). With the MARS algorithm used in this study, linear models 

are explained by dividing nonlinear multivariate models with more than one independent variable. As is known, regression 

analysis investigates the relationship between two or more variables with a cause-effect relationship. The main purpose of chains 

MARS analysis, which is an application of the techniques popularized by Friedman (1991) to solve regression type problems; 

estimating the result variable or the value of a continuously dependent variable with the set of independent variables. MARS 

offers the opportunity to be explained with linear models by breaking down multivariable nonlinear models (Sevimli 2009; 

Eyduran et al. 2017a; Eyduran et al. 2018; Orhan et al. 2018; Eyduran et al. 2019). As in other scientific fields, the selection of 
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breeds gives effective results in determining the weight of the carcass, which is one of the main issues within the scope of animal 

breeding. To obtain these results, powerful statistical methods, ie data mining algorithms, are required. MARS, one of these 

algorithms, is a statistically significant tool that can capture the relationship between dependent and independent variables. There 

are other studies that use the MARS algorithm in agriculture and animal husbandry (Aksoy et al. 2018; Aytekin et al. 2018; Celik 

&Yılmaz 2018; Celik et al. 2020; Canga & Boga 2019; Canga et al. 2019; Eyduran et al. 2019). The research also included 

goodness of fit values and the comparative use of training and test sets. Here, the training data set is a sample data set used for 

learning and created in accordance with the parameters of a classifier. The test data set is a data set that is independent of the 

training data set, but follows the same probability distribution as the training data set. For this, the estimation equation was 

created based on all the values in the train set, and then the accuracy of the values created with the test set was compared with 

the values in the train set. 

 

When the literature is reviewed, estimation of economically determined variables such as estimation of live carcass weight 

has not been investigated by MARS algorithm yet. Therefore, the use of live weight and carcass weight of animals used for meat 

production in Turkey and there is a gap in terms of increasing productivity. This research was carried out to estimate the hot 

carcass weight efficiency using the MARS algorithm. Therefore, the aim is to draw attention to this issue and to contribute to 

the literature by leading more comprehensive research in this field. 

 

2. Material and Methods 
 

2.1. Materials 

 

In the research, data belonging to the cattle belonging to the year 2017-2018 brought to the slaughterhouse in the open prison in 

Niğde province for slaughter from the provinces other than Niğde and Niğde were used. In the data used in the study, a total of 

700 male calf data, 100 from each of the Aberdeen-Angus, Simmental, Limousine, Holstein–Friesian, Charolais, Zebu and 

Hereford breeds, were used. Live weight, age and breed were used as independent variables in the estimation of hot carcass 

weight determined as the dependent variable. 

 

The animals were slaughtered between 2017-2018 in line with the observational decisions of the technical staff in the 

slaughterhouse belonging to the enterprise. For this, first of all, descriptive statistics values of the data are shown in Table 1. 

 
Table 1- Descriptive statistics of the explanatory variables studied 

 

 

 

 

 

 

 

 

 

2.2. Methods 

 

MARS method, which is one of the non-parametric regression methods, was developed by the statistician Jerome H. Friedman 

in the early 1990s (Tunay 2001; Mukhopadhyay & Iqbal 2009; Sevimli 2009). This regression method is designed for both 

continuous and binary response variables. MARS is a nonparametric regression method that makes no assumptions about the 

underlying functional relationships between dependent and independent variables (Kibet 2012; Oguz 2014; Eyduran et al. 2019). 

The main purpose of this method is to predict the values of the result variable or continuous variable regardless of the set of 

independent variables. The biggest advantage of the MARS model is that it defines both the individual effects of independent 

variables and their interactions in the model and presents them graphically (Chou et al. 2004; Sevimli 2009; Orhan 2018). 

 

2.2.1. Mars model 

 

Regions and spline functions are formed, and these regression extensions, which are regional, are called the basic functions (Put 

et al. 2004). The basic functions that occur are in a piecewise linear relationship with the dependent variable. Fundamental 

functions and model parameters (estimated by least squares method); consists of the results of the determinants that gave the 

data entries. Basic functions (BF) are mechanisms used in generalized searches for nodes. BF is a set of functions used to 

represent information contained within one or more variables. The structural model created with MARS uses the piecewise linear 

basis functions expansion, shown in the form of (x - t) + and (t - x) +. The "+" subscript used here indicates the positive part and 

indicates that the basic function will take the result of zero when the desired condition is not met, and the formation process of 

the BF is defined as follows (Friedman 1991; Deconinck et al. 2005; Kayri 2010).  

 

Descriptive Statistics 

 N Minimum Maximum Mean Std. Error Std. Deviation 

AGE (year) 700 1 3 1.63 0.025 0.650 

LIVEWEIGHT (kg) 700 440 1020 696.520 4.299 113.749 

CARCASSWEIGHT(kg) 700 237 515 353.390 2.178 57.611 
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𝐵𝐹1(𝑥) = |𝑥 − 𝑡|+ = max(0, 𝑥 − 𝑡)= (
𝑥 − 𝑡, 𝑥 > 𝑡

0, 𝑥 ≤ 𝑡
 

           (1) 

𝐵𝐹2(𝑥) = |𝑡 − 𝑥|+ = max(0, 𝑡 − 𝑥)= (
𝑡 − 𝑥, 𝑥 < 𝑡

0, 𝑥 ≥  𝑡
 

              (2) 

Here "t" is the node value and each function is linear piecewise at the value of "t". The fundamental functions (x - t) + and 

(t - x) + (linear extensions) are also called a reflected pair, denoting the right and left regions of the node "t", respectively 

(Hastie et al. 2001; Sevimli 2009; Oğuz 2014; Eyduran et al. 2017b; Eyduran et al. 2018; Orhan et al. 2018).  

 

 2.2.2. MARS model selection criteria 

 

How to measure the accuracy of the model is the most important issue in regression problems. For this purpose, the generalized 

cross validation (GCV) value developed by Craven & Wahba (1979) in the selection criteria of the most suitable MARS model 

measures the accuracy of the mean squares errors (Sevimli 2009).  As a result, GCV is a form of regulation that transforms model 

complexity into goodness of fit. With the GCV approach, BF that have the least contribution to the model are thrown into the 

model, preventing the addition of excessive number of extension functions in the final model. The GCV criterion, which is the 

goodness of fit criterion, can be defined as follows (Xu et al. 2006; Grzesiak et al. 2010; Ali et al. 2015; Zhang & Goh 2016; 

Celik & Yılmaz 2018; Çanga & Boga 2019; Eyduran et al. 2019; Zaborski et al. 2019; Celik & Boydak, 2020; Eyduran & Gulbe  

2020). 

 

𝐺𝐶𝑉(𝑀) =
1

𝑁
∑ ([𝑦𝑖 − 𝑓𝑀(𝑥𝑖)]

2
[1 −

𝐶(𝑀)

𝑁
]

2

)⁄

𝑁

𝑖=1

 

 

             (3) 

 

 Where; N, number of observations; C(M), constant basic function; C(M) = M + dM, d is the smoothing parameter. Studies have 

shown that the best value for d is between 2 ≤d ≤ 4 (Friedman, 1991; Salford 2001). The most appropriate MARS model is the 

value with the smallest GCV measurement (Xu et al. 2004). The quality of the MARS model in the study was evaluated using 

the following criteria (Grzesiak et al.  2010; Ali et al. 2015; Zhang & Goh, 2016; Çelik &Yılmaz, 2018; Çanga & Boga, 2019; 

Eyduran et al. 2019; Eyduran et al. 2019; Zaborski et al. 2019; Celik & Boydak 2020). Pearson's correlation coefficient between 

actual values and predicted values (r).  

 

1. Akaike Information Criteria (AIC): 

 

𝐴𝐼𝐶 = 𝑛. 𝑙𝑛 [
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖𝑝)

2
𝑛

𝑖=1

] + 2𝑘 , 𝑖𝑓;
𝑛

𝑘
> 40 

            (4) 

2. Root-mean-square error (RMSE): 

 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖𝑝)

2
𝑛

𝑖=1

 

 

            (5) 

3. Mean error (ME)): 

 

𝑀𝐸 =
1

𝑛
∑(𝑦𝑖 − 𝑦𝑖𝑝)

𝑛

𝑖=1

 
            (6) 

4. Absolute mean deviation (MAD): 

 

𝑀𝐴𝐷 =
1

𝑛
∑|𝑦𝑖 − 𝑦𝑖𝑝|

𝑛

𝑖=1

 

 

 

 

 

            (7) 
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5. Standard deviation rate (SDratio): 

 

𝑆𝐷𝑟𝑎𝑡𝑖𝑜 =
𝑆𝑚

𝑆𝑚

 

 

 

          (8) 

6. Relative approximate error rate (RAE): 

 

𝑅𝐴𝐸 =
√

∑ (𝑦𝑖 − 𝑦𝑖𝑝)
2𝑛

𝑖=1

∑ 𝑦𝑖
2𝑛

𝑖=1

 

 

 

        (9) 

 

 

 

 

 

 

7. Average absolute error percentage (MAPE): 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑦𝑖 − 𝑦𝑖𝑝

𝑦𝑖

| . 100

𝑛

𝑖=1

 

 

          (10) 

8. Performance index (ρ): 

 

𝜌 =

√∑ (𝑦𝑖 − 𝑦𝑖𝑝)
2𝑛

𝑖=1

(1 + 𝑟)
1
𝑛

∑ 𝑦𝑖
𝑛
𝑖=1

 .100 

 

         (11) 

 

 

 

 

 

Where; n, the number of observations in the data set; k, Number of model parameters (selected terms); yi, i. dependent variable 

value of the observation; yip, i. dependent variable estimation value of the observation; Sm, Standard deviation of model error 

terms and Sd, Standard deviation of the dependent variable expresses (Eyduran et al. 2020). 

 

2.3. Cross Validation process for training and test set 

 

Cross validation is any of the model validation techniques used to evaluate how statistical analysis results will be generalized to 

an independent data set. 

 

The purpose of cross validation is to test the model's ability to predict new data that is not used in its prediction, to mark 

problems such as selection bias, and to give an idea of how the model will generalize a generalization method. In a cross 

validation process, the analysis is first divided into complementary subsets of a data sample. Then, the analysis is performed in 

a subset called the training set and the analysis is verified in the other subset called the test set. To reduce variability, in most 

methods, multiple rounds of cross validation are performed using different parts. That is, cross validation combines fit measures 

in predictions to get a more accurate estimate of model forecast performance (Geisser 1993; Ripley 1996; Salford 2001). 

 

Cross validation is done in a predetermined number of k. In the literature, 10-fold expression of cross-validation is also 

common. The data is divided into k pieces of equal size and evaluated k times. When doing cross validation, researchers first 

divide the data sets into two sets, training and test sets. Next, they choose X% of the training data set as the actual test set and 

the remaining (100-X) % as the verification set, where X is a constant number. If we define x as 80, the 80% model is repeatedly 

trained and verified on these different sets. There are multiple ways to do this and it is commonly known as cross validation. K-

fold cross validation is the most used cross validation method (Devijver & Kittler 1982; Kohavi 1995). K-fold cross validation is 

a special case of cross validation where we iterate over a dataset k times. In each round, the data set is split into k parts and one 

split part is used for validation, then the remaining k - 1 parts are combined into a training subset for model evaluation. Figure 1 

below shows the step-by-step cross-validation process (Anonymous 2021):  
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Figure 1- Visual representation of train/test split and cross validation 

 

Some descriptive statistical values in the analysis were performed using IBM SPSS 23.0 software, and the MARS model was 

developed using the R software "earth" package and "ehaGoF" (Milborrow 2011; R Core Team 2014; Milborrow 2018; Eyduran 

et al. 2019; Eyduran & Duman 2020; Eyduran & Gulbe 2020). Among the observed and predicted values of carcass weight in 

the study, the smallest GCV, SDRATIO, RMSE, MAPE, MAD, AIC, AICc and the MARS model with the highest determination 

coefficient (R2) and Pearson coefficient (r) were accepted as the best. 

 

3. Results and Discussion 
 

In the research, the carcass yield was analyzed with the MARS method. Graphics of hot carcass weight, breeds, body weight and 

age, which are the dependent variables for better understanding of the data, are given in Figure 2.  

 

 
Figure 2- Distribution of breeds (1), age (2), live weight (3) by carcass weight 

 

When looking at the data obtained from 700 cattle beef cattle from 7 different breeds of different ages; it is seen that the 

carcass weight is in the animals belonging to the highest limusin race, while the other breeds are very close to each other (Figure 

2). Duru & Sak (2017) aimed to determine the fattening performance and carcass characteristics of Simmental, Aberdeen-Angus, 

Hereford, Limousine and Charolais breeds. In this study, 606 male cattle aged 10-12 months imported from Uruguay and France 

in 2015 were used. All animals were fed unlimitedly with the same ration during the fattening period of about 7-9 years. Daily 

weight gain (DWA) Simmental 1362.9; Aberdeen-Angus 1275.9; Hereford 1214.2; Limousine 1266.9; Charolais was obtained 

as 1101.1 g. This situation was found to be similar to that the limusin breed in our study was more than the charolais and hereford 

breeds. Differences with other breeds indicate that it can also be affected by different factors such as environment, care and 

feeding. The age of animals with a carcass weight between 300 and 350 varies between 1 and 3 years (Figure 2). According to 

the research data, it is seen that as the body weight increases, the carcass weight increases positively (Figure 2). Age is one of 

the important factors affecting the fattening performance in beef cattle. The development of culture breeds and their hybrids 

continues until maturity. This period is 18 months. In domestic breeds, it is 2.5-3 years old (Yıldız 2020). Looking at Figure 3, 

it is seen that there is a positive relationship between the real and predicted values on the training and test set, respectively, 

according to the results of MARS analysis (r = 0.994). 
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Figure 3- Relationship between real and predicted values for test set and training set 

 

The prediction model formed as a result of MARS analysis is mathematically written as follows: 

 

CARCASSWEIGHT = 296.807 + 0.492 * max (0, LIVEWEIGHT-585) - 0.444 * max (0,585-LIVEWEIGHT) -9.481 * 

BREEDLimousine + 0.554 * BREEDLimousine * max (0,737.22-LIVEWEIGHT) - 99.854 * BREEDLimousine * max (0, 

AGE-2) +147.262 max (0, AGE-2) -6.151 max (0,2-AGE) -0.921 * BREEDLimousine * max (0,585-LIVEWEIGHT) -0.218 * 

max (0, AGE-2) * LIVEWEIGHT. 

 

This prediction function is represented in terms of basic functions as follows: 

 

CARCASSWEIGHT = 296.807 +0.492 * BF1 - 0.444 * BF2- 9.481 * BF3 + 0.554 * BF4 - 99.854 * BF5 + 147.262 * BF6- 

6.151 * BF7 - 0.218 * BF8. 

 

Here y is defined as the carcass weight. BF is defined as the basic function. When looking at the MARS estimation model by 

considering equation 2 and equation 3; For the fundamental function BF1 max (a, b) = a, a> b otherwise the result will be b. So, 

when looking at the equation, there are two nodes, 585 and 737. Thus, the two nodes in 585 and 737 divide the interval into three 

intervals in which different linear relationships are determined (Canga & Boga 2019; Eyduran et al. 2019; Celik & Boydak 

2020). The results of the MARS algorithm for carcass yield are presented in Table 2. As can be seen, all coefficients for the 

carcass yield were statistically significant (P<0.001). In interpretation, for example, when the body weight is less than 585; max 

(0, LIVEWEIGHT-585) = 0, so the effect of the MARS term number 1 is masked in the carcass yield. Likewise, when the age 

of the animal is less than 2; max (0, AGE-2) = 0, i.e. the effect of MARS terms 5th, 6th, and 9th is masked on carcass yield (Celik 

& Yılmaz 2018; Celik et al. 2020; Canga & Boga 2019; Canga et al. 2019; Eyduran et al. 2019; Sevgenler 2019; Zaborski et al. 

2019; Canga & Boga 2020; Sengul et al. 2020). 

 

When LIVEWEIGHT is> 585 cm (BF1), the carcass yield is expected to be higher and when LIVEWEIGHT is greater than 

585 cm, the carcass yield will be above BF2, so it is masked. However, when the breed is Limousine, LIVEWEIGHT has a 

positive effect on carcass weight in live animals with <737.22 cm (BF4, P <0.001). In addition, when the breed is Limousine, 

LIVEWEIGHT has a negative effect on carcass weight in live animals with <585 cm (BF7, P <0.01). When AGE> 2 there is a 

positive high effect on the carcass weight for the BF5 coefficient (147,262). In addition, the negative effect of the BF6 coefficient 

(-6.151) on the carcass weight for animals with AGE> 2 was masked. Also, for animals with AGE <2, the effect of 

LIVEWEIGHT on carcass weight was masked by age, considering BF8 (first order interaction term). However, for animals with 

AGE> 2, LIVEWEIGHT has a negative effect on carcass weight (BF8, P <0.001) 

 

In the study, the cross validation coefficient (CVR2) was found to be 0.959, while the highest Pearson correlation coefficient 

(r) between the real and predicted values was 0.997 and the results were accepted as the best model. The suitability of this model 

was evaluated with the criteria for the GCV to be minimum and R2 to be maximum (Celik & Yılmaz 2018; Celik et al. 2020; 

Canga & Boga, 2019; Canga et al. 2019; Eyduran et al. 2019; Eyduran et al. 2019; Sevgenler 2019; Zaborski et al. 2019; Sengul 

et al. 2020). 
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Table 2- Coefficients of the MARS model and results of MARS analysis 

 

 Basis Functions (BFi) Coefficients  P 

 Intercept 296.807 <2e-16 *** 

BF1 max (0, LIVEWEIGHT-585) 0.492 <2e-16 *** 

BF2 max (0,585-LIVEWEIGHT) -0.444 <2e-16 *** 

BF3 BREEDlimousine 9.481 4.00e-09 *** 

BF4 BREEDlimousine* (0,737.22-LIVEWEIGHT) 0.554 <2e-16 *** 

BF5 BREEDlimousin*max(0,AGE-2) -99.854 <2e-16 *** 

BF6 max(0,AGE-2)                            147.262 1.94e-06 *** 

BF7 max(0,2-AGE) -6.151 1.69e-08 *** 

BF8 BREEDlimousine*max(0,585-LIVEWEIGHT) -0.921 4.05e-16 *** 

BF9 max(0,AGE-2)*LIVEWEIGHT                  -0.218 1.55e-05 *** 

 GCV: 88.2    RSS: 24531       GRSq: 0.972             RSq:0.975             CVRSq:0.959 

 

***: P<0.001 
 

As can be seen from Table 3, it is seen that the live weight value has the highest relative importance (100%) in the estimation 

of carcass weight, both the GCV value and the RSS criterion (Eyduran et al. 2019; Sevgenler 2019; Canga & Boga 2020; Celik 

& Boydak 2020; Eyduran & Duman 2020; Sengul et al. 2020).  

 
Table 3- Relative importance of independent variables in the model 

 

 

 

 

 

 

3.1. Reducing model bias by creating training and test subsets 

 

Model bias will be reduced with the training and test sub-sets created in the researc4. Therefore, in this study, the significance 

of the model was tested as follows. The model is divided into two parts as training and test set. Also, like most other things in 

machine learning, the split ratio in the training / test set is highly specific to your use case, making it easier to master the situation 

while developing more models. Here, this ratio (75:25) has been chosen; This means that 75% of the observations of the model 

are included in the training data set, while 25% of the observations of the model are included in the test data set. First, a model 

was obtained with the training data set, and then the reliability of this model was sent to the test set and the resulting values were 

compared. Thus, all values were checked by performing the validity process. While performing the analysis, the test set is not 

used until all studies related to the model are completed, it is used to test this model after the final model is decided. Using the 

test set more than once increases the model bias. In this case, it will not make sense to do such a partition. In other words, the 

training data set used in the research is the data sample used to provide an unbiased assessment of a final model that fits the data 

set, and the test data set provides the gold standard used to evaluate the model. It is used only after the model has been fully 

trained. The R codes created for the training and test sub-sets in the research and which will reduce the model bias are given in 

Appendix (Eyduran & Duman 2020).  

 

The most suitable model was determined by testing the goodness of fit values of the carcass weight, which was determined 

as the dependent variable in the study, with the training and test set. To estimate the goodness of fit between the training set and 

the test set, was used in the R program of the "EhaGof" package. The most important aspect of this newly created package is that 

all 15 different goodness of fit criteria are calculated at the same time. After all these calculations, a comparative representation 

of the goodness of fit values on the training and test set of the most suitable model is given in Table 4 (Zhang & Goh 2016; 

Eyduran et al. 2019; Zaborski et al. 2019). 
 

 

 

 

 

 

 

 

Variables  Nsubsets GCV RSS 

LIVEWEIGHT 9 100.00 100.00 

BREEDLimousine 7 22.3 22.5 

AGE 6 18.5 18.7 
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Table 4- Goodness of fit criteria for training set MARS and test set MARS algorithms 

 

 Criterias 
Train-Set MARS 

 results 

Test- set MARS 

results 

1               Root mean square error (RMSE)    77.877 47.382 

2           Relative root mean square error (RRMSE) 2.571 2.049 

3                    Standard deviation ratio (SDR) 0.157 0.130 

4                     Coefficient of variation (CV) 2.570 2.060 

5           Pearson's correlation coefficients (PC) 0.998 0.992 

6                            Performance index (PI) 1.294 1.029 

7                                   Mean error (ME) 0.000 0.391 

8                Relative approximation error (RAE) 0.001 0.000 

9          Mean relative approximation error (MRAE) 0.001 0.002 

10            Mean absolute percentage error (MAPE) 1.587 1.533 

11                    Mean absolute deviation (MAD) 5.436 4.984 

12               Coefficient of determination (Rsq) 0.975 0.983 

13     Adjusted coefficient of determination (ARsq) 0.974 0.981 

14            Akaike's information cCriterion (AIC) 1391.866 425.114 

15  Corrected Akaike's information criterion (CAIC) 1392.590 427.455 

 

By comparing the goodness of fit criteria of the model for the data belonging to the training and test set, it is ensured that 

bias is reduced by performing cross validation. In this case, goodness of fit criteria such as R2 and RMSE were used. As can be 

seen from Table 4, the MARS model with the smallest SDRATIO (0.157, 0.130) and the highest determination coefficient (R2) 

(0.975, 0.983) of the training and test sets, respectively, was determined. In the model, it can be said that the bias of the model 

is low since the goodness of fit criteria of the training and test sets are very close to each other (Eyduran & Duman 2020). Some 

authors reported that the standard deviation ratio of the structured model, which fits well for regression-type problems, should 

be less than 0.20.  

 

Seven different cattle breeds were used in the study, and only Limousine race among these breeds was found to be statistically 

significant in determining the carcass yield (P<0.001). In the report, the average obtained for hot carcass weight in Limousine 

breed is 319.3 ± 3.5 kg. This value is 386.76 in this study, Zahrádková et al. (2010) and Anonymous (2020) can be said to be an 

average value. As is known, the reliability of the obtained results depends on the selection of effective independent variables and 

strong statistical approaches (Eyduran et al. 2018). This study provides good evidence with the resulting results regarding the 

superiority of the MARS data mining algorithm. Grzesiak et al (2010); In his study on MARS analysis, he identified cows with 

artificial insemination difficulty using statistical and machine learning methods (classification functions, logistic regression, 

artificial neural networks and MARS). He also showed that the best results were obtained with artificial neural networks (ANN) 

and MARS methods in his study and stated that ANN and MARS gave more accurate results compared to other statistical 

methods in the detection of cows with artificial insemination differences with the test set. In agricultural sciences, t-test, one-

way ANOVA, two-way ANOVA, multiple linear regression analysis is widely used (Efe et al. 2000; Agaoglu et al. 2007). In 

addition, more complex approaches, namely data mining, have recently been adopted (Grzesiak et al 2010; Aksoy et al. 2018; 

Akin et al. 2020). Although there are many studies on the carcass yield, no studies have been found investigating the use of the 

MARS algorithm in connection with the carcass yield characteristics. Therefore, no further discussion could not be made on the 

subject. 

 

4. Conclusions 
 

In the research, in order to estimate the carcass yield, MARS prediction models with first order interaction effects have been 

developed using the MARS algorithm. With the help of the comparison of the goodness of fit criteria of the model belonging to 

the data belonging to the training and test set, it was ensured that the bias was reduced by performing cross validation. It has 

been determined that MARS algorithms are a good determinant for the relationship between the properties used and the carcass 

yield. Estimating the carcass weight by data mining; It causes the determination of the animal's carcass yields in a shorter time. 

In this way, it is possible to have information about whether an economic animal husbandry can be done. In addition, with the 

development of such practices, it will be possible to access the carcass data of the animals to be obtained from slaughterhouses 

by looking at parameters such as race, live weight and age, and it will be possible to slaughter animals more economically. For 

such reasons, estimating the carcass data with the MARS method will be an important reference for the breeders.  
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