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Abstract – In this study, synthetic data generating method using generative adversarial neural network (GAN) for the skin cancer 

types malignant melanoma and basal-cell carcinoma is presented. GAN is a neural network where two synthetic networks 

compete. The generator attempts to generate data similar to those measured and the discriminator attempts to classify data as 

dummy or real. Using medical data in studies is a difficult task due to legal and ethical restrictions. Most of the available data is 

classified because of patient consent and available data in most cases is not labeled, low quality and/or low quantity. Recent 

GAN systems can generate labeled high quantity data without any personal discriminative information. In this paper, we used 

skin cancer images in The International Skin Imaging Collaboration (ISIC) database that have been used for discriminator 

training. To test our generated images applicability in the medical field studies we have conducted a Turing test with medical 

experts in various medical fields. Our results indicate that the generated data obtained with our method is a valuable alternative 

for real medical data. 
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I. INTRODUCTION 

The number of skin cancer patients in the world is 

continuously increasing and predicted to continue so [1]. Skin 

lesion type classifications also have a low accuracy rate. This 

is why diseases that can be treated nonsurgically cannot be 

prevented [2]. Reliable methods are needed in skin lesion 

diagnosis for clinical use. However, the data required to obtain 

such methods is not available. 

Collecting data is no simple task especially in the medical 

field. There are some restrictions to collect medical data such 

as patient must give permission to share his data, legal and 

ethical requirements must be met to gain permissions, some 

diseases are so rare that sufficient amount of data cannot be 

collected, also there isn’t a standard for collecting and storing 

the data, even if the data is collected most of the data is not 

labeled etc. Under these conditions collecting and using 

medical data is not an option in every medical field.  

Generative models are implemented to create new data. 

Generative model is an unsupervised learning task that 

discovers and learns regularities or patterns in the input so that 

can generate new samples or output [3]. A remarkable progress 

has been achieved in recent years in generative models. In 

particular, many popular variants such as Generative 

Adversarial Network (GAN) [3], CycleGAN [4] and StarGAN 

[5] have emerged as a new standard to create various high-

quality examples. The basic concept of GAN is the 

competition of the generator network and the discriminator 

network. The discriminator networks determines whether the 

given data is training data or not. The generator networks aims 

to deceive the discriminator by generating data similar to 

training data. The only input received by the generator during 

this period is the yes or no responses from the discriminator. 

The discriminator is trained with the training set. GANs were 

previously used in medical imaging [6]. Their fields of use 

include noise removal [7], image restoration [8], restoring 

image damages caused by metal implants [9], resolution 

enhancement [10], image synthesis [11], classification [12] 

and segmentation [13]. Despite giving promising results,  

GANs have started being used in medicine just recently. To 

obtain usable anonymized medical data Togo et al. suggested 

a GAN method for generating synthetic gastritis images [14]. 

With loss function-based conditional progressive growing 

generative adversarial network (LC-PGGAN), they generated 

gastric X-ray images that had characteristics of gastritis/non-

gastritis like real data. Han et al. suggested another GAN 

method for generating synthetic multi-sequence brain 

Magnetic Resonance (MR) [15]. Their GAN approach can 

generate 128x128 pixels brain MR slice images. They 

concluded that DCGAN model might be unsuitable for 

generating a whole 3D MR due to inferior realism and 

intensity. Schütte et al. proposed two GAN models for chest 

radiographs and brain computed tomography (CT) to generate 

anonymized images [16]. Both model’s results were labeled by 

trained radiologists to determine the usability of generated 

images. As a result, %50 of the generated images were labeled 

as real. 

The purpose of this study is to provide a minimal working 

example of a data reproduction tool for skin cancer image 

generation. There is no sufficient data available for use in skin 

cancer diagnosis and other related studies. Also, the use of data 

obtained from patients is limited due to ethical reasons. This 

study aims to eliminate the data shortage in this area. The 

validity of the obtained data can be tested using the Turing test. 
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The data can be used without requiring ethical permission as 

they are generated synthetically. 

II. MATERIALS AND METHOD 

A. Dataset 

This study used the dataset collected by The International 

Skin Imaging Collaboration (ISIC) from 2016 to 2021 [17]. 

This dataset has a total of 70000 images in 10 types of skin 

cancers. Please refer to the ISIC official website for further 

information about the dataset.  The images do not have a 

standard format or dimension. Some images are available as 

undiagnosed and unlabeled. The diseases malignant melanoma 

and basal-cell carcinoma have been selected for the study. 

1000 images have been selected as training data for each 

disease from a total of 9100 images for these diseases. Features 

such as skin color, resolution, and image format have been 

taken into consideration in the selection process. Round-

framed images taken with a microscope were eliminated to 

standardize the images. Also, images with digital or physical 

notes added on the skin or with unit lengths for measurement 

have been eliminated. (Figure I). 

 
Figure I: Data Examples 

B. Generative Adversarial Neural Network Architecture 

The used GAN structure is an example of a deep 

convolutional GAN (DCGAN) [18]. The generator 

architecture used (Table I) consists of an input layer, four 

intermediary blocks, and an output layer. The last block has a 

convolution layer running on all the layers. The blocks use 

leakyReLU [19] as activation function and cross entropy as the 

loss function. The parameters 0.00015 learning ratio, β1 = 0.5, 

β 2 = 0.999 and ε= 1e-7 and Adam-optimizer [20] were used 

in both the generator and the discriminator. 

The discriminator architecture (Table II) is comprised of 

four blocks containing 2-dimensional convolution and 0.25 

dropout [21] and an output block containing leveling and 

output layers. The convolutional layers use leakyReLU as 

activation function and cross entropy as the loss function. 

 

 

 

 

 

 

 

 

 

Table 1. Generator Network Architecture 

 

Table 2. Generator Network Architecture 

 

III. RESULTS 

The images to be generated were set to have the dimension 

of 128x128. Figure II shows the epoch/loss graphs for the 

generator and discriminator in the training conducted with 

2000 iterations for malignant melanoma. As a result of the 

training, the generator loss value was found to be 9.2 and the 

discriminator loss value to be 0.09. The dummy images 

obtained from the training are shown in Figure III. 
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Fig. II Loss/ Epoch Graph for Malignant Melanoma 

 
Fig. III Generated Examples of Malignant Melanoma 

 

Figure IV shows the epoch/loss graphs for the generator and 

discriminator in the training conducted with 2000 iterations for 

basal-cell carcinoma. As a result of the training, the generator 

loss value was found to be 6.7 and the discriminator loss value 

to be 0.1. The dummy images obtained from the training are 

shown in Figure V. 

 

 
Fig. IV Loss/ Epoch Graph for Basal-Cell Carcinoma 

 
Fig. V Generated Examples of Basal-Cell Carcinoma 

The malignant melanoma and basal-cell carcinoma images 

we obtained are shown side by side with original images in 

Figure VI and Figure VII. Comparing the images, it can be said 

that images similar to the original ones were generated. To 

confirm our findings, we applied a simple Turing test [22] to 

65 medical professionals. In this test, we used 50 randomly 

sampled real and generated images for both malignant 

melanoma and basal cell carcinoma. Participants were told to 

label images as real or generated with an online form. Test 

results showed us avg. %58.72 of generated data has 

considered real. 

 
Fig. VI Original Images (Top), Generated Images (Bot.)  

of Malignant Melanoma 
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Fig. VII Original Images (Top), Generated Images (Bot) 

of Basal-Cell Carcinoma 

IV. DISCUSSION 

This study supports that the GAN models can generate 

valuable medical images. Unlike most of the previous studies 

this study confirmed this suggestion with a Turing 

test.  %58.72 success rate shows us that the generated images 

are plausible but needs improvement. 128x128 generated 

image resolution is enough for human discrimination tests but 

may not be sufficient for every application and can be 

improved in future studies.  

The fact that the images needed in medical studies could not 

be accessed for legal restrictions led us to find an alternative 

way. Our method solves this problem by generating 

anonymous medical images. The generated data can be used in 

artificial intelligence methods to identify and classify diseases 

such as basal-cell carcinoma for which few samples are 

available. This will enable designing artificial intelligence 

systems for diseases on which studies cannot be conducted due 

to insufficient data.  

V. CONCLUSION 

We have proposed a synthetic skin cancer image data 

generation method with generative adversarial networks, 

which is an anonymous medical image generation method for 

supplying future artificial intelligence studies with labeled 

data.  In the light of the Turing tests results we can say that the 

proposed model can generate convenient medical images for 

skin cancer medical research applications.    
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