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Abstract 

 

This paper presents the results of the research on radar rainfall estimate errors with the support 

vector regression (SVR) method using the observed rain gauge data. The paper depicts the 

methodological base of the algorithm that covers additive and multiplicative corrections and 

the practical implementations considering the locations of gauge measurements. The 

preliminary results show that the SVR has a location-oriented performance. The multiplicative 

and additive correction factors show decreasing and unstable trends respectively, as the distance 

from the radar location increase. Another particular outcome is that the SVR shows better 

results for almost all stations in decreasing the error in maximum rainfall amounts measured 

with weather radar. 
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1. INTRODUCTION 

 

With the increasing world population, climate 

change, and rapid urbanization, extreme 

weather events are expected to occur with 

growing frequencies. According to World 

Meteorological Organization (WMO), 44% 

of disasters have been associated with floods 

all over the world [1]. This outcome makes 

studies in forecasting floods extremely 

important. Moreover, success in flood 

estimation primarily depends on accurate 

rainfall data [2]. Rain gauge stations, treated 

as ground-truth measurements, are the basic 

source in flood forecasting studies. However, 

rainfall has a dynamic spatio-temporal pattern 

and rain gauge stations, pointwise 
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measurements, are generally too sparse to 

capture this variability [3]. Representation of 

rainfall distribution in ungauged or poorly-

gauged areas, remote sensing products can be 

used because of their wide coverage and fine 

resolutions. In the field of hydrology, weather 

radar products have been used for decades 

with some inaccuracy [4]. The quality of radar 

products can be improved with the 

implementation of methods using ground 

reference data [5]. Although there is a wide 

range of studies to assess and increase the 

performance of radar rainfall data, the 

generalization of the methods for a broader 

area causes a limitation in error reduction [6]. 

And this points out that future analysis should 

focus on working with more radar products.  
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Since rainfall depth is indirectly measured by 

the weather radar systems, uncertainties in the 

products are inevitable. And, errors that come 

from these uncertainties can be alleviated by 

various kinds of methods in the pre-or post-

processing stages of data production. 

Although uncertainties coming from the error 

sources like signal attenuation, ground clutter, 

anomalous propagation, beam blockage, 

miscalibration, vertical air motion, and 

precipitation drift [7] can be reduced by pre-

processing techniques, our knowledge about 

these errors is limited. As for post-processing 

techniques, geostatistical methodologies, 

statistical objective analysis, and deep 

learning models are generally used. In 

statistical analysis, vector norms with 

correction factors like multiplicative and 

additive can also be useful in error 

minimization. And, the recent application 

with Taxicab Norm showed that error 

reduction performed well in the multiplicative 

model but, correction values were dominated 

by location [8]. Since there is a nonlinear 

systematic error in the radar data, error 

generalization with norm methods may not fit 

completely, and obviously, it is not the unique 

way for the solution.  

 

In learning algorithms, the support vector 

regression (SVR) is a famous one based on 

Vapnik’s concept [9]. And, SVR indicates 

powerful results in time series analysis in 

most of the studies [10–13]. Moreover, since 

SVR is based on computational learning 

theory, optimum weights and thresholds for 

the trained network can be found 

conveniently. In searching parameters, 

although SVR has a lack of knowledge 

memory, problems related to inefficiency or 

time consumption do not appear especially for 

the processes that are nonlinear and 

nonstationary [14]. Since atmospheric 

processes have complex interactions, 

especially over complex terrain, hydrologic 

elements exhibit high nonlinearity. Rainfall, 

the driving force in flood studies, is one of the 

important nonlinear variables among 

hydrologic elements. However, an error that 

is the difference between the amount of 

rainfall recorded from the gauge and that 

estimated from the weather radar, can be 

reduced with SVR.The study in this paper is 

motivated by a desire to apply the SVR 

method in error minimization of radar rainfall 

estimates recorded in flood events in Mugla, 

Turkey for 16 flood events. To the best of our 

knowledge, the SVR application using 

weather radar data is the first in Turkey. 

 

The paper is organized as follows. In Section 

II, the study area and datasets are described. 

Section III gives the methodology. In Section 

IV, results are given and the paper ends with 

conclusions in Section V.  

 

2. STUDY AREA AND DATASETS 

 

The study area covers the city of Muğla in 

Turkey (Figure 1). According to the Köppen-

Geiger climate classification, cold-rainy 

winters and Mediterranean hot summer 

climates prevail over the region. Due to its 

climate characteristics, heavy rainfalls and 

floods are observed in late autumn and early 

winter, and this causes loss of lives and 

damage to infrastructures [15]. In the time 

between 2015 and 2019, 16 flood events were 

observed within Muğla province (Table 1). 

For the southwest part of Turkey, the 

spatiotemporal distributed rainfall data can be 

acquired by Muğla weather radar. It is a C-

band Doppler weather radar and has a 120-km 

range with 333.33-m spatial resolution.  
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Table 1 Information about the flood events 

No 

Date  

(dd/mm 

/yyyy) 

Location 

Max. Cum. 

Rainfall 

(Gauge/ 

Radar) 

Max. 

Rainfall 

(Gauge/ 

Radar) 

Stand. Dev. 

(Gauge/ 

Radar) 

data 

(hrs) 

1 11/5/2015 Muğla 60.5/14.9 27.8/3.9 3.9/0.6 71 

2 21/09/2015 Bodrum 211.4/24.1 36.8/5.8 7.9/1.0 71 

3 21/10/2015 Bodrum 109.4/31.5 29.9/6.2 4.6/1.1 71 

4 16/01/2017 Muğla 85.6/82.6 10.2/13.4 2.1/2.9 71 

5 7/2/2017 Bodrum 58.4/26.3 17.6/9.5 3.0/1.5 71 

6 7/3/2017 Marmaris 173.8/69.2 23.2/8.2 3.9/1.5 71 

7 10/3/2017 Ortaca 41.3/43.6 5.3/5.0 1.1/1.1 71 

8 23/10/2017 Muğla 63.0/24.1 14.8/3.7 2.5/0.8 71 

9 13/11/2017 Datça 42.1/28.5 9.8/9.1 1.9/1.6 71 

10 28/12/2017 Fethiye 127.8/69.1 36.2/10.3 4.9/1.8 71 

11 16/11/2018 Bodrum 149.5/71.0 41.0/15.9 7.2/3.0 71 

12 16/07/2019 Muğla 44.4/22.9 16.8/8.8 2.8/1.5 71 

13 23/09/2019 Dalaman 45.7/22.0 21.5/10.2 3.4/1.6 71 

14 4/10/2019 Köyceğiz 101.6/23.3 58.5/12.7 12.3/2.8 31 

15 3/11/2019 Marmaris 185.8/49.0 47.8/11.8 8.7/2.0 71 

16 24/11/2019 Ortaca 126.5/60.4 46.2/13.6 6.0/1.9 71 

Av. - - 101.7/41.4 27.7/9.3 4.8/1.4  

 

 
Figure 1 Study area, locations of rain gauge 

stations, flood events, and weather radar station 

with radar ranges (50 km and 100 km) over 

digital elevation model 
 

For application, the flood data from the 

observational stations and Muğla weather 

radar were provided by the Turkish State 

Meteorological Service (TSMS). The 

locations of flood events and stations over the 

digital elevation model can be seen in Figure 

1. The information about the flood events that 

cover maximum accumulated rainfall 

amounts both gauge and radar datasets for 

each event and corresponding maximum 

hourly rainfall values and standard deviations 

are given in Table 2. Given datasets, the 

length of the data is 71 hrs except for event 

number 14, lasting 31 hours. 

 
Table 2 Station information 

Station No longitude latitude 
Elevation 

(m) 

17290 27.440 37.033 26 

17292 28.367 37.210 646 

17294 28.799 36.772 12 

17296 29.124 36.627 3 

17297 27.692 36.708 28 

17298 28.245 36.840 16 

17886 28.137 37.340 365 

17924 28.687 36.970 24 

18317 28.772 36.826 13 

18048 28.327 37.051 1 

17627 27.260 37.000 6 

 

3. METHOD 

 

The SVR algorithm is a nonlinear 

Generalized Portrait algorithm proposed by 

Vapnik, used for solving classification and 

regression problems. It is based on the 

principle of structural risk minimization 

(SRM). A visualization of the problem is 

depicted in Figure 2. The primary goal of this 

study is to correct radar data with gauge 

measurements by giving tolerated errors, ɛ. 
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As the increase of ɛ, the number of adjusted 

radar data in the ɛ-intensive tube increases, 

therefore evaluation is performed with 

regression parameters variation instead of ɛ. 

 

A simple linear regression problem trained 

using the dataset with k vector size can be 

given as 

 
[(𝑥𝑛−𝑘+1, 𝑦𝑛−𝑘+1), (𝑥𝑛−𝑘+2, 𝑦𝑛−𝑘+2), … ,
(𝑥𝑛−1, 𝑦𝑛−1), (𝑥𝑛, 𝑦𝑛)],           (1) 

 

 
Figure 2 Illustration of an SVR regression 

function 

 

where 𝑥𝑖is the input data, rainfall value 

obtained from radar measurement, and 𝑦𝑖 is 

the corresponding output data, rainfall value 

gathered from gauge observation. By a 

nonlinear function ∅(𝑥), the regression 

function can be defined as 

 

𝑓 = 𝑔(𝑥) = 𝑤𝑇 . ∅(𝑥) + 𝑏,          (2) 

 

where 𝑤 and 𝑏 are the regression function 

parameters. The coefficients (w and b) are 

estimated by minimizing the following 

general function; 

 

𝑟(𝑓) = 𝐶
1

𝑛
∑ 𝐿𝜀(𝑦𝑖) +

1

2
||𝑤||

2𝑛
𝑖=1 ,         (3) 

 

where C and ε are predefined parameters. 

𝐿𝜀(𝑦𝑖) is the ε-insensitive loss function. 

When the adjusted value is within the ε-tube, 

the loss becomes zero. The tolerated errors 

can be stated with penalized loss as 

 
𝐿𝜀(𝑦𝑖) =

{
0,                              𝑓𝑜𝑟  |𝑦𝑖 − [𝑔(𝑥)]| < 𝜀,

|𝑦𝑖 − [𝑔(𝑥)]| − 𝜀, 𝑓𝑜𝑟 |𝑦𝑖 − [𝑔(𝑥)]| ≥ 𝜀.
(4) 

 

The regression problem can be expressed with 

the following optimization problem,  

min
𝑤𝑇,𝑏

∑ ‖𝑔(𝑥𝑖)−𝑦𝑖‖
𝑘
𝑖=1  ,          (5) 

 

where ||…|| is the L1 norm. By these 

definitions 𝑥𝑖 (the rainfall value gathered 

from radar measurement) is corrected as 

𝑔(𝑥𝑖) by means of the support vector 

regression. 

 

For the selection of 𝜀 value, the input noise 

value should be known [16]. However, such 

noise is not generally known nor is this study. 

In the determination of the 𝜀 value, the 

maximum rainfall amount which is 

significant in flood studies due to being of the 

main driving force for the maximum 

streamflow amount is analyzed for all flood 

events (Table 1). The average value of 

maximum observed rainfall is calculated as 

27.7 mm/hr. Since epsilon has a direct effect 

on the results of the SVR, the value selection 

is constrained as 2 mm. C is the other 

parameter that controls the penalty on 

observations. In this study, C is taken as unity, 

1.  

 

4. RESULTS AND DISCUSSIONS 

 

Using the SVR algorithm with L1 norm, 

regression function parameters are 

determined for each station. And, variation of 

averaged regression function parameters for 

each station is evaluated considering the radar 

distance (Figure 3). From the results, it is 

noticed that the multiplicative factors have a 

decreasing trend as radar distance increases 

(Figure 3 (a)), whereas the additive factors 

show an unstable trend in which stations 

located in mid-distance (40 km - 60 km) have 

the highest value (Figure 3 (b)). 

 

In order to determine SVR power, four 

criteria are used in the evaluation. These are 

the difference between gauge and radar data 

that is given as error (e), standard deviation 

(std), the relative error in maximum rainfall 

(re), and root mean square percentage error 

(RMSPE). The equations that represent the 

four criteria are given below, 

 

Gauge 
Measurements 

Radar
Measurements 





Corrected Radar
Measurements 

Corrected and SVR-wise 
Fitted Radar Measurements

Corrected but SVR-wise 
Unfitted Radar Measurement

SVR Based Radar 
Measurement 
Correction/ 
Transformation

xi

g(xi)

yi
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𝑒 =  
1

𝑘
∑ |𝑔(𝑥𝑖)−𝑦𝑖|𝑘

𝑖=1 ,            (6) 

 

𝑠𝑡𝑑 = √
1

𝑘−1
∑ (𝑒𝑖 − 𝑒)2𝑘

𝑖=1  ,           (7) 

 

𝑟𝑒 = (
1

𝑘
∑ |𝑔(𝑥𝑖,𝑚𝑎𝑥)−𝑦𝑖,𝑚𝑎𝑥|𝑘

𝑖=1 /𝑦𝑖,max )100 ,  (8) 

 

𝑅𝑀𝑆𝑃𝐸 = √∑ ((𝑔(𝑥𝑖)−𝑦𝑖)/𝑦𝑖)2𝑘
𝑖=1

𝑘
 ,           (9) 

 

where 𝑔(𝑥), 𝑦 and 𝑒 are averages of corrected 

radar values, gauge rainfall values and mean 

absolute error values, respectively. 𝑔(𝑥𝑖,𝑚𝑎𝑥)  
and  𝑦𝑖,𝑚𝑎𝑥 are the maximum corrected radar 

rainfall data and the maximum gauge rainfall 

data for the ith event. k is the number of data 

pairs used for each flood event. 

 

 
Figure 3 Variation of regression parameters to 

distance between stations and radar location 

The averages of the difference between gauge 

observations and radar measurements 

considering the order of stations from closely 

located stations to further ones are given in 

Figure 4 (a) and (b). Although there is an 

increase in the rainfall differences at all 

stations regardless of proximity to radar 

location, a decrease in the interquartile range 

of the box plots belongs to the stations located 

in mid and long-distance to the radar point 

(17292, 17886, 17297, 17296, 17290, and 

17627) is observed.This outcome is related to 

error increase and can be explained by the fact 

that constraining the radar data in the ɛ-

intensive tube makes an increase in the 

differences. 

 

When the results of standard deviations are 

analyzed it is seen that all median values show 

an improvement with the SVR method 

(Figure 4 (c) and (d)). Moreover, the lengths 

of the whiskers and quartiles decrease (Figure 

4 (d)).  

 

The results for the maximum rainfall amounts 

show that the error in these data decreases 

with the SVR application except for the 

station located in the outermost (Figure 5(a)). 

With RMSPE calculations, it is seen that the 

original dataset (depicted with blue color) 

shows an erorr increase as distance increases 

in general. With SVR, the stations that show 

high RMSPE values achieve a decrease but, 

stations that show low RMSPE values get 

small improvements or increases in the error. 

Furthermore, the number of data pairs that fall 

into the ɛ-intensive tube does not give 

apparent relation between the station 

closeness. The highest three values are 

noticed in the mid-located stations (in the 

range of 40-60 km) (Figure 5 (c)). 

 

5. SUMMARY AND CONCLUSION 

 

To save human lives and properties, accurate 

rainfall forecasting is significant for the areas 

that are prone to flash floods. The rainfall data 

of stations that are located under the umbrella 

of Muğla weather radar show that extreme 

events are likely to be seen in cold seasons. 

This study introduces an SVR technique for 

adjusting weather radar rainfall data 

belonging to 16 flood events. The results 
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reveal that the SVR model with the L1 norm 

is a promising alternative in correcting 

amounts of rainfall data. In the error-adjusting 

process, additive and multiplicative 

correction factors are used simultaneously. 

 

The main conclusions of this study are the 

following: 

 

• Since the data from weather radar is 

based on the scaling law formulation 

that is obtained from raindrop size 

distribution and each event has different 

atmospheric characteristics, the error 

improvement is not the same for all 

stations and shows a location-oriented 

performance. 

 

• The values for the correction factor 

show that as the distance between the 

radar and the station increases, the 

values of the multiplicative factor show 

a decreasing trend and the majority of 

the values are less than one. Meanwhile, 

the values of additive factors indicate a 

variable trend in which stations that are 

located in the mid-range have the 

greatest ones, almost 1.6. Furthermore, 

all stations have additive factors greater 

than the value of 1. These results point 

out that although weather radars 

generally underestimate the rainfall 

amounts, the SVR algorithm with 

defined tolerated error makes a 

variation in additive factor instead of a 

multiplicative one. 

 

 

Figure 4 Error and standard deviation results for 

original and SVR applied datasets ((a) and (c) 

show the statistics related to original data, (b) 

and (d) show the SVR applied data, the order of 

stations in the x-axis is the same as the order of 

radar closeness given in the map) 
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Figure 4 Statistical resultts for original and SVR 

applied (processed) datasets 

 

• In the point of error reduction, it is 

discerned that the SVR has poor results 

independent of location. Contrary to 

this, the standard deviation of the error 

decreases for all stations.  

 

• Since other norms, L2 and L∞ norms are 

not working well most probably owing 

to the non-Gaussian distribution of 

datasets, detailed investigations 

considering the physical properties of 

the topology and time will probably 

present a clearer conclusion. Moreover, 

some other optimization techniques, 

like ant search algorithms, particle 

swarm optimization algorithms, and 

genetic algorithms can be used for 

tuning the SVR parameters. For future 

studies, revealing the performance in 

determining SVR parameters by using 

different optimization techniques will 

be a challenging issue. 
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