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Abstract: Flight altitude and properties of the imaging-sensor influence spatial-
resolution of aerial-images used for SfM photogrammetry. Most mini-UAVs 
developed for civilian use can provide 8-bit, 12-64 MP RGB aerial images with 
geotags. As the number of aerial images obtained from related UAVs increases, 
various computational difficulties are encountered due to practical reasons for 
photogrammetric aerial triangulation process. Image Resizing is a common 
operation in SfM Photogrammetry for downsampling the aerial images. By using 
Image Resizing methods, images that are downsampled to different levels can make 
it easier to produce data that meets the desired accuracy criteria from aerial 
mapping. The high-frequency data is partially suppressed by softening the relevant 
image before it is reduced in order to prevent an excessive loss of detail in the image 
created after the Image Resizing process. Details may be lost, altered, or distorted 
as a result of excessive high-frequency data suppression or image smoothing. 
Therefore, it is difficult to implement the Image Resizing operation in an ideal way. 
In this paper, Bilateral Filter is used to smooth the related aerial images for Image 
Resizing. The best values of the internal parameters of the respective Bilateral Filter 
were calculated using the Differential Evolution Algorithm, DE. The statistical 
spatial-accuracy values computed for the photogrammetric products obtained by 
using resized images with DE-based Bilateral Filter exposed that the related 
products can met the spatial-accuracy standards for various engineering 
applications. 

Havai Nirengi için Evrimsel Görüntü Yeniden Boyutlandırma Tabanlı Doğruluk En-İyileme 

Anahtar Kelimeler 
Havadan Görüntüleme, 
Çok Ölçekli DTM, 
Görüntü Alt-Örnekleme, 
Uzamsal Doğruluk, 
SfM Fotogrametrisi 

Öz: Uçuş yüksekliği ve görüntüleme sensörünün özellikleri, SfM fotogrametrisi için 
kullanılan hava görüntülerinin uzamsal çözünürlüğünü etkiler. Sivil kullanım için 
geliştirilen mini İHA'ların çoğu, GNSS-tabanlı coğrafi etiketli 8 bit, 12-64 MP RGB 
hava görüntüleri sağlamaktadır. İlgili İHA'lardan elde edilen hava görüntülerinin 
sayısı arttıkça, fotogrametrik hava nirengi işlemi için pratik nedenlerden dolayı 
çeşitli hesaplama güçlükleri ile karşılaşılır. Görüntü Yeniden Boyutlandırma, SfM 
Fotogrametrisinde havadan görüntülerin alt-örneklenmesi için kullanımı gerekli 
olan yaygın bir işlemdir. Görüntü Yeniden Boyutlandırma yöntemleri kullanılarak, 
farklı düzeylerde alt-örneklenen görüntüler, havadan haritalamada istenen 
doğruluk kriterlerini karşılayan verilerin üretilmesini kolaylaştırabilir. Görüntü 
Yeniden Boyutlandırma işlemi sonunda üretilen görüntüde aşırı detay kaybına 
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neden olmamak için yüksek frekanslı veriler, görüntü küçültülme işleminden önce 
kısmen bastırılır. Görüntünün aşırı yumuşatılması veya yüksek frekanslı verilerin 
aşırı bastırılması, ayrıntıların değişmesine, bozulmasına veya kaybolmasına neden 
olabilir. Bu nedenle, Görüntü Yeniden Boyutlandırma işlemini ideal bir şekilde 
uygulamak zordur. Bu makalede, Görüntü Yeniden Boyutlandırma için ilgili hava 
görüntülerini yumuşatmak amacıyla ikili bir filtre yapısı kullanılmıştır. İlgili İkili 
Filtrenin dahili parametrelerinin en iyi değerleri, Diferansiyel Evrim Algoritması, DE 
kullanılarak hesaplanmıştır. DE tabanlı İkili Filtre, yani Bilateral Filtre, ile yeniden 
boyutlandırılmış görüntüler kullanılarak elde edilen fotogrametrik ürünler için 
hesaplanan istatistiksel mekansal doğruluk değerleri, ilgili ürünlerin çeşitli 
mühendislik uygulamaları için mekansal doğruluk standartlarını karşılayabileceğini 
ortaya koymuştur. 

 

  
*Corresponding Author, email: hacimustafapalancioglu@gmail.com

1. Introduction 

An estimation of three-dimensional structures from two-dimensional image sequences containing local motion 
data is called Structure from Motion (SfM) Photogrammetry [1-2]. Numerous image processing applications use 
various image resampling/resizing techniques, including SfM, video rescaling, image/video transmission, 
pansharpening, image fusion, and multi sensor medical imaging [3-6]. The band-width of image transmission and 
the run-time cost of image processing tasks dramatically grows up with increasing size of image and inherent 
complexities of algorithms used for image processing. To keep the efficiency of the image processing process 
within acceptable time and computational cost limitations, some detail-preserving image resampling / resizing 
methods [7-10] and parallel-image processing methods must be utilized.   

In the process of applying non-recursive image processing operators to the related aerial-image, parallel-image 
processing methods [11-12] and hardware are frequently utilized in photogrammetry. GPUs, which offer analytical 
and practical advantages, are the most crucial piece of parallel image processing hardware in SfM 
photogrammetry-based image processing applications. The most recent photogrammetric data processing 
software uses C-based CUDA architectures and software development toolboxes to make practical use of GPUs. 
GPUs are used to solve optimization issues in image matching, ray tracing, photogrammetric 
resection/intersection, and various bundle block modification methods. Advanced imaging sensors enable the 
capture of images with a higher spatial resolution [13-15] but a larger number of pixels to process. Computational 
complexity, data processing capacity, and run-time are all reasonable restrictions for CPUs and GPUs.  Therefore, 
optimizing image frequency and  resolution of the aerial images have an important effect on run-time of data 
processing, overall-accuracy and cost of photogrammetric end-products, such as Digital Terrain Model (DTM) [16-
18],  Point Cloud [19] and Ortophoto [20].  

A point cloud is basically a collection of data points in a three-dimensional coordinate system, typically defined by 
the x, y, and z coordinates of the physical entity being measured.  Photogrammetry is an indirect method used to 
capture 3D point clouds, in contrary to Lidar technology [21-22].  

The Ground Sample Distance (GSD) [23] value refers to the spatial resolution of an image and indicates the size at 
which a pixel's dimensions correspond in the physical scene. If the spatial accuracy [24-27] values expected from 
the photogrammetric result products are much larger than the average GSD value of the photogrammetric image, 
various image downsampling methods can be used to efficiently use the run-time, cost and computational 
resources of the computational platform.  

The two main factors that allow choosing detail information among image primatives are the presence of high 
contrast situations and the level of radiometric resolution. Therefore, the Nyquist frequency (also known as the 
folding frequency), which is equal to half of the original picture sampling frequency, should be used to govern the 
image downsampling process. It is possible to partially preserve edges and other high contrast features by 
avoiding aliasing artifacts in the edge regions. 

The image interpolation technique employed in the downsampling process has several built-in characteristics that 
contribute to some of the low level artificial artifacts on the downsampled image. In other words, because it has 
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the potential to change the technical quality of the relevant end products of photogrammetric goods, the picture 
resampling / interpolation method used in the downsampling process should be chosen for analytical reasons.   

Artificial image blocking, random valued additive noise, speckle noise, thermal noise, gaussian noise, and dynamic 
local-intensity turbulence effects have all been successfully suppressed using various image filtering methods. 
Image enhancement filters with dominant detail retention qualities, such as the Center-Weighted Mean Filter, 
Nonlocal Mean Filter [28], and Bilateral Filter [29], are used to improve the efficiency of image processing 
procedures in photogrammetric images. Therefore, the image enhancement filter should be selected according to  
balance between runtime complexity and the a few factors that effects the detail preserving ability of SfM tasks 
used.  

In general, SfM photogrammetry data sets are organised as big-data sets that have large numbers of aerial images. 
Therefore, using properly planned image downsampling procedures to efficiently complete SfM photogrammetry 
calculation processes with restricted resources is particularly valuable in SfM photogrammetry. In this paper, the 
aerial images have been captured by using a modified DJI Phantom 4 Pro that it has been equipped with post-
process kinematic GNSS (PPK) based image geotagging hardware [30].  PPK geotagging [31] is based on the use of 
a GNSS PPK receiver that is also capable of time-stamp based driving the drone's camera. This solution does not 
require the drone and ground base station to communicate with one another. Unlike the real-time positioning 
(RTK) approach [32-34], the precision of the observation data recorded onto onboard PPK receiver is enhanced 
by processing the base station data in conjunction with the reference GNSS observation station data off-line. In 
comparison to PPK RTK, it is less susceptible to communication failures. Reference observations of PPK 
computations have been supplied from Tusaga Aktif Network and an indirect automatic aerial triangulation phase 
has been used in photogrammetric computations.  

The following are the contributions of the results reported in this paper to 3D image processing community:  

1. The generalization and information smoothing impact of aerial image size on the accuracy of 
photogrammetric point clouds  have been thoroughly investigated. 

2. A new image downsampling method able to preserve chromatic information and image-features has been 
presented. 

3. The relative spatial accuracies of point clouds based on downsampled images has been investigated by 
using M3C2 metric. 

4. The effects of image downsampling on run-time complexity of photogrammetric data processing tasks 
has been analysed. 

5. Using point cloud dilution techniques, multiscale digital surface models create oversimplified 
representations of the observed landscape. The creation of smoothed digital models of the environment via 
point cloud synthesis based on picture downsampling is far too practicable. This study investigates how 
image downsampling affects point clouds' ability to carry spatial detail. 

This paper has been organized as follows:  In Section 2,  Method is given.  In Section 3, Image Downsampling with 
Detail-Preserving is presented.  Experiments given in Section 4 and Section Results and Conclusions presented in 
Section 5. 

2. Method 

Because of its capacity to map the environment quickly and inexpensively, SfM photogrammetry is an active 
research area in computer vision and 3D computational perception.  SfM is the ability of humans (and other living 
animals) to reconstruct 3D structure from a projected 2D motion field of a moving object or scene. Due to 
automated procedures in recently developed SfM photogrammetric software, SfM photogrammetry has become a 
too practical 3D measurement technique. Thanks to characteristics of SfM, vision based 3D environment mapping 
has become much easier. Scattered and coloured point clouds are main data sources of multiscale 3D mesh forms 
of virtual environment maps. In recent years, automation in SfM photogrammetry tasks has been increased to 
facilitate the coloured point clouds generation procedures. Lots of SfM photogrammetry software have the ability 
of automatic  image matching / alignment, point cloud generation, texture synthesis and virtual model reconstruction 
tasks.  Even while commercial software is stronger in 3D modelling, some of the freeware and open-source SfM 
software have many features to accurately and detailly mapping the environment.    Table 1 lists some frequently 
used SfM photogrammetry and point cloud processing tools.  
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Spatial resolution of an aerial image is usually given in Ground Sample Distance (GSD) [23]. The detail detection 
ability of image processing tasks becomes easier as GSD increases. The time required to compute aerial 
triangulation increases with pixel count. Downsampling results in a higher GSD and partially loss of image detail.  
The amount of time and system resources required to complete SfM computations is decreased by image 
downsampling, resulting in increased efficiency. To lower the spatial frequency or spatial resolution of a [𝑀 × 𝑁] 
pixels-sized image, one of two image downsampling method is usually employed. The first method is based on 
sampling in a uniform manner. This strategy can lead to appear  image blur, aliasing effects, and artificial-edges on 
the downsampled images at different rates. Non-uniform sampling is the second method used to image 
downsampling. The downsampled images generated by this strategy have a relatively improved detail 
preservation capacity, and downsampled images are less impacted by blurring and aliasing effects.   

Fig. 1 illustrates how image downsampling effects the image details for the downsampling rates employed in the 
Experiments. 

Table 1  : Tools for SfM Photogrammetry. 

# Software name Web Address Functionality 

1 APS Menci https://www.mencisoftware.com/ SfM Photogrammetry 
2 AutoDesk ReCap Photo https://www.autodesk.com/products/recap SfM Photogrammetry 

3 Colmap https://colmap.github.io/ SfM Photogrammetry 
4 Correlator3D https://www.simactive.com/ SfM Photogrammetry 
5 Drone2Map https://www.esri.com/ SfM Photogrammetry 
6 DroneDeploy https://www.dronedeploy.com/ SfM Photogrammetry 

7 DroneMapper https://dronemapper.com/ SfM Photogrammetry 
8 Globalmapper https://www.bluemarblegeo.com/global-mapper/ SfM Photogrammetry 
9 Meshroom https://github.com/alicevision/meshroom/releases SfM Photogrammetry 
10 Metashape https://www.agisoft.com/ SfM Photogrammetry 

11 MicMac https://micmac.ensg.eu/index.php/Accueil SfM Photogrammetry 

12 Open Drone Mapping https://www.opendronemap.org/ SfM Photogrammetry 
13 Photomodeler https://www.photomodeler.com/ SfM Photogrammetry 
14 Pix4Dmapper https://www.pix4d.com SfM Photogrammetry 
15 PrecisionMapper  https://www.precisionmidwest.com/ SfM Photogrammetry 

16 Reality Capture https://www.capturingreality.com/ SfM Photogrammetry 
17 Regard3D https://www.regard3d.org/ SfM Photogrammetry 
18 VisualSFM http://ccwu.me/vsfm/ SfM Photogrammetry 
19 3DR Zephyr https://www.3dflow.net/ SfM Photogrammetry 
20 Meshlab https://www.meshlab.net/ Data Processing, CAD 

21 Autodesk Revit https://www.autodesk.com.tr/ Data Processing, CAD 

22 CloudCompare https://www.danielgm.net/cc/ Data Processing, CAD 
23 VRMesh https://www.vrmesh.com/ Data Processing, CAD 

24 PointTools https://www.bentley.com/ Data Processing, CAD 

25 VirtualSurvey https://www.virtual-surveyor.com/ Data Processing, CAD 

 

Figure 1 : The effect of downsampling on 8-bit RGB images with the size of [512x512] pixels : (a) Original, (b) 
1

2

downsampled, (c) 
1

4
downsampled, (d) 

1

8
downsampled. 
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Fig. 2 illustrates how SfM photogrammetry works. 

 

Figure 2 : Steps of SfM Photogrammetry. 

Aliasing can be prevented by pre-filtering the image using a smoothing filter prior to image downsampling. 
Bilateral filter [29,35] is a non-linear image smoothing filter that supresses noise. It substitutes the intensity of 
each pixel with a gaussian weighted average of surrounding pixels. The weights take into account not just pixel 
distance but also radiometric discrepancies. Bilateral filter has been defined in Eq. 1. 

𝐼𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑(𝑥) =
1

𝑊𝑝
∑ 𝐼(𝑥𝑖)𝑥𝑖∈𝛺

⋅ 𝑓𝑟(‖𝐼(𝑥𝑖) − 𝐼(𝑥)‖) ⋅ 𝑔𝑠(‖𝑥𝑖 − 𝑥‖)      (1) 

where 𝑊𝑝 = 𝑓𝑟(‖𝐼(𝑥𝑖) − 𝐼(𝑥)‖) ⋅ 𝑔𝑠(‖𝑥𝑖 − 𝑥‖). Here, 𝐼𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑 , 𝐼, 𝑥, 𝛺 denotes filtered image, original image, spatial 

coordinates of current pixel to be filtered, and window centred at 𝑥, respectively. 𝑥𝑖 ∈ {𝛺\𝑥}. 𝑓𝑟 , 𝑔𝑠 represent range 
kernel for smoothing intensity differences and spatial kernel for smoothing coordinate disparities. The spatial 
proximity and intensity difference are used to compute the value of 𝑊𝑝. To smooth image pixels, a Bilateral filter 

employs the gaussian range and spatial kernels defined in Eq. 2. 

𝑤(𝑖, 𝑗, 𝑘, 𝑙) = 𝑒
(−

(𝑖−𝑘)2+(𝑗−𝑙)2

2𝜎𝑑
2 −

‖𝐼2−𝐼(𝑘,𝑙)2‖

2𝜎𝑟
2 )

         (2) 

where 𝜎𝑑 , 𝜎𝑟 are smoothing parameters of Bilateral filter. 𝐼(𝑖, 𝑗), and 𝐼(𝑘, 𝑙) denotes the pixel intensities of (𝑖, 𝑗), 
and (𝑘, 𝑙). The weights are normalized by using Eq. 3 ; 

𝐼𝐷(𝑖, 𝑗) =
∑ 𝐼(𝑘,𝑙)⋅𝑤(𝑖,𝑗,𝑘,𝑙)𝑘,𝑙

∑ 𝑤(𝑖,𝑗,𝑘,𝑙)𝑘,𝑙
          (3) 

where 𝐼𝐷 is the denoised intensity of pixel (𝑖, 𝑗). With increasing range parameter 𝜎𝑟 , the bilateral filter approaches 
gaussian convolution more closely because the range gaussian expands and flattens, becoming virtually constant 
across the image's intensity interval. Larger features are smoothed as 𝜎𝑑  rises.  

In this paper,  the optimized values of  𝜎𝑟and 𝜎𝑑  have been computed by using Differential Evolution Algorithm (DE 
or DE/rand/1/bin) [36].  DE is an evolutionary computing based, non-recursive optimization method. Despite its 
simplicity, it solves most optimization issues. DE is a library of 6 mutations and 2 crossover operators.  The most 
commonly used DE is  DE/rand/1/bin. In this paper, DE/rand/1/bin has been used to solve the equation in Eq. 4 
to compute the optimal values of (𝜎𝑟 , 𝜎𝑑, 𝑤𝑖𝑛).  A DE structure based on binomial crossover was employed in this 
paper. The fusion of three different vectors serves as the foundation for the DE's mutation operator. By manually 
adding the scaled form of the direction vector that is obtained by calculating the difference between the first two 
vectors to the third vector, the related fusion process is completed. 
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The MaxIteration=10000, CR=0.50, and 𝐹 =
(𝜆−0.50)

0.50
|𝜆~𝑈(0,1) have been used to setting of the inherent 

parameters of DE/rand/1/bin seen in Fig. 3. Readers can find more detailed information on DE/rand/1/bin 
algorithm defined in Fig. 3 at [36]. 

Original aerial images have been captured as *.jpeg images with [3000x4000] pixels in size with 8-bit RGB colour 
space. To conserve colormatic information, all RGB images have been transformed to CIE L*a*b colour space before 
applying the Bilateral filter to related images. 

The objective function used to calculate the optimized values of 𝜎𝑟and 𝜎𝑑  is defined in Eq. 4;  

𝑎𝑟𝑔𝑚𝑖𝑛⏟    
𝜎𝑟,𝜎𝑑,𝑤𝑖𝑛

−
1

𝑁𝐼
∑ 𝑠𝑠𝑖𝑚 (𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒(𝐼𝐷

(𝜎𝑟,𝜎𝑑,𝑤), 𝐼𝑙); 𝐼𝑙)
𝑁𝐼
𝑙=1        (4) 

where 𝑢𝑝𝑠𝑎𝑚𝑝𝑙𝑒(𝐼𝐷
(𝜎𝑟,𝜎𝑑,𝑤𝑖𝑛), 𝐼) infers upsampled image of 𝐼𝐷

(𝜎𝑟,𝜎𝑑,𝑤𝑖𝑛) to the size of original image, 𝐼𝑙={1:𝑁𝐼} . Here, 

𝐼𝐷
(𝜎𝑟 ,𝜎𝑑,𝑤𝑖𝑛)|𝐼𝐷

(𝜎𝑟,𝜎𝑑,𝑤𝑖𝑛) = 𝑑𝑜𝑤𝑛𝑠𝑎𝑚𝑝𝑙𝑒(𝐼∗) denotes downsampled image of 𝐼∗, where 𝐼∗ =

𝐵𝑖𝑙𝑎𝑡𝑒𝑟𝑎𝑙𝐹𝑖𝑙𝑡𝑒𝑟(𝐼, 𝜎𝑟 , 𝜎𝑑, 𝑤𝑖𝑛). win denotes sliding window size used by Bilateral filter. Presented method in Eq. 4 

significantly preserves the edge features and chromatic information during image downsampling process. 

 

Figure 3 : DE (DE/rand/1/bin) algorithm [36]. 

 

The 𝑠𝑠𝑖𝑚(𝑖𝑚𝑔, 𝑟𝑒𝑓𝑖𝑚𝑔)  function used in Eq. 4 denotes Structural Similarity Index [37] defined by using Eq. 5 as; 

𝑠𝑠𝑖𝑚(𝑖𝑚𝑔; 𝑟𝑒𝑓𝑖𝑚𝑔) =
(2𝜇𝑖𝑚𝑔𝜇𝑟𝑒𝑓𝑖𝑚𝑔+𝑐1)(2𝜎𝑖𝑚𝑔;𝑟𝑒𝑓𝑖𝑚𝑔+𝑐2)

(𝜇𝑖𝑚𝑔
2 +𝜇𝑟𝑒𝑓𝑖𝑚𝑔

2 +𝑐1)(𝜎𝑖𝑚𝑔
2 +𝜎𝑟𝑒𝑓𝑖𝑚𝑔

2 +𝑐2)
       (5) 

where 𝜇𝑥, 𝜇𝑦 denotes average of 𝑖𝑚𝑔, and 𝑟𝑒𝑓𝑖𝑚𝑔, respectively. 𝜎𝑖𝑚𝑔
2 ,  𝜎𝑟𝑒𝑓𝑖𝑚𝑔

2 , and 𝜎𝑖𝑚𝑔;𝑟𝑒𝑓𝑖𝑚𝑔 denotes variance of 

𝑖𝑚𝑔, 𝑟𝑒𝑓𝑖𝑚𝑔 and covariance of 𝑖𝑚𝑔  and  𝑟𝑒𝑓𝑖𝑚𝑔.  

Fig. 4 illustrates the computation procedure of Eq. 4. 
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Figure 4 :  The flowchart of computation steps of objective function, Eq. 4,  used for image downsampling. 

 

All of the aerial images have been downsampled together by using the procedure defined in Eq. 4. The optimized 
values of the parameters of the Bilateral filter are listed in Table 2 for the each downsampling rate.  

The search space limits of 𝜎𝑟 and 𝜎𝑑  have been set to [𝑙𝑜𝑤; 𝑢𝑝]𝜎𝑟𝑎𝑛𝑑𝜎𝑑 = [0; 100] and the search space limits of 𝑤𝑖𝑛 

has been set to [𝑙𝑜𝑤; 𝑢𝑝]𝑤𝑖𝑛 = {3; 11}, where 𝑤𝑖𝑛 ∈ {3,5,7,9,11}  for DE/rand/1/bin based  raw-genetic 
optimization phase (see Fig. 3, line 2 for [𝑙𝑜𝑤; 𝑢𝑝]). 

Table 2 : The optimized values of the parameters of the Bilateral filter by using DE for related downsampling rates. 

Downsampling Rate Numeric value of Eq. 2 
Parameters of the Bilateral filter  
(see Eq 2 for 𝜎𝑟 and 𝜎𝑑) 

𝜎𝑟 𝜎𝑑  𝑤𝑖𝑛 

1 2  0.96986 0.5647 48.2994 3 

1 4  0.92904 0.0176 83.1680 3 

1 8  0.89079 1.0696 71.0628 3 

The Bilinear Interpolation method [38] has been used for image resizing [39-45] operations related with Eq 4, due 
to its high colormatic information preserving capacity [46] of resized image [47,48].  

4. Experiments 

The aerial images utilized in the experiments were obtained using a small-scale photogrammetric flight mission 
conducted with a drone. To geotag images, a modified  DJI Phantom Pro 4 drone with post-process kinematic 
(PPK) positioning capability has been utilized.  Image were captured as 8-bit, 12MP RGB images with 3000x4000 
pixels in size. The photogrammetric flying mission was planned and executed using DroneDeploy autopilot 
software on an iOS device [49].  
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Figure 5 : The modified PPK based UAV platform used to acquire photogrammetric aerial-images used in the 
Experiments. 

The photogrammetric Front and Side Overlap values [50, 51] have been set to 80%, and 75%, respectively. Mapping 
Flight Speed value has been set to 8m/s, which is enough to avoid motion blur in captured images. The Flight 
Altitude=120 m., Focal Length= 8.6 mm, Imaging Sensor Width=12.8333 mm, and GSD=4.48 cm/pixels values have 
been used to apply photogrammetric flying mission.  The GSD of acquired images are [179.20 x 134.40] m. in 
[width x high] of related images.  

The Test Field has been centred at  𝐿𝑎𝑡𝑖𝑡𝑢𝑑𝑒 = 380. 719736,  𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑒 = 350. 485746 in Kayseri City, Turkish 
Republic. The area of the Test Field is 162471.35 𝑚2  or 40.147 acres.  The point clouds generated by using the 
downsampled aerial images have been labelled as 𝐷𝑎𝑡𝑎#1, 𝐷𝑎𝑡𝑎#2,𝐷𝑎𝑡𝑎#3, and 𝐷𝑎𝑡𝑎#4, respectively. The point 
clouds of 𝐷𝑎𝑡𝑎#1, 𝐷𝑎𝑡𝑎#2,𝐷𝑎𝑡𝑎#3, and 𝐷𝑎𝑡𝑎#4 have been generated by using the image data sets with the size of  

pixels 3000 × 4000 (i.e., original images), 1500 × 2000 (i.e., 
1

2
 downsampled-images), 750 × 1000 (i.e., 

1

4
 

downsampled-images),  and 375 × 500 (i.e., 
1

8
 downsampled-images), respectively. 

Each of the image data sets were processed separately by using the freeware SfM software, Meshroom [52], and 
the generated dense point cloud has been exported as point cloud file. The related point cloud files have been used 
in piecewise point cloud comparison analysis by using the Multiscale Model-to-Model Cloud Comparison, M3C2 [53], 
function of  freeware point cloud processing software, CloudCompare [54]. 

M3C2 was created to facilitate the comparison of point clouds on complex surfaces. The first phase of M3C2 is to 
compute the local-point normal directions of each point in the reference point cloud using neighbours that are 
closer to the relevant point than the D distance. The second step calculates the M3C2 value for the Euclidean 
distance (i.e., 𝑙2 norm) between the lower and upper surfaces of an artificial cylinder of height L and diameter d 
centred on the local normal direction determined in the first step. The reference and comparison point clouds are 
used to construct the best-fit planes representing the bottom and upper surfaces of the appropriate artificial 
cylinder. Fig. 6 illustrates the analytical concept behind M3C2 distance. 

 

 

Figure 6 : Illustration of the analytical concept behind M3C2 distance. 
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The 𝑑(1;2), 𝑑(1;3),𝑑(1;4),𝑑(2;3),𝑑(2;4) and 𝑑(3;4) denotes the computed 𝑀3𝐶2 values between the point clouds of 
(𝐷𝑎𝑡𝑎#1; 𝐷𝑎𝑡𝑎#2),  (𝐷𝑎𝑡𝑎#1; 𝐷𝑎𝑡𝑎#3), (𝐷𝑎𝑡𝑎#1; 𝐷𝑎𝑡𝑎#4), (𝐷𝑎𝑡𝑎#2;𝐷𝑎𝑡𝑎#3), (𝐷𝑎𝑡𝑎#2; 𝐷𝑎𝑡𝑎#4), and 
(𝐷𝑎𝑡𝑎#3; 𝐷𝑎𝑡𝑎#4), respectively.   

All of the computations realized by using a HP Z820 PC that have an intel(R) Xeon(R) CPU E5-2640 0 @ 2.50GHz   
2.50, Win 10 Pro 64 bit OS, 64 Ram, and two GPU (i.e., Quadro K5000, Tesla K20c).   

Some of the basic statistics of the empirical results of the numerical analysis have been tabulated at Table 3.  

Table 3 : Basic statistics of the Experiments. 

Features Data#1 Data#2 Data#3 Data#4 

Rate of image downsampling 1/1 1/2 1/4 1/8 
Numbers of aerial images 105 105 105 105 
Flying altitude  
(m) 

120 120 120 120 

Size of image orientation points  
(Tie-Points) (points) 

369 824 368 840 333 377 98 046 

Size of dense cloud  
(points) 

294 781 104 74 406 689 18 006 229 4 535 837 

Tie point density  
(points/m2) 

2.28 2.27 2.05 0.60 

Point cloud density  
(points/m2) 

4 398.93 457.97 110.83 27.92 

Image size  
(pixels)  

3000x4000 1500x2000 750x1000 375x500 

Ground Sample Distance  
(GSD) (cm) 

3.27 6.54 13.08 26.16 

Table 3 shows that the most significant effect of reducing image resolution is on GSD. GSD increases as image 
resolution decreases, as does the smallest identifiable object size limit value. This is significant since the detail-
mapping capacity is too sensitive to image resolution. Similarly, when image resolution declines,  topographic 
details expressed by DTM [55] are smoothed or dismissed. As a result, by removing some topographic 
characteristics, low-resolution aerial image-based mapping enables us to create multiscale DTM models. Data 
processing is facilitated by multiscale DTMs in return for the partial erasure of detail data. Therefore, multiscale 
DTM models are essential and too beneficial in several applications, including multimedia GIS, augmented and 
virtual reality, applications for narrow-band topographic data transmission, and augmented and virtual reality. 

The generated ortophoto (i.e., map-like-image) of the Test Area for the 𝐷𝑎𝑡𝑎#1has been illustrated in Fig. 7.  

There are 20 ground control points [56] homogeneously distributed over the Test Area have been used in the aerial 
triangulation. One GNSS receiver, Ashtech Promark 500, has been used both to measure spatial coordinates of the 
ground control points and to capture reference point observations for post-process kinematic, PPK, positioning. 
PPK computations have been achieved by using a modified version of the freeware PPK software, RTKLib [57]. The 
GNNSS sensor of NEO/LEA-M8T from U-BLOX [58] has been used to trigger the drone camera and related sensor 
captured high resolution time steps of image acquisition times with GNSS observation flows for PPK computations.  

The Test Area, as depicted in the orthophoto that follows, is made up of a number of urban fields, each with its 
own geometrical characteristics, such as vegetation regions and flat or curved surfaces. By carefully interpreting 
the computed M3C2 values, researchers may be able to choose the spatial resolution of aerial images needed for a 
workable small-scale aerial mapping of urban areas. 
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Figure 7 : Ortophoto of the Test Area (Grid-size 0.25x0.25m has been used for illustration). 

 

The statistics of point cloud -to- point cloud comparison tests based on 𝑀3𝐶2 values have been tabulated in 
Table 4. The Sample# denote number of 3D points remained within the related interval. The Sample%, denote the 
percentage ratio of related  Sample#  to summation of  Sample#  at same raw. The Csum denote cumulative 
summation value of  Sample% values at same raw. 

Table 4 : The statistics of point cloud -to- point cloud comparison tests based on 𝑀3𝐶2 values. 

𝑀3𝐶2 Statistics 
Lower-Upper Limits of Binning Intervals for 𝑀3𝐶2 
0.00- 
0.20 m. 

0.20- 
0.40  m. 

0.40- 
0.60  m. 

0.60- 
0.80  m. 

0.80- 
1.00 m. 

1.00+  m. 

𝑑1_2 
Sample# 1 472 419 877 462 322 869 92 632 50 653 304 568 
Sample% 47.18 28.12 10.35 2.97 1.62 9.76 
Csum 47.18 75.3 85.65 88.62 90.24 100 

𝑑1_3 
Sample# 799 381 564 517 761 879 290 540 110 477 593 809 
Sample% 25.62 18.09 24.41 9.31 3.54 19.03 
Csum 25.62 43.71 68.12 77.43 80.97 100 

𝑑1_4 
Sample# 342 006 222 941 231 160 244 975 282 118 1 797 403 
Sample% 10.96 7.14 7.41 7.85 9.04 57.6 
Csum 10.96 18.1 25.51 33.36 42.4 100 

𝑑2_3 
Sample# 1 095 963 514 505 114 984 39 752 24 489 187 105 
Sample% 55.44 26.03 5.82 2.01 1.24 9.47 
Csum 55.44 81.47 87.29 89.3 90.54 100.00 

𝑑2_4 
Sample# 338 194 249 095 223 361 214 864 223 679 727 605 
Sample% 17.11 12.6 11.3 10.87 11.32 36.81 
Csum 17.11 29.71 41.01 51.88 63.2 100.00 

𝑑3_4 
Sample# 42 619 37 311 35 793 24 919 9 495 26 605 
Sample% 24.11 21.11 20.25 14.1 5.37 15.05 
Csum 24.11 45.22 65.47 79.57 84.94 100.00 
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The results obtained from the analysis of the 𝑑1_2 values shown in Table 4 are given below; 

✓ 47.18% of Sample# values are less than 0.20 m. Relevant data are mostly observed in relatively horizontal 
areas such as flat building roofs, road sections with very low slopes. 

✓ 28.12% of Sample# values are less than 0.40 m. Relevant data are mainly observed in areas where the 
local variation of the slope is relatively fast. In relatively flat areas, 73.30% of M3C2 values are less than 
0.40 m. 

✓ 10.35% of Sample# values are less than 0.60 m. Relevant data were observed mainly in green areas. 
✓ 2.97% of Sample# values are less than 0.80 m. Relevant data have been observed intensively on vertical 

surfaces such as building exteriors. 
✓ 1.62% of Sample# values are less than 1.00 m. Relevant data were observed in densely wooded areas. 
✓ 9.76% of Sample# values are greater than 1.00 m. Relevant data were observed in densely wooded areas. 

The results obtained from the analysis of the 𝑑1_3 values shown in Table 4 are given below; 

(a) 25.62% of Sample# values are less than 0.20 m. Relevant data are mostly found in flat regions like 
roofs and road sections with very low slopes. 

(b) 18.09% of Sample# values are less than 0.40 m. Relevant  𝑑1_3values were generally observed on 
building roofs. Only 43.71% of M3C2 values are less than 0.40 m. for the 𝑑1_3. This statistic 
demonstrates  that when the image resolution lowers, the amplitude of the M3C2 values between the 
relevant point clouds increases. The primary reason for this is that point clouds generated from low 
quality photos have far less detail. 

(c) 24.41% of Sample# values are less than 0.60 m. Relevant Sample# values are generally observed in 
flat areas. 

(d) 9.31% of Sample# values are less than 0.80 m. Relevant Sample# values are generally observed in flat 
areas. 

(e) 3.54% of Sample# values are less than 1.00 m. Relevant data were observed in densely wooded areas. 
(f) 19.03% of Sample# values are greater than 1.00 m. Relevant data were observed in densely wooded 

areas and at a neglectable border section of test field. 

The results obtained from the analysis of the 𝑑1_4 values shown in Table 3 are given below. 

(a) 10.96% of Sample# values are less than 0.20 m. Relevant data are mostly found in flat regions like 
roofs and road sections with very low slopes. 

(b) 7.14% of Sample# values are less than 0.40 m. Relevant 𝑑1_4 values were generally observed on 
building roofs. Only the 18.10% of M3C2 values of 𝑑1_4 are less than 0.40 m.  

(c) 7.41% of Sample# values are less than 0.60 m. Relevant Sample# values are rarely observed in flat 
areas. 

(d) 7.85% of Sample# values are less than 0.80 m. Relevant Sample# values are rarely observed in flat 
areas. 

(e) 9.04% of Sample# values are less than 1.00 m. Relevant data were observed in densely all field types. 
(f) 57.60% of Sample# values are greater than 1.00 m. Relevant data were observed in densely all field 

types. Due to the fact that 𝐷𝑎𝑡𝑎#4 is an overgeneralized point cloud, the majority of the 𝑑1_4 values 
have been piled in this range.  𝐷𝑎𝑡𝑎#4 enables for a more generic topographic structure to be defined, 
which may be used in multimedia applications, as well as a reduction in bandwidth for spatial data 
transfer. 

The results obtained from the analysis of the 𝑑2_3 values shown in Table 4 are given below. 

(a) 55.44% of Sample# values are less than 0.20 m. In and around buildings relatively far from the drone 
flight plane, this sort of data has been observed intensively. 

(b) 26.03% of Sample# values are less than 0.40 m. This type of data has been noticed extensively in and 
around buildings that are somewhat close to the drone flight plane. The 81.47% of M3C2 values of 
𝑑2_3 are less than 0.40 m.  

(c) 5.82% of Sample# values are less than 0.60 m. Relevant Sample# values are rarely observed in flat 
areas. 

(d) 2.01% of Sample# values are less than 0.80 m. Relevant Sample# values are rarely observed in flat 
areas. 

(e) 1.24% of Sample# values are less than 1.00 m. Relevant data were observed in densely all field types. 
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(f) 9.47% of Sample# values are greater than 1.00 m. Relevant Sample# values are rarely observed in flat 
areas. 

The results obtained from the analysis of the 𝑑2_4 values shown in Table 4 are given below. 

(a) 17.11% of Sample# values are less than 0.20 m. This sort of data has been observed on surfaces that 
are somewhat distant from the flight plane. 

(b) 12.60% of Sample# values are less than 0.40 m.  This sort of data has been observed on surfaces that 
partially flat or are somewhat distant from the flight plane. The 81.47% of M3C2 values of 𝑑2_3 are 
less than 0.40 m.  

(c) 11.30% of Sample# values are less than 0.60 m. Relevant Sample# values are rarely observed in flat 
areas. 

(d) 10.87% of Sample# values are less than 0.80 m. Relevant Sample# values are rarely observed in flat 
areas. 

(e) 11.32% of Sample# values are less than 1.00 m. Relevant data were observed in densely all field types. 
(f) 36.81% of Sample# values are greater than 1.00 m. Relevant Sample# values are rarely observed in 

flat areas. 

As image spatial resolution grows, the geographical distribution of M3C2 values becomes more uniform, however 
as image spatial resolution drops, the M3C2 values exhibit speckle / impulsive noise characteristics and become 
relatively visible across the Test Area. The primary reason for this is because the ability of point clouds to 
generalize related surfaces increases with the image downsampling rate. With increasing downsampling rate, 
details are eroded, the point cloud becomes more susceptible to the generalization effect, and the M3C2 amplitudes 
grow. However, because they include fewer samples, point clouds generated from subsampled images are more 
suited for constructing low resolution DTMs for usage in multimedia platforms. 

The results obtained from the analysis of the 𝑑3_4 values shown in Table 4 are given below. 

(a) 24.11% of Sample# values are less than 0.20 m. This sort of data has been observed on surfaces that 
are somewhat distant from the flight plane. 

(b) 21.11% of Sample# values are less than 0.40 m.  Relevant Sample# values are rarely observed in flat 
areas.  Only the 45.22% of M3C2 values of 𝑑3_4 are less than 0.40 m.  

(c) 20.25% of Sample# values are less than 0.60 m. Relevant Sample# values are intensively observed in 
flat areas. 

(d) 14.10% of Sample# values are less than 0.80 m. Relevant Sample# values are intensively observed in 
flat areas. 

(e) 5.37% of Sample# values are less than 1.00 m. Relevant data were observed in densely all shadowed 
zones. 

(f) 15.05% of Sample# values are greater than 1.00 m. Relevant Sample# values are  observed as impulse 
noise all over the Test Field. 

 

The spatial distribution of the absolute values of Sample# have been illustrated in Fig.s 8-13. 
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Figure 8 : Spatial distribution of |𝑑(1;2)| values. 

 

Figure 9 : Spatial distribution of |𝑑(1;3)| values. 

 

Figure 10 : Spatial distribution of |𝑑(1;4)| values. 



Evolutionary Image Resizing based Accuracy Optimization for Aerial Triangulation 

214 
 

 

Figure 11 : Spatial distribution of |𝑑(2;3)| values. 

 

Figure 12 : Spatial distribution of 
( )2;4

d  values. 

 

Figure 13 : Spatial distribution of |𝑑(3;4)| values. 

Computational run-times of the 𝐷𝑎𝑡𝑎#1, 𝐷𝑎𝑡𝑎#2, 𝐷𝑎𝑡𝑎#3, and  𝐷𝑎𝑡𝑎#4 are captured as 20990.30, 6475.39, 
2147.44 and 655.94 in seconds. Run-time complexity varied according to size of processed images in pixels. 
Therefore, image downsampling reduces data processing time directly. 
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5. Results and Conclusions 

The relationship between image resolution and the level of detail information communicated by a point cloud 
created through photogrammetry has been carefully examined in this paper. High resolution images can be used 
to reduce the amount of information lost in the resulting point cloud and orthophoto in applications that call for 
high resolution spatial data. Low-resolution images make it easier to create surfaces with the right spatial 
resolution for multimedia applications like augmented reality and virtual reality for mobile platforms and virtual 
geo-guides. Smoothing high frequency data is necessary to eliminate artifacts caused by artificial noise while 
downsampling images. This paper introduces a novel method to preserving detail throughout the image 
downsampling process. The technique described in this paper is relatively sample to implement, fast and quite 
accurate for practical needs in 3D computational vision  applications. 

The following are the findings obtained after interpreting the outcomes of the Experiments described in this study. 

1. For SfM-based mapping of areas with dense curving surfaces, areas with very significant changes in local 
slope, and dense and tall trees, relatively high resolution photos should be employed. 

2. Using a low image quality is a quick and efficient technique to create a multiscale DTM. The associated 
downsampling ratio can be used to regulate the spatial data generalization capacity of the produced multiscale 
DTMs. 

3. As the image resolution declines, the generalization of the surface indicated by the point cloud grows and the 
detail diminishes. 

4. Computations for 3D Mesh generation are performed more quickly on low-dense point clouds. Therefore, low-

dense point clouds can be generated by using over downsampled images in SfM photogrammetry.  

5. Low-density point clouds enable computations for 3D mesh generation to be completed more quickly. As a result, 

in SfM photogrammetry, low-dense point clouds can be produced by layering over downsampled images. 

6. There is a trade-off between image resolution and smooth rate of 3D mesh surface. Therefore, user must select the 

image downsampling rate according to accuracy needs of application on the hand. 
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