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Abstract

Aim: Human monkeypox can cause skin lesions in the form of blisters of different shapes on various parts
of the body. Due to the fact that the skin lesions caused by human mon.keypox have.a very similar appear- 2 Department of Biostatistics,
ance to lesions caused by chickenpox and measles, the study includes images of chickenpox and measles Hamidiye Medicine Faculty,
as well as images of human monkeypox. The aim of this study is to distinguish human monkeypox virus Health Science University
skin lesion images from other viral diseases with similar images.

Methods: For this study, the Monkeypox Skin Lesion Dataset, which consists of binary classification data

for monkeypox and non-monkeypox (chickenpox, measles) skin lesions, is accessed from the Kaggle.com

website. In total, 228 images are processed, with 101 images in the monkeypox group and 127 images in

the non-monkeypox group. The images in the Monkeypox Skin Lesion Dataset are processed using image

analysis methods and Haralick texture parameters are calculated to create 13 different features for each

image. For the classification process in the statistical analysis part of the study, Fuzzy C-Means algorithm

is used.

Results: The images used in the study belong to individuals with varying skin tones and from different

parts of the body, and the algorithm provides encouraging results in determining the type of skin le-

sions in the images. The overall classification accuracy rate is 61.8%, and the highest accuracy (76.2%) is

achieved in the monkeypox class.

Conclusion: This study demonstrates that images of viral diseases with similar skin lesions can be classi-

fied using various image-processing techniques and different statistical methods.
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Oz
Amag: insanlarda gérilen maymun cicedi, viicudun cesitli yerlerinde farkli sekillerde kabarciklar seklinde
deri lezyonlarina neden olabilir. insan maymun ciceginin neden oldugu cilt lezyonlari, sucicedi ve kizamik
kaynakli lezyonlara ¢ok benzer bir gérinime sahiptir. Bu sebeple calismada, insan maymun c¢icedi
gorantulerinin yani sira sucicedi ve kizamik gortnttleri de yer almaktadir. Bu ¢alismanin amaci, insan may-
mun ¢icegi virtsu cilt lezyonu goérantulerini, benzer géruntilere sahip diger viral hastaliklardan ayirmaktir.
Yontemler: Bu calisma icin maymun ¢icedi ve maymun ¢icedi olmayan (sucicedi, kizamik) cilt lezyonlarina
yonelik ikili siniflandirma verilerinden olusan Maymun Cicegi Cilt Lezyonu Veri Setine Kaggle.com web
sitesinden erisilmektedir. Maymun cicegi grubunda 101 gérintd ve maymun cicegi olmayan grupta Received/Gelis : 09.05.2024
127 goéruntt olmak Uzere toplamda 228 goruntl islenir. Maymun Cicegdi Cilt Lezyonu Veri Setinde yer Accepted/Kabul: 16.09.2024
alan goruntuler, gortntt analiz yontemleri kullanilarak islenmekte ve her gortntl icin 13 farkh ozellik
olusturacak sekilde Haralick doku parametreleri hesaplanmaktadir. Calismanin istatistiksel analiz kisminda
siniflandirma islemi icin Bulanik C-Ortalamalar algoritmasi kullanilir.
Bulgular: Calismada kullanilan gorintler, farkl cilt tonlarina sahip bireylerden ve viicudun farkl bolgeler- Senem Goneng
inden alinmis olup algoritma, gérintilerdeki cilt lezyonlarinin tipinin belirlenmesinde cesaret verici sonuc- Atattrk Universitesi, Fen Fakultesi, Istatistik
lar ortaya koymaktadir. Genel siniflandirma dogruluk orani %61.8 olarak bulunmakta ve en yiiksek dogruluk Bolum, Erzurum, Turkive. -

. ) . E-mail: senemgonenc@atauni.edu.tr
da (%76.2) maymun cicedi sinifinda elde edilmektedir.
Sonug¢: Bu calisma, benzer cilt lezyonlarina sahip viral hastalik géruntulerinin, ¢esitli gérintt isleme
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INTRODUCTION

As the world continues to grapple with the effects of
the ongoing COVID-19 pandemic, the emergence of
monkeypox as a rapidly spreading virus has become
a new cause for concern. Monkeypox, also known as
monkeypox virus disease, has been reported in 75
countries as of July 23, 2022, prompting the World
Health Organization (WHO) to declare a global
emergency and warn of the potential for the virus to
spread to even more countries. So, monkeypox is a vi-
ral disease that is similar to smallpox and is primarily
found in Central and West Africa. The disease can be
transmitted to humans through contact with infected
animals, particularly rodents and primates. Symptoms
of monkeypox include fever and lesions on the skin.
While most cases of monkeypox are mild and self-lim-
iting, severe cases can occur, particularly in individu-
als with weakened immune systems.

Monkeypox is not a new disease, as it was first
identified in 1958 in laboratory monkeys in Copen-
hagen, Denmark. The disease was named monkeypox
virus due to its characteristic skin lesions, but initially,
no clinical information about the disease was docu-
mented (1). The first recorded case of monkeypox in
humans was reported in 1970 when a 9-month-old
baby boy in the Democratic Republic of Congo was
diagnosed with the disease. Since then, monkeypox
cases have been reported in humans in other countries
in Central and West Africa, with the majority of cases
occurring in the Democratic Republic of the Congo.
Monkeypox re-emerged in 2018, with a total of five re-
ported cases in Nigeria, three in the UK, one in Israel,
and one in Singapore. Subsequently, in May 2022, nu-
merous cases of monkeypox were identified in regions
where the disease is not endemic (2-7).

Monkeypox virus infection produces symptoms
that are comparable to smallpox but are usually less
severe. The disease is divided into two distinct periods.
The first stage is known as the invasion period and is
characterized by the onset of fever, severe headache,
swollen lymph nodes, backache, muscle aches, and
extreme weakness. This stage typically lasts between
0-5 days. Swollen lymph nodes, or lymphadenopathy,
are a key clinical feature that distinguishes monkeypox
from other diseases that present with similar initial
symptoms, such as chickenpox, measles, and small-

pox. Typically, a skin lesion appears within 1 to 3 days
after the onset of fever, which tends to be most concen-
trated on the face (in 95% of cases), palms, and soles
(in 75% of cases). The number of lesions that appear in
monkeypox cases can vary greatly, ranging from only
a few to several thousand. In severe cases, the lesions
may merge together, causing the affected skin to peel
over a large area. Furthermore, severe cases of mon-
keypox are more frequently observed in children. The
Centers for Disease Control and Prevention (CDC)
states that there is currently no known cure for mon-
keypox infection and that treatment involves support-
ive care. Nevertheless, the CDC website offers detailed
information on how to prevent and control the spread
of the disease (8, 9).

A review of the literature shows that studies on hu-
man monkeypox date back to the 1970s when the first
case in humans was reported. In recent years, there has
been a significant increase in studies on human mon-
keypox due to the emergence of the disease in coun-
tries where it was previously not observed in 2018, as
well as the rapid increase in cases in these countries
in 2022. Therefore, there are only a limited number of
studies available that focus on the image analysis and
statistical classification of the skin lesion symptoms as-
sociated with the disease. Ahsan et al. published a pre-
print article that collected images of monkeypox skin
lesions from various sources such as websites, newspa-
pers, and online portals. They obtained a dataset of 43
monkeypox, 47 chickenpox, 17 measles, and 54 normal
images, which they augmented to increase the dataset
size. The authors aimed to investigate the progression
of the monkeypox virus and how its skin lesion find-
ings differ from other similar skin diseases. To achieve
this, they performed histogram analysis and analyzed
the pixel intensities of the images (10). Haque et al.
conducted research on transfer learning-based mod-
els using the Monkeypox Skin Lesion Dataset (MSLD)
that was also used by Ali et al. in their study. They em-
ployed the CBAM attention mechanism and evaluated
several models including VGG19, DenseNet121, Ef-
ficientNetB3, MobileNetV2, and Xception. The study
achieved classification rates of 69.86% for VGG19,
78.27% for DenseNetl121, 54.21% for EfficientNetB3,
74.07% for MobileNetV2, and 79.90% for Xception
(11). Ali etal. performed a study on the classification of
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monkeypox and other similar skin diseases using pre-
trained VGG-16, ResNet50 and InceptionV3 models.
They used the MSLD developed by them in the study.
The results showed that ResNet50 and VGG-16 had
correct classification rates of 82.96% and 81.48% re-
spectively. At the end of the study, the authors com-
bined the three models and achieved an accuracy rate
of 79.26+1.05 (12). Sahin et al. used the MSLD from
Kaggle to classify human monkeypox in their study.
The dataset contained binary classification data, with
images labeled as either having monkeypox or not
(chickenpox or measles). The researchers employed
several pre-trained deep learning models on the
MSLD dataset and found that the MobileNetV2 and
EfficientNetB0 models performed well. Then they con-
verted the entire model into a TensorFlow lite model,
allowing it to be adapted for mobile devices. Using this
model, they developed a mobile application that could
classify images with an accuracy of 91.11% based on
test results. The researchers also noted that the appli-
cation could be used to diagnose other skin diseases,
including monkeypox, in a preliminary capacity (13).
Sadad et al. developed a new method called FCMRG
to identify breast masses in mammograms. Fuzzy C-
Means (FCM) and region-growing (RG) algorithms
were used in this method. In the feature extraction
step of image processing, Local Binary Pattern Gray-
Level Co-occurrence Matrix (LBP-GLCM) and Local
Phase Quantization (LPQ) were applied to the images.
They used machine learning procedures to distinguish
between benign and malignant tumors and achieved a
high accuracy rate of 98.2% with the proposed method
(14). Rohmayani and Rahayu carried out a study to
classify lung images into four different categories: nor-
mal lung, pneumonia-infected lung, COVID-19-in-
fected lung, and X-ray images of other diseases that in-
volve the lung. They obtained the dataset from Kaggle.
com, which consisted of 120 training images and 40
test images. Image processing techniques were applied,
and the mean and standard deviation values were used
for feature extraction. FCM algorithm was used for
classification analysis, and the method achieved an ac-
curacy rate of 65% (15). Zayed and Elnemr tested a
dataset containing CT images of 37 patients with lung
tumors or pulmonary edema. After performing image
processing techniques, they extracted haralick tex-
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ture features to identify the type of abnormality in the
lungs. They found that their proposed method showed
potential in detecting lung abnormalities (16).

Our study has three main aims. The first and most
important of these is to classify images of virus-induced
diseases such as monkeypox, chickenpox and measles.
To achieve this, we use the MSLD available on Kaggle
website. The second aim is to use the FCM algorithm,
a statistical approach that has not been used before in
this field, when classifying images of diseases. Finally,
using the 13 different statistical features (haralick tex-
ture parameters) that we obtained at the end of various
pre-processing steps in the image processing section as
input variables in FCM analysis. In addition, running
the FCM algorithm according to the haralick texture
parameters calculated for each image in MSLD is the
most innovative aspect of the study.

In this study, we suggest a classification based on a
different functioning for MSLD within the framework
of our 3 main aims. It can be seen that this study also
stands out as a multi-disciplinary study. The use of im-
age processing methods in the study can be explained
as the use of computers in health. Classification of ha-
ralick texture parameters with the FCM algorithm also
includes the science of statistics in the use of comput-
ers in health. Thus, this study will make a significant
contribution to the literature.

—
MATERIALS AND METHODS

Early diagnosis is vital for the human monkeypox out-

break, which has become a global health problem in
recent years. The disease is diagnosed using Transcrip-
tion-Polymerase Chain Reaction (TT-PCR) test, like
other viral diseases. However, the sensitivity of this
test to detect viruses is low and it takes a long time for
the test to be completed. These disadvantages of the
test require the development of alternative diagnostic
systems. Monkeypox skin lesions are considered an
important clinical feature in distinguishing the disease
from some other viral diseases such as chickenpox and
measles. Therefore, computer-aided preliminary eval-
uation of images of monkeypox skin lesions may be a
useful alternative diagnosis. For this reason, the MSLD
is created with images collected from relevant news
portals, various websites and some publicly available



Gonenc and Pasin

Classification of human monkeypox g

case reports. It is worth noting that the disease mostly
occurs in African countries where access to healthcare
is quite difficult. Therefore, a large data set has not been
created so far. Of course, more images of chickenpox
and measles skin lesions could be collected. However,
facing data imbalance is not a desirable situation and
may cause other problems because only monkeypox
skin lesion images are limited.

For this research, we obtained the MSLD from the
Kaggle.com website which consists of binary classifica-
tion data for monkeypox and non-monkeypox (chick-
enpox, measles) skin lesions (17). The dataset contains
images from the monkeypox class, as well as similar
skin lesions caused by chickenpox and measles. Here,
there are 228 images in total, 101 images in the mon-
keypox group and 127 images in the non-monkeypox
group. The images in the MSLD are processed using
image analysis methods and Haralick texture param-
eters are calculated to create 13 different features for
each image. Additionally, we use the FCM algorithm
for the classification process in the statistical analysis
part of the study. In this context, we examine the re-
sulting cluster structure and the distribution of images
into clusters. Since the disease type of each image is
known in advance, we present a detailed evaluation of
the classification success of the method.

Prior to starting the coding stage, the algorithm of
the study is developed and the procedures to be fol-
lowed during the implementation phase are defined.
The summarized steps are presented as follows.

1. Download the Monkeypox Skin Lesion Dataset

(MSLD) from the Kaggle website

2. Transferring image files to the system and read-

ing them as a matrix

3. Histogram equalization

Converting to grayscale image format and in-
vert the image

5. Thresholding the image with the appropriate

threshold value-converting to binary format

6. Applying morphological operators to the image

Calculating Haralick texture parameters
Classification using the Fuzzy C-Means algo-
rithm

For all the transactions and analyses in the coding
stage, we use the R package program (version 4.1.3), a
free and open-source statistical software development

environment that includes various original packages
added by users. This program is widely accepted for
use in academic studies.

Image Processing
Image processing involves various operations on
digital images such as segmentation, merging, rota-
tion, adjustment of brightness, contrast or sharpness,
removal of defects or unwanted objects, and enhanc-
ing the visibility of important objects according to the
researcher’s requirements. It is a critical technique for
obtaining meaningful data from images and gathering
diverse information about objects in the image. The
process starts with capturing an image, displaying it on
a computer, and then digitizing it for further analysis.
When images are digitized, they are represented as
a matrix with rows and columns of pixels. Each pixel in
the matrix has a color value that corresponds to its col-
or in the original image. The range of numerical values
for the color values of the pixels varies depending on
the type of image. There are three types of images used
in image processing: color images, grayscale images,
and binary images. Color images have multiple color
channels, usually red, green, and blue (RGB), while
grayscale images have a single color channel repre-
senting the intensity of the image. Binary images have
only two possible color values, usually black and white,
and are used for simple image processing tasks such
as edge detection and shape recognition. Digital im-
ages are represented as a two-dimensional matrix con-
sisting of pixels in rows and columns, with each pixel
being assigned a numerical value that represents its
color. The range of numerical values assigned to pixels
depends on the type of image. There are three main
types of images used in image processing: color imag-
es, grayscale images, and binary images. Color images
have pixel values in the range of 0 to 255, correspond-
ing to the three colors of Red, Green, and Blue. Gray-
scale images have pixel values ranging from 0 to 1 and
consist of black, white, and shades of gray. Binary im-
ages have only two colors, black and white, with pixel
values of either 1 or 0. Since most image processing
algorithms do not work on color images, it is common
to convert color images to binary images.
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Image thresholding

Thresholding is a fundamental method in image pro-
cessing that is used to extract information from an
image by separating the objects from the background.
This process involves converting a grayscale image to
a binary image using a threshold value, which is de-
termined by the researcher. Each pixel in the grayscale
image is then compared to this threshold value, and
if the comparison result is greater than the threshold,
it is considered as an object and evaluated as white,
otherwise, it is expressed as black and considered part
of the background.

Morphological operations

Mathematical morphology is a technique that uses set
theory and is based on the shape structure of an image.
It involves two fundamental operations: dilation and
erosion, and other operations can be obtained through
various combinations of these two operations. However,
before these operations can be applied, the image must
be converted to binary format (18). Expansion is a type
of morphological operation which is used to increase
the size or thickness of object outlines in a binary image.
Its main objective is to fill small gaps and close holes
in the image. Erosion is a morphological operation that
has the opposite effect of dilation. It reduces the size of
objects or thins the boundaries of objects in a binary-
converted image. As a result, it separates objects and
increases holes in the image. Applying only expansion
or erosion operations to an image can cause significant
distortions. Therefore, opening and closing operations
are often used to eliminate these distortion problems in
the image. Opening is performed by applying erosion
first, then expansion sequentially to the image. This op-
eration separates objects that are close to each other in
the image while causing minimal change. On the other
hand, closing is performed by applying expansion first
and then erosion to the image. This operation merges
objects that are close to each other in the image while
causing minimal change.

Haralick Texture Features

Texture features, also known as second-order feature
descriptors, are used to capture patterns and provide
statistical correlation between pixels in an image. Unlike
first-order features, which only consider the distribu-
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tion of pixel values, texture features incorporate spatial
information and analyze the relationships between gray
levels in the image. This allows texture features to cap-
ture specific patterns that may be missed by first-order
features and can help to minimize information loss in
image analysis. The concept of using texture features
for image classification was first introduced by Haralick
and Shanmugam. Second-order statistical features are
similar to the features that are important to clinicians,
and they provide quantitatively representative data that
can yield more information than what is visible to the
human eye. Texture features measure the consistency of
patterns and colors in an image, and the Haralick texture
is a widely used technique for characterizing texture-
based images. Texture analysis is a feature extraction
method commonly applied to medical images, which
involves analyzing the spatial distribution of neighbor-
hoods at the gray color level within the image (19).
Haralick texture is a crucial technique for charac-
terizing texture-based images and is achieved through
the computation of the gray level co-occurrence matrix
(GLCM). The GLCM is a popular method for extract-
ing texture features due to its simplicity and the ability
to compute numerous features. Textural features can be
extracted from a grayscale image by using the GLCM
matrix for a particular direction and distance of pat-
terns. The fundamental concept behind GLCM is the
pixel neighborhood in an image. The GLCM matrix
records the frequency of co-occurrences of gray color
levels for each neighbor relationship and direction. It
shows how frequently different combinations of gray
levels occur in an image. The sum of the number of co-
occurrences of a pixel with a value of i in a spatial rela-
tionship defined by a pixel with a value of j in the input
image is the value of each element in the GLCM (20).
In this research, the characteristics of the Gray
Level Co-occurrence Matrix (GLCM) are analyzed for
gray level images. The formulas used to extract these
features are provided below. The equations describe
how to compute a set of statistical features for the co-

occurrence matrix.

Pi=P(i,j) is the co-occurrence matrix.
p(i,j)=P(i,j)/R, normalized co-occurrence matrix.

N number of discrete intensity levels in the image.
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R, normalizing constant.
. N, ..
px(D) =X j;ql p(i,J), marginal row probabilities.

py() = Z?]:gl p(i,j), marginal column probabilities.
i, and p are the mean gray level intensities of p,
and p,, respectively. o, and o, are also the standard
deviations of p, and p,, respectively.

Haralick presented a set of 13 statistical features
that can be extracted from the Gray Level Co-occur-
rence Matrix (GLCM), which are commonly known as
Haralick texture features. The R Bioconductor pack-
age EBImage uses these features and assigns them the
names h.asm, h.con, h.cor, h.var, h.idm, h.sav, h.sva,
h.sen, h.ent, h.dva, h.den, h.f12, and h.f13. The values
for these features are calculated using the equations
given in Equation (1) through Equation (13) as pro-
vided in references (19, 21, 22).

Angular Second Moment (h.asm)

f =§:§:(P(fg”)z =ZZP(LJ’)Z 1)

i=1 j=1 i

Contrast (h.con)

Ng Ng

Ng-1 Ng-1
fi=) kZ{Zzsu-ﬂ,kp(i.j)} =Y Kp,@  (2)
k=0 k=0

i=1j=1
where the Kronecker delta function is defined as;

5 :{1 when m=n
™n 10 when m#n

(2.1)

Haralick and Miyamoto did not use the Kronecker
delta function. Instead, they have given the specified
summation conditions in the continuation of Equa-
tion (9), Equation (12), and Equation (13).

1. Correlation (h.cor)

S S GPG) — ey )

3
050y

2. Sum of Squares: Variance (h.var)
Ng Ng

fi= D )= wpG)) (4)

i=1 j=1
3. Inverse Difference Moment (h.idm)

Ng; N,

9
1
—»(,j 5
Zl+(,-_j)zv(w) ®

g
=1

fs =

4. Sum Average (h.sav)

2Ng
fo= ) iy (@) (6)
i=2
5. Sum Variance (h.sva)
2Ng
fr = D = f)Preay ) 7)
i=2
6. Sum Entropy (h.sen)
ZNg
fo == Pery@ 108 (Besy ) (8)
i=2
7. Entropy (h.ent)
Ng Ng
fo==). Y PG log @GN =HXY  (9)
i=1 j=1
HXY == 3" p(i,) 1og®(i. ) 0.1)
]
8. Difference Variance (h.dva)
f10 = variance of py_, (10)
9. Difference Entropy (h.den)
Ng—l
(11)

fir == PeyD10g ey )
i=0

10. Information Measures of Correlationl (h.f12)

fo — HXY1

hz = X (X, HY)

(12)

HX = —pr(i)log(px(i)) = entropy of px  (12.1)
HY = =" py(D1og (py (D) = entropy of py (12.2)
J
HXY1= =" p(i ) logpy () (12.3)
[

11. Information Measures of Correlation2 (h.f13)
fis = [1— exp(-2(HXY2 - f5))]"/? (13)
HXY2 = =" > p(Opy () 0B (DP, () (13.1)

7

-
Fuzzy C-Means (FCM) algorithm

FCM, which stands for Fuzzy C-Means, is an unsuper-
vised clustering technique that was introduced by Jim
Bezdek. Its purpose is to group data points into differ-
ent clusters in multi-dimensional spaces. The algorithm
determines the appropriate cluster for each data point
by measuring the distance between the cluster centers
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and the data point. In some cases, a data point may
belong to more than one cluster. FCM is particularly
useful for overlapping data sets, unlike the k-means
clustering algorithm. The FCM algorithm assigns each
data point a membership value for each cluster cen-
ter, indicating the degree of membership to the cluster.
However, the number of clusters must be specified in
advance. Similarity values are calculated based on the
cluster center and membership values, which range
from 0 to 1, representing the degree of membership
between the data and the cluster centers. Similarity
and membership values are positively related. FCM
clustering is performed using the function given in
Equation (14,23-26).

n c
ming ylrem = Z Z uzdz(xi, hg),

i=1g=1

(14)

st wg €01, ) wy =1, (14.1)
g=1

d(x,h,) is the Euclidean distance. Euclidean distance is
a measure of distance between observations and clus-
ter centers. Also, the cluster center for each cluster is
called the prototype (27). is the generic element of the
matrix U of order (n X ¢), which takes values between
0 and 1, called the membership degree. are the proto-
types (cluster centers) stored in the matrix H of order
(c x p) where and p is the number of variables. Finally,
the ‘7’ in the Equation (14) is the weighting exponent
for fuzziness.

—
RESULTS

Initially, the images are transferred to the R system

from files downloaded from the Kaggle.com website.
The original images used in this study can be viewed in
Figure 1. After the transfer process, the necessary pack-
ages are installed to perform image processing meth-
ods in R. The required packages are library(EBImage),
library(raster), and library(png). Thus, R becomes

Figure 1. Original images: (a) Monkeypox (b) Chickenpox (c) Measles
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ready for operations to be performed on the images.
First, the images are processed using histogram equal-
ization, which is an image enhancement technique.
This technique helps to eliminate color distortion
caused by the clustering of color values within a spe-
cific range and enhances the visibility of unclear de-
tails in the images. Histogram equalization is applied
separately to each image to create a fair and uniform
structure for all the images. The new images obtained

" L
v £
‘. ’ %

e I

(2) (b) (©)
Figure 2. Images after histogram equalization: (a) Monkeypox (b)

Chickenpox (c) Measles

after histogram equalization are presented in Figure 2.
Following histogram equalization, the new images are
converted to grayscale and inverted. The resulting im-

ages after this process can be seen in Figure 3.

Figure 3. Gray-format inverted images: (a) Monkeypox (b) Chick-
enpox (c) Measles

The brightness levels of the images are analyzed
based on the intensity of light. In order to perform fur-
ther processing on the images, an appropriate threshold
value is determined (0.5) and the images are thresholded
accordingly. Thresholding is a critical step in detecting
skin lesions in images as it converts the image to binary

Figure 4. Images after thresholding: (a) Monkeypox (b) Chickenpox
(c) Measles
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Figure 5. Images after thresholding and after morphological opera-

tors: (a) Monkeypox (b) Chickenpox (c) Measles

format. After thresholding, the skin abnormalities and
background are completely separated from each other
and the images transform into black and white format.
The resulting states of the images after thresholding can
be viewed in Figure 4. After the mentioned pre-process-
ing steps, we apply some morphological operators to the
images to change the pixel sizes of the details for our
purpose. We first erode the images and then dilate them
which is referred to as the opening process. The appli-
cation of these morphological operators produces new
images, which are shown in Figure 5.

The next step is to calculate the Haralick texture
parameters, which are the second-order statistical
features of the images and involve 13 of the common

Cluster plot

0
Dim1 (48.7%)

Figure 7. Clusters resulting from analysis with Fuzzy C-Means

algorithm

parameters (Details are in the Materials and Methods
section). Moreover, a view of the data set created for
13 different Haralick parameters of the images can be
seen in Figure 6. These parameters are used as input
for the classification process. Based on these param-
eters, the FCM algorithm analysis results are graphed,
which can be presented in Figure 7. It should be not-
ed that the essential packages for fuzzy clustering are
used in R. These are: library(cluster), library(fclust),
library(dplyr), library(factoextra), library(ppclust).

- ] 7 Filter Q
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Showing 1 to 22 of 228 entries, 13 total columns
Cancnle =it

Figure 6. Haralick parameters dataset for the images (h.asm.s1: Angular Second Moment, h.con.s1: Contrast, h.cor.s1: Correlation, h.var.

s1: Variance, h.idm.s1: Inverse Difference Moment, h.sav.s1: Sum Average, h.sva.s1: Sum Variance, h.sen.sl: Sum Entropy, h.ent.s1: Entropy,

h.dva.s1: Difference Variance, h.den.s1: Difference Entropy, h.f12.s1: Information Measures of Correlationl, h.f13.s1: Information Measures

of Correlation2)
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Table 1. Accurate classification rates

X . . Original Group
Fuzzy C-Means Clustering * Original Group Crosstabulation Total
Group 1 Group 2
Cluster 1 n(%) 77(76.20%) 64(50.40%) 141(61.80%)
FCM Clustering
Cluster 2 n(%) 24(23.80%) 63(49.60%) 87(38.20%)
Total n 101 127 228

FCM: Fuzzy C-Means

Our study aims to classify skin lesion images caused
by monkeypox and other virus-induced diseases such
as chickenpox and measles using the FCM algorithm.
Table 1 presents the results of the classification of skin
lesion images. It is worth noting that Table 1 is a cross-
table and shows the relationship between the images
for which we have preliminary information about the
original groups and the new groups created as a result
of the FCM algorithm. According to Table 1, the FCM
algorithm achieves an accuracy rate of 61.8% in clas-
sifying the skin lesion images of monkeypox and other
virus-induced diseases (chickenpox and measles). The
accuracy rate for the monkeypox class is the highest
at 76.2%, while the accuracy rate for the other class is
around 50.4%. The accuracy of classification decreases
because the other class includes skin lesions caused
by both chickenpox and measles viruses, which have
similar characteristics to skin lesions caused by mon-
keypox virus (Table 1). However, empirical findings
reveal promising results in detecting the type of skin
lesions in the majority of images, with an overall ac-
curacy of 61.8%.

The scarcity of studies using monkeypox image da-
taset led us to MSLD. The MSLD used in this study
is limited and challenging in terms of discriminating
monkeypox, chickenpox and measles lesions from
each other. Despite this, we reveal the basic cluster-
ing structure of MSLD and look at the images from
a statistical perspective. Although the classification
rates obtained are not very high, our study shows that
the FCM algorithm can be used as a method in this
field. Moreover, this situation is directly related to the
parameters. Because the classification process is per-
formed with Haralick parameters calculated on the
images. Therefore, the unique aspect that differentiates
our study from other studies using MSLD is that we
can present Haralick parameters.
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CONCLUSION AND DISCUSSION

Clustering methods are used to discover unknown be-

havior of data. Thus, valuable information about the
data set can be obtained by revealing complex relation-
ships between observations. When our study is looked
at in general terms, we aim to make a classification. We
propose to use a very different classification algorithm
that operates in the same manner as the general clus-
tering algorithm in an unsupervised machine learn-
ing task in statistics. The FCM algorithm, we use for
classification is also like this. Firstly, it should be noted
that no other study using the fuzzy method for the hu-
man monkeypox classification has been found in the
literature. More specifically, the unique aspect of this
study is that it explores not only the features of a sin-
gle-pixel but also the link of each pixel with neighbor-
ing pixels through Haralick parameters. While studies
on Haralick texture parameters are already scarce in
the literature, texture analysis of human monkeypox
images has not been mentioned at all. Therefore, this
study can be an inspiration to many scholars conduct-
ing research in different fields with its significant con-
tributions to the existing literature.

Ahsan et al. analyze gray-level histograms of im-
ages from monkeypox, chickenpox, and measles data-
sets. This preprint article is MSLD’s first study in this
field and has inspired us to plan our workflow. It can be
seen that some methods such as deep learning are used
to distinguish human monkeypox virus skin lesion
images from other viral diseases with similar images.
For example; the classification performances of deep
learning models are examined in the study of Haque et
al. and Ali et al. However, a different approach called
the FCM algorithm is used to sort out human mon-
keypox skin lesion images from other viral diseases
with similar appearances in our study. The success of
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the fuzzy algorithm, in which cluster memberships are
based on certain probabilities, in classifying diseases
is presented in detail. Sadad et al. use the FCM algo-
rithm to locate tumors on mammograms, opting for
various machine-learning procedures for classifying
benign and malignant tumors. However, unlike Sadad
et al., our study addresses the FCM algorithm in the
process of classifying viral diseases with similar skin
lesion appearance. Additionally, there are plenty of
studies on classifying images using fuzzy algorithms
in X-ray images, as in the study of Rohmayani and
Rahayu. In these studies, various image processing
techniques are applied to the images, but generally,
histogram equalization is not applied at first. It can be
noted that, unlike other studies, to be fair to the images
in our dataset, histogram equalization is done on the
images in RGB format first. Moreover, in Rohmayani
and Rahayu’s paper, the classification process is based
on basic statistical criteria such as the gray level mean
value of the images. However, we classify the images
according to 13 haralick texture parameters, known as
second-order feature descriptors. The MSLD, which
we used, is similar to the data set used by Sahin et al.
However, we design a workflow that differs from Sa-
hin et al. in terms of both the image processing steps
applied and the classification model used. In Zayed
and Elnemr’s study, the haralick parameters calculated
after various image processing steps are tested with
ANOVA and statistically significant results are found.
Our study contains more Haralick texture features (13
parameters) than in the paper by Zayed and Elnemr.
Additionally, we classify these features with the FCM
algorithm and mention the performance of the algo-
rithm.

The FCM algorithm is an unsupervised machine
learning technique that reveals the basic structure of
the data set (numerical, categorical, mixed or image
data). Applications of this algorithm abound on nu-
merical and categorical or mixed data sets. However,
there is no study in the literature that processes image
data with this technique and reveals the basic charac-
teristics of images. The literature mostly constructs the
analysis of image data (including monkeypox image
data) on various CNN architectures, convolutional ar-
tificial neural networks and deep learning. The clas-
sification performances of such studies are high, but

there is always a hidden issue and a question always
comes to mind. The question is, what are the param-
eters used in these studies and this question remains
unanswered. Algorithms do not output which param-
eters are used for classification, the machine runs the
process automatically in the background. This is where
the importance of our study comes into play. In our
study, the images are digitized and the parameters used
for classification are presented as output, which are the
Haralick parameters. In addition, until this stage, the
images are processed in many image pre-processing
steps and we do this manually with R program codes
in line with our purpose.

This study shows that the proposed approaches
can lead to higher accuracy rates in skin lesion clas-
sification when applied to more images. Moreover, in-
cluding images of other similar diseases can improve
the study. Choosing different classification algorithms
can also affect accuracy levels, and comparing the
performance of different algorithms can be a useful
approach. Overall, we believe that our research will
inspire similar studies using image processing appli-
cations and classification algorithms with the help of
Haralick texture parameters.
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