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Abstract 

Accurately predicting visitor attendance has become increasingly vital for science 

centers to optimize operations, improve visitor experiences, and stay competitive in 

attracting and engaging global audiences. As the demand for advanced predictive 

analytics grows, this study explores the use of artificial neural networks (ANNs) to 

forecast visitor numbers at science centers. In order to achieve this objective, data 

pertaining to the number of visitors to the Konya Science Centre was utilized. By 

analyzing a dataset of ten input factors, such as weather conditions and past visitor 

behavior, the study develops predictive models capable of accurately estimating 

future attendance patterns. The best-performing model, utilizing Scaled conjugate 

gradient, 0.93739 for the training set, 0.90645 for the test set, 0.92376 for the 

validation and 0.93069 overall. These findings underscore the transformative 

potential of predictive analytics in science center management. Leveraging machine 

learning techniques, the study provides valuable insights into visitor preferences and 

behavior. This knowledge can empower science centers to make data-driven 

decisions, optimize resource allocation, and adapt their offerings to meet the evolving 

needs of their target audience. Ultimately, the study highlights how predictive 

analytics can enhance the long-term sustainability and global competitiveness of 

science center operations. 
 

 
1. Introduction 

 

Science centers are informal learning environments 

where the public can engage with science and 

technology and where science festivals, workshops, 

special day events and science shows are held for 

participants from different age groups. There are 

more than 3,000 science centers in the world. It is 

estimated that these centers welcome in excess of 200 

million visitors each year [1]. Scientific and 

Technologic Research Council of Turkiye 

(TUBITAK) opens large and small scale science 

centers in many provinces within the scope of science 

and society activities. Konya Science Center, which 

is the first TUBITAK-supported science center 

among science centers, is a science and technology 
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complex located on a total area of 100,000 m2 [2]. 

According to architectural analyses, Konya Science 

Centre has the feature of being an "icon building" for 

the city in parallel with the developing trends in the 

fields of design and construction technology [1]. 

To estimate the number of visitors to places 

such as museums, zoos, etc., many different methods 

are used [3-9]. In the case of science centers, there is 

a big gap in the literature for studies conducted for 

predicting the number of visitors using ANN. For this 

reason, a literature review will be given for the studies 

conducted for visitor number prediction of museums. 

Normal et al. applied the CRISP-DM 

methodology to perform the research. They 

developed and built four different types of regression 
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models using R and its machine learning packages to 

model number of visitors. Predictions of visitor 

number were then generated from each of the four 

models, and forecast accuracy was measured. The 

extreme gradient boost model was found to be the 

most effective, with an average forecast accuracy of 

93% and the lowest forecast variability when 

benchmarked against the actual visitor number from 

the test data set. [10]. 

The number of museum visitors in Turkey 

between 2001 and 2019 and the probable number of 

museum visitors in 2037 were estimated using time 

series. According to research, it can be said that 

number of visitors of museums and ruins have an 

increasing trend. The number of visitors is estimated 

to be 84.641.851 in 2037. It is concluded that the Box-

Jenkins models, which is generated for the number of 

visitors to museums and ruins, were statistically 

significant (p<0.05). The MAPE value (7.8694) 

showed that the series contains highly usable 

estimates [6]. 

By selecting 3 different museums in 

Thailand, the average number of visitors was 

estimated according to the number of visitors of 3 

museums with a newly created method. Four different 

methods were used in this study. The RF and 

XGBoost models have average accuracy of 56.99% 

and 58.08%, respectively. Regarding the proposed 

method, the highest average accuracy was 85.14 and 

83.13% for proposed method D [11]. 

The number of visitors was estimated by 

applying a GIS-based method for open-air museums 

in Denmark. The results of the correlation analysis 

must be read with considerable caution, as the model 

is based on data with very low spatial resolution, 

which can be mitigated by using higher-resolution 

demographic, economic, and social data, but at 

prohibitive costs. The data were analyzed using 

multiple linear regression (R2=0.94) [12]. 

Recent studies have focused on predicting 

visitor numbers using advanced machine learning 

techniques. In this context, a comprehensive 

prediction model was developed to identify key 

factors influencing the visitation patterns of both local 

and foreign tourists to these protected regions in 

Sarawak, Malaysia. The study employed a range of 

machine learning methods, including k-NN, Naive 

Bayes, and Decision Tree, to forecast whether visitor 

arrivals would be high, medium, or low. The dataset 

comprised visitor arrival information from 2015 to 

2019, covering eighteen totally protected areas such 

as national parks, nature reserves, and wildlife 

centers. Performance evaluation based on accuracy, 

precision, and recall highlighted that the Decision 

Tree method, particularly using Gain Ratio, yielded 

the highest prediction accuracy for both local 

(80.65%) and foreign visitors (84.35%) [13].   

Another research has focused on leveraging 

machine learning techniques to forecast visitor 

numbers to tourist attractions along the Moche Route 

in northern Peru. The data, spanning from January 

2011 to May 2022. The research evaluated the 

performance of four machine learning algorithms: 

linear regression, KNN regression, decision tree, and 

random forest. The findings revealed that linear 

regression provided the most accurate predictions for 

both domestic and international tourists [14].  

Utilizing monthly tourist data spanning 2012 

to 2018, employed XGB and GM learning models to 

examine the tourist volume in Sanya over the past 

seven years. The forecast accuracy of these models is 

compared both demonstrating high prediction 

accuracy. Based on these fitting results, a combined 

model is proposed to predict the tourist volume, 

number of overnight transit tourists, and tourist 

income in Sanya, China for 2019 and 2020 [15]. 

The capacity to accurately forecast visitor 

numbers has become increasingly vital for science 

centers aiming to optimize operations and enhance 

visitor experiences.  

In the digital era, the ability to predict visitor 

attendance plays a pivotal role in enabling science 

centers to efficiently allocate resources and compete 

globally in attracting and engaging audiences. 

Looking forward, the demand for advanced predictive 

analytics continues to surge, offering the potential to 

revolutionize the strategic decision-making processes 

of science centers worldwide. 

In alignment with this vision, this study aims 

to explore the potential of artificial neural network 

(ANN) algorithms to forecast the influx of visitors in 

science centers. By examining factors such as weather 

conditions, special occasions, and historical visitor 

behavior, predictive models are developed to provide 

an accurate understanding of future attendance trends. 

The study utilizes extensive data analytics and 

cutting-edge machine learning techniques to offer 

science centers insights into visitor behavior and 

preferences. 

While previous research has concentrated on 

forecasting visitor numbers in a variety of contexts, 

this study aims to differentiate itself in the field of 

science centers by striving to comprehensively 

optimize strategic decision-making processes. This 

study aims to conduct a forecasting study using 
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artificial intelligence techniques with visitor data 

from Konya Science Centre, thus drawing a new route 

aiming to improve visitor experiences, promote 

sustainability and increase public interest in science 

and technology. 

The following sections of this article 

summarize the methodology used (Section 2), present 

the findings and conclusions (Section 3), and 

conclude with reflections on the transformative 

potential of predictive analytics in science center 

management (Section 4). 

The following research questions (RQs) were 

stated by taking into account the research gap on this 

topic: 

RQ1: How can science centers and cultural 

institutions accurately forecast visitor numbers to 

optimize resource allocation and enhance visitor 

experiences in an increasingly dynamic and 

technology-driven world? 

RQ2: What new techniques can be utilized to 

overcome the limitations of traditional methods in 

predicting visitor behaviors and supporting strategic 

decision-making processes in science centers? 

 

2. Material and Method 

 

Understanding visitor behavior in science centers 

requires a rigorous approach to data collection and 

analysis. In this section, we outline the methodologies 

used to collect, process, and analyze data. 

 

2.1. Data Collection 

 

In this study, analysts played a key role in forecasting 

visitor numbers at science center using a variety of 

methods, including both Konya Science Center’s 

visitor data between 2020 and 2023 and other types of 

data such as meteorological data. Analysts worked on 

collecting, processing and analyzing visitor data. Daily, 

monthly and annual visitor numbers were collected 

from the Konya Science Center. In addition, 

meteorological data from government agencies were 

used to understand the impact of weather conditions 

and special events on visitor flow. 

 

2.2. Data Analysis 

 

The data analysis phase involved creating and 

evaluating a neural network model to predict visitor 

numbers at science centers.  

Feature engineering involved converting 

meteorological data into measurable measurements 

suitable for predictive modeling. This conversion 

process increased the accuracy and reliability of 

predictions by converting raw data into a format that 

can be easily interpreted by machine learning 

algorithms [16]. To achieve this, the following steps 

were taken: 

Temperature data was converted from 

continuous values into discrete categories to simplify 

analysis and capture the varying impacts of different 

temperature ranges on visitor numbers. The categories 

were defined as follows: 

• Very Hot: 30°C and above = 6 

• Hot: 25°C - 30°C = 5 

• Warm: 20°C - 25°C = 4 

• Cool: 15°C - 20°C = 3 

• Cold: 10°C - 15°C = 2 

• Very Cold: Below 10°C = 1 

Precipitation data, which can significantly 

influence visitor behavior, was also categorized to 

capture different levels of rainfall: 

• Heavy Rain: 15 mm and above = 6 

• Moderate Rain: 5 mm - 15 mm = 5 

• Light Rain: 1 mm - 5 mm = 4 

• No Rain: 0 mm (dry) = 3 

Wind speed data was categorized to reflect 

varying degrees of wind conditions, which could affect 

the comfort and safety of visitors. 

• Very Strong Wind: 20 km/h and above = 6 

• Strong Wind: 15 km/h - 20 km/h = 5 

• Moderate Wind: 10 km/h - 15 km/h = 4 

• Light Wind: 5 km/h - 10 km/h = 3 

• Calm: Below 5 km/h = 2 

The model consisted of 9 input nodes 

representing factors such as weather conditions, events, 

and historical visitation patterns, and a single output 

node for estimated visitor numbers. 

Input parameters: 9 input parameters were used 

for each ANN model. The input parameter distributions 

are as follows: holidays (two), seasons (four), 

meteorological data (three). 

Target parameters: daily visitor numbers 

For categorical variables such as holidays, and seasons, 

a binary coding scheme was adopted, where a value of 

1 indicates the presence of the condition and a value of 

0 indicates its absence (Figure 1). Meteorological data 

such as daily air temperature, precipitation amount, and 
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wind speed were divided into high, medium and low 

levels to facilitate analysis. These adjustments were 

made to optimize the modeling process and increase the 

accuracy of predictions. With the implementation of 

these improvements, the models were finalized and 

ready for analysis. 

 

 

 
Figure 1. Input and target parameters. 

 

Data were cleaned, inconsistencies and missing 

values were removed, and normalized for uniformity. 

Three optimization algorithms (Levenberg-

Marquardt, Bayesian Regularization, and Scalar 

Conjugate Gradient) with various hidden layers (2 to 

20) were used and trained iteratively for 10 epochs. 

These are the hyperparameter values used for the 

scaled conjugate: maximum number of epochs 1000; 

performance goal 0; minimum performance gradient 

1e-6; maximum validation failures 6; epochs between 

displays 25. These are the hyperparameter values 

used for the Bayesian regularization maximum 

number of epochs to train 1000; decrease factor for 

mu 0.1; increase factor for mu 10; minimum 

performance gradient 1e-7; maximum validation 

failures 0. These are the hyperparameter values used 

for the Levenberg-Marquardt Maximum number of 

epochs to train 1000; performance goal 0; maximum 

validation failures 6; minimum performance gradient 

1e-7; initial mu 0.001; increase factor for mu 10; 

maximum value for mu 1e-10. 

Training, validation, and testing subsets were 

produced by randomly splitting the data in the ANN. 

Each model was trained using the chosen 

algorithm and hidden layers, and the parameters were 

set to minimize the difference between predicted and 

actual visitor numbers. Measurements such as mean 

square error was used in the evaluation. 

3. Results and Discussion 

 

The analysis of results from this study provides 

valuable insights into the performance of various 

optimization algorithms and neural network 

architectures in predicting visitor numbers to science 

centers. By meticulously comparing the effectiveness  

 

 

of different model variants, configurations that offer 

precise predictions were pinpointed, illuminating the 

critical factors shaping visitor flows. 

The employed ANN models consisted of one 

hidden layer, 9 inputs, and one target (Figure 2).  

Figure 2. Neural network diagram. 

 

Each model was executed 10 times for 

between 2 and 20 neurons to find the optimal number 

of neurons in its hidden layer. The best execution 

results were given in Table 1 for each algorithm. 

 
Table 1. Analysis of the results 

Algorithm R MSE MAPE 

Bayesian 

regularization 

0.9281 16271.73 15.0594 

Levenberg-

Marquardt 

0.9272 16311.58 13.5158 

Scaled conjugate 

gradient 

0.9306 15565.52 13.9231 
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Moreover, the best results’ training, testing, and 

validation values are given in Fig. 2, Fig. 3, Fig. 4 for 

Levenberg–Marquardt, Bayesian regularization, and 

scaled conjugate gradient algorithms, respectively. 

 

Figure 3. Best results of the Bayesian regularization 

algorithm (Layer 12). 
 

 

Figure 4. Best results of the Levenberg–Marquardt 

algorithm (Layer 11). 
 

 

Figure 5. Best results of the scaled conjugate gradient 

algorithm (Layer 19). 

 

The error histogram graphics are given in Fig. 6, Fig. 

7, Fig. 8 for the three algorithms.  

 

Figure 6. Bayesian regularization algorithm’s error 

histogram values. 

 

 

Figure 7. Levenberg–Marquardt algorithm’s error 

histogram values. 

 

 

Figure 8. Scaled conjugate gradient algorithm’s error 

histogram values 

 

The error histogram, with blue bars 

representing training data, green bars for validation 

data, and red bars indicating testing data, offers a 

visual representation of outliers. These outliers are 

data  

https://www.sciencedirect.com/science/article/pii/S2215098619327697#f0030
https://www.sciencedirect.com/science/article/pii/S2215098619327697#f0035
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points where the fit deviates significantly from the 

majority of the data. 

The performance graphics are presented in 

Fig. 9, Fig. 10, Fig. 11 for the Levenberg–Marquardt, 

Bayesian regularization, and scaled conjugate 

gradient algorithms, respectively.  

 

Figure 9. Bayesian regularization algorithm’s 

performance values 
 

 

Figure 10. Levenberg–Marquardt algorithm’s 

performance values 
 

Figure 11. Scaled conjugate gradient algorithm’s 

performance values 

 

 

Among the ANN training algorithms, it has been 

observed that the scaled conjugate gradient algorithm 

gives the best effect in layer 19 of the hidden layer. 

The results of the scaled conjugate gradient algorithm 

are as follows: Training R=0.93739, Test R= 0.90645, 

Validation R=0.93069, All R=0.93069.  

 

4. Conclusion and Suggestions 

 

In conclusion, this study highlights the important role 

that predictive analytics plays in the management of 

science centers, particularly in predicting visitor 

numbers to optimize resource allocation and improve 

visitor experiences. Through the use of artificial 

neural network (ANN) algorithms, this research 

found that: The effectiveness of predictive models in 

accurately predicting future attendance trends by 

taking into account a variety of factors such as 

weather conditions, special occasions, and historical 

visitor behavior. 

The integration of comprehensive data 

analytics and advanced machine learning techniques 

has provided insights into visitor behavior and 

preferences, allowing science centers to make 

informed, data-driven decisions and adapt their 

offerings to meet changing audience needs. These 

findings illuminate the transformative potential of 

predictive analytics in shaping the landscape of visitor 

engagement strategies, thereby contributing to the 

enduring sustainability and prosperity of science 

center operations. 

As science centers continue to adapt to 

changing technological and societal dynamics, 

adopting advanced analytical methodologies and 

leveraging the capabilities of ANN algorithms will 

continue to be imperative. Predictive analytics 

remains an indispensable tool to guide strategic 

decision-making and ensure continued relevance in 

an increasingly competitive environment.  

In the study conducted for 3 museums in 

Sinop, which is included in the literature, the best 

result was achieved with the Levenberg - Marquardt 

method with an R value of 0.99 [3]. Our study was 

conducted specifically for the science centers, and the 

best result was obtained with the scaled conjugate 

algorithm with an R value of 0.93. 

This study is of significant value to science 

centers in their operational activities, such as 

determining the days on which a science center will 

be closed based on the number of visitors at any given 

https://www.sciencedirect.com/science/article/pii/S2215098619327697#f0045
https://www.sciencedirect.com/science/article/pii/S2215098619327697#f0050
https://www.sciencedirect.com/science/article/pii/S2215098619327697#f0055
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time or identifying the most suitable days for planning 

science events. The lack of visitor estimates for 

science centers using this method in the literature 

makes the study more important. It would be 

beneficial for science center curators and for visitors 

or schools who wish to plan or book a visit to the 

museum if the calendar heat map could be displayed 

on the museum website. Such a feature would provide 

visitors with information that could influence their 

decision to visit the museum.  

It might be worth considering whether the 

proposed method could be applied to other science 

centers as well. It would also be helpful to bear in 

mind that all science centers must be in a similar 

situation, such as similar weather conditions.  

The data that support the findings of this 

study are available from the corresponding author, 

upon reasonable request. 
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