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Abstract: Sound classification is one of the crucial study areas in machine learning and sound forensics. However, there are 
limited studies on sound forensics or sound-based crime investigations in the digital forensics literature. In this work, a novel 
area of sound forensics is presented: car interior sound classification (CISC). The main aim of CISC is to identify a car using 
its interior environmental sound. A car interior sound dataset was collected using 10 car models. This CISC model includes 
feature generation using the local binary four pattern and one-dimensional multilevel discrete wavelet transform (DWT), 
iterative ReliefF-based feature selection, and classification. k-nearest neighbors (kNN) and support vector machine (SVM) 
were utilized as classifiers to demonstrate the general success of the proposed learning model for CISC. The accuracy rates 
were calculated as 93.72% ± 0.37 and 95.04% ± 0.30 with kNN and SVM, respectively. These results demonstrate the success 
of the proposed method.  
 
Key words: Car interior sound classification, Iterative ReliefF, Local Binary Four Pattern, Environmental sound classification, 
Sound forensics Analysis, Cyber Crime. 
 

Çok Seviyeli Yerel İkili Dört Desenler ve İteratif ReliefF Tabanlı Yeni Bir Araç İçi Ses 
Sınıflandırma Yöntemi  

 
Öz: Ses sınıflandırması, makine öğrenimi ve ses adli bilişiminde önemli çalışma alanlarından biridir. Ancak, dijital adli bilişim 
literatüründe ses adli bilişimi veya ses tabanlı suç soruşturmaları üzerine sınırlı sayıda çalışma bulunmaktadır. Bu çalışmada, 
ses adli bilişiminde yeni bir alan sunulmaktadır: araç içi ses sınıflandırması (CISC). CISC’nin temel amacı, araçların iç ortam 
seslerini kullanarak tanımlanmasıdır. Bu amaçla, 10 farklı araç modeli kullanılarak bir araç içi ses veri seti oluşturulmuştur. 
CISC modeli, yerel ikili dört desen ve tek boyutlu çok seviyeli ayrık dalgacık dönüşümü (DWT) ile özellik çıkarımını, iteratif 
ReliefF tabanlı özellik seçimini ve sınıflandırmayı içermektedir. Modelin genel başarısını göstermek için k-en yakın komşu 
(kNN) ve destek vektör makinesi (SVM) sınıflandırıcıları kullanılmıştır. kNN ve SVM ile elde edilen doğruluk oranları 
sırasıyla %93,72 ± 0,37 ve %95,04 ± 0,30 olarak hesaplanmıştır. Bu sonuçlar, önerilen yöntemin başarısını ortaya koymaktadır. 
 
Anahtar kelimeler: Araba iç ses sınıflandırması, döngüsel rölyef, yerel ikili dört desen, çevresel ses sınıflandırması, ses adli 
bilişimi analizi, siber suç. 
 

1. Introduction 
 

In recent years, many environmental sound classification (ESC) methods have been presented for signal 
processing and digital forensics. There are many studies in the literature for determining environmental sounds. 
Studies generally cover topics such as environment monitoring [1, 2], health applications [3], diagnostic systems 
[4-8], environment recognition [9], cyber security [10, 11], fault detection [12, 13] and different ambient sounds 
[14, 15]. Generally, common studies are in the field of ESC [16-20]. In digital forensics, many sound data are 
obtained from the digital storage device [10, 21, 22]. The sounds are listened by the examiner for a detailed 
understanding of the sounds obtained. The frequency values that the human ear can hear are limited. Human 
auditory system cannot detect some evidence in sound format [23]. While law enforcement officers follow 
criminals, they usually use ways such as listening to the environment and listening to the phone. Obtaining 
information such as the location and environment of the criminal from a sound data can provide great convenience 
in terms of following the suspect. For instance, when there is no information about the suspect, law enforcement 
officers have difficulties following up [24]. Follow-up can be made easier with the predict of the crime scene. 
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Automatic sound classification methods aim to achieve fast results by minimizing human errors. Thus, at the 
moment of the incident, fast and error-free information about the crime is obtained [25, 26].  

There are many classification studies in the literature using local binary pattern. Some of them are given as 
follows. Güner et al. [27] showed that LBP can be used to classification of different modulation types. Gupta et 
al. [28] used an optimized binary pattern algorithm to classify white blood cells. Hu et al. [29] demonstrated the 
performance of LBP for the classification of pump vibrations for IoT systems. 

Classification of environmental sounds is a subject of signal processing [30, 31]. Many different methods have 
been used in signal processing, such as deep learning, machine learning, and artificial neural networks [32-37]. 
The aim of all studies is to present high accurate sound classification method for sound signals [38]. There are 
different studies in the literature on sound classification/detection using artificial intelligence methods and some 
of these are; Fan et al. [39] proposed a model for classification different environmental sounds for use in hearing 
aids. It is aimed to automatically classification 5 different environmental sounds (bus, subway, street, indoor and 
car) using deep neural networks. They proposed algorithm has achieved a classification rate of 98.8%. Jaber et al. 
[40] suggested a classification algorithm for disease detection using lung sounds. Random Forest, AdaBoost, 
Gradient Boosting algorithms are used. The dataset consists of 5 classes and 99.04% accuracy classification rate 
is shown. Shen et al. [41] proposed a system for classification of sound events obtained from real environments. 
The proposed system uses Gaussian mixture models and Mel-Frequency Cepstral Coefficients (MFCCs). 
Accuracy rate was calculated as 91.36% for 8 classes. Saki and Kehtarnavaz [42] proposed a method for real-time 
classification of sound signals obtained from hearing aids. The three-level model is intended to distinguish music, 
speech and noise. With their model, it was demonstrated that traditional classification models could be reached 
high accuracies. Abdoli et al. [16] presented a classification model based on 1D Convolution Neural Network 
(CNN). Their model resulted 89% accuracy on UrbanSound8k dataset [43]. Medhat et al. [44] applied the deep 
CNN method of the spectrograms of the used sound signals. Masked ConditionaL Neural Network (MCLNN) 
model was applied on ESC-10 and ESC-50 datasets [22]. Chen et al. [45] emphasized that the CNN model used 
in ESC caused information loss during pooling. In their study, a model to eliminate data loss during pooling was 
presented. Souli et al. [46] presented an approach to the classification of environmental sounds. Scatter transform 
and principal component analysis (PCA) were used to extract the feature vectors of the sound signals. It achieved 
92.22% classification performance using SVM classifier. López-Pacheco et al. [47] suggested a method for 
classification of urban sounds. Orthogonal Matching Pursuit (OMP) algorithm was used as a feature generation 
method. The results obtained showed that it was successful in determining the dominant sounds in urban dataset. 
Tuncer et al. [48] presented a model for disease detection in sound signals. Their model consisted of feature 
extraction with 1D-LBPNet, informative feature selection with NCA and classification using 1NN. Sounds were 
classified with an accuracy of 98.83%. AlQahtani [49] presented a model to facilitate forensic investigations. 
Experimental studies showing the problems of sound recognition environments about the model were presented. 
The K-Nearest Neighbors classifier was utilized as classifier. Muhammad and Alghathbar [10] presented an 
experimental study on sound media detection in digital forensics. MFCCs algorithm was employed as feature 
generator. In addition, MPEG-7 audio dataset was proposed. Their dataset contained 10 classes and they reached 
to 75% from 90% classification accuracies.  
 
1.1. Motivation of this work 

 
In this paper, our main aims are to define a sub-branch of ESC and develop a novel sound forensics method. 

Therefore, we used car interior sounds, and a novel CISC method is presented. We collected a sound dataset, which 
contains 700 sounds with 10 classes. To accurately classify this dataset, a novel learning model is presented in this 
work.   
 
1.2. Our Method 

 
In this study, a novel CISC method is proposed using sounds obtained from the 10 most commonly used C-

class cars in the world market. This dataset contains 10 different car models, and each class has 70 sound signals, 
totaling 700 sounds. Our method is multileveled and includes multileveled feature generation with LBFP, iterative 
feature selection with ReliefF, and classification phases. Our fundamental goals are outlined as follows. We used 
a 7-level one-dimensional discrete wavelet transform to generate low, medium, and high-level features. LBFP uses 
four variable patterns to comprehensively generate features, with 544 features extracted at each level. A total of 
544 x 8 = 4352 features are generated (LBFP is applied to the raw sound signal and 7 low-pass filters of it). The 
most valuable features are selected using IRF, and the selected features are then forwarded to classifiers. 

 
 



Erhan AKBAL, Sengul DOGAN, Turker TUNCER 
 

65 
 

1.3. Contributions 
 

Our contributions are given as below. 
• In this paper, we define a novel ESC-like study area, which can be considered a sub-branch of ESC. The 

study area we present is car interior sound classification (CISC). CISC is directly dependent on the 
automotive industry, digital forensics, signal processing, and machine learning. To propose a novel model 
for CISC, we collected a car interior sounds (CIS) dataset. 

• A novel multileveled feature generation method is presented using a new feature generation approach. 
The proposed LBFP uses four variable patterns to comprehensively extract features from CIS. ReliefF 
faces an optimal feature selection problem; therefore, iterative ReliefF is introduced to choose the optimal 
number of features. SVM and kNN were utilized as classifiers. The proposed LBFP and IRF-based 
method achieved high success rates using conventional classifiers. This demonstrates the discriminative 
strength of the LBFP and IRF-based feature extraction and selection processes. A classification accuracy 
of 95.86% was achieved using this method for CISC. 

 
2. Materials 

 
We curated CIS from YouTube point-of-view (PoV) drive videos [50]. Road conditions are given as follows. 

The sounds of these cars were collected on dry and asphalt roads. We selected 10 widely preferred car models, 
and the acoustics of these cars were recorded using the Windows audio recorder in m4a format. These sounds were 
segmented into 3–5-second frames, and their frequency is 48 KHz. The segmentation of the sounds into 3–5-
second frames was deliberately chosen to balance the need to capture meaningful audio information. Variations in 
segment length accommodate differences in the acoustic events captured in each recording. For example, longer 
segments can include transitions or continuous sounds necessary for context, while shorter segments ensure that 
isolated or discrete sounds are not lost in the analysis. The interval also aligns with the duration of steady-state in-
car sounds under consistent conditions (e.g., driving on a paved road). This approach minimizes the risk of 
introducing noise or losing important details due to excessively short or excessively long segments. By defining a 
flexible yet controlled segmentation interval, the dataset is designed to maintain high quality for feature extraction 
and classification of the in-car sound environment. Additionally, this approach helps create a balanced dataset. In 
some cars, the collected interior sounds are longer than in others. Therefore, sound segments of varying lengths 
were used. 

The attributes of the collected CIS dataset are listed in Table 1. These cars use petrol (gasoline) engines and 
manual transmissions. 

 
Table 1. Attributes of the collected CIS dataset. 

 
No Model Observation No Model Observation 
1 Clio 4 - 2018 70 6 Meganne 4 - 2018 70 
2 Fiat Egea 1.4 - 2018 70 7 Passat B8 - 2018 70 
3 Ford Focus Mk4- 2018 70 8 Peugeot 308 - 2019 70 

4 Golf VII - 2019 70 9 Skoda Octavia - 2019 70 
5 Honda Civic - 2018 70 10 Toyota Corolla XI - 2018 70 

  
As seen in Table 1, the collected CIS dataset has 700 sounds. This dataset named as CISC10. The graphical 

demonstration of the samples of the CISC10 is shown in Figure 1. 
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Figure 1. Graphical demonstration of the samples of CISC10 dataset according to classes. 

 
3. The proposed CISC model 

 
A novel learning model is presented in this paper. Our model uses the proposed LBFP for feature generation, 

IRF to select meaningful features and SVM [51], kNN [52, 53] for classification. The used feature generation 
phase is multileveled. In order to achieve, low, medium and high features should be generated. Therefore, we used 
one dimensional multilevel DWT [54] for decomposition. Multileveled DWT is applied on CIS and seven low 
pass coefficients are obtained. LBFP extracts 544 features from each low pass coefficients and raw CIS. These 
features are concatenated and 4352 features are generated. IRF selects 693 most valuable from the generated 4352 
features. These 693 features are utilized as input of the kNN and SVM classifiers and predictive results are 
calculated. The proposed LBFP and IRCA based CISC method is summarized as Figure 2. 

 

 
 

Figure 2. Demonstration of the block diagram of our proposed CISC method. 
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The used phases and steps of the proposed method are explained in subsections. 
 
3.1. The proposed LBFP based multileveled feature generation 

 
Our first phase is LBFP based multileveled feature generation. In this phase, multilevel DWT decomposition 

[55, 56], feature extraction with LBFP and feature concatenation processes are used. Details of LBFP also in this 
section.  

 
Step 0: Load CIS. 
Step 1: Apply multilevel 1D-DWT on the loaded CIS. As it can be seen from Equations 1-2. 
 
[𝑙𝑜𝑤%	ℎ𝑖𝑔ℎ%] = 𝑑𝑤𝑡(𝐶𝐼𝑆, 𝑠𝑦𝑚4)     (1) 

 
[𝑙𝑜𝑤89%	ℎ𝑖𝑔ℎ89%] = 𝑑𝑤𝑡(𝑙𝑜𝑤8, 𝑠𝑦𝑚4), 𝑘 = {1,2, … ,6}     (2) 

 
where 𝑙𝑜𝑤8 and ℎ𝑖𝑔ℎ8	denote kth leveled low pass filter and high pass filter coefficients, 𝑠𝑦𝑚4 represnets 

symlets 4 filter. This filter has been mostly preferred signal processing application for decomposition and noise 
reduction. Therefore,	𝑠𝑦𝑚4 filter is chosen and this filter is one of the commonly used noise reduction wavelet 
filters. The selection of level 7 in DWT decomposition is aimed at obtaining the most optimal level of features and 
frequency content of in-car audio signals in accordance with the sound dimension. Higher decomposition levels 
effectively capture low-frequency, steady-state sounds specific to vehicle interiors by separating frequency 
components in greater detail. At level 7, the approximation coefficients retain sufficient detail to represent these 
low-frequency components while discarding irrelevant high-frequency noise. Although detail coefficients are 
widely used in signal classification and feature engineering, in this study, the approximation coefficients are 
utilized to focus on the salient acoustic features critical for in-car audio classification. This selection also minimizes 
noise originating from the nature of the signal. Furthermore, experiments have demonstrated that the level 7 
approximation coefficients combined with the proposed LBFP method provide the highest classification 
performance among various parameter configurations. 

 
Step 2: Extract 544 features from 𝐶𝐼𝑆 and low pass filter coefficients by using LBFP. 
 
𝑓𝑒𝑎𝑡% = 𝐿𝐵𝐹𝑃(𝐶𝐼𝑆)     (3) 

 
𝑓𝑒𝑎𝑡H = 𝐿𝐵𝐹𝑃(𝑙𝑜𝑤HI%), 𝑡 = {2,3, … ,8}     (4) 

 
𝑓𝑒𝑎𝑡H is tth feature vector. 
 

As it can be seen Equations 3-4, the fundamental function of the feature generation is LBFP. LBFP is a LBP 
like feature extractor. It uses four variable patterns and these patterns extract 256, 256, 32 and 32 features 
respectively. Finally, these features are fussed and 544 features are obtained. LBFP procedure is explained in 
below steps. 

 
Step 2.1: Divide 𝐶𝐼𝑆 into 9 sized overlapping windows. As it can be seen from Equation 5. 
 
𝑤𝑖𝑛𝑑𝑜𝑤M = 𝐶𝐼𝑆(𝑖: 𝑖 + 8), 𝑖 = {1,2, … , 𝐿}, ℎ = {1,2, … , 𝐿 − 8}	     (5) 
  

where  𝑤𝑖𝑛𝑑𝑜𝑤M hth 9 sized overlapping windows, 𝐿 represents length of the CIS. 
 
Step 2.2: Generate binary features using signum function and the defined 4 patterns. The used patterns are shown 
in Figure 3. 
 

These patterns (See Figure 2) are used to generate features with signum function. Equation of signum function 
is shown in Equation 6. 
 
𝑠𝑔𝑛𝑚(𝑃Q, 𝑃R) = S0, 𝑃Q − 𝑃R < 0

1, 𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 	     (6) 
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where 𝑠𝑔𝑛𝑚(. , . ) is signum function, 𝑃Q and 𝑃R denote first and second parameters of the signum function 
respectively. Explanation of the bit generation procedure of the proposed LBFP is shown in Equations 7-10. 
 

 
 

Figure 3. The used patterns in the proposed LBFP. 
 
𝑏𝑖𝑡%(𝑖) = 𝑠𝑔𝑛𝑚Z𝑤𝑖𝑛𝑑𝑜𝑤(𝑖), 𝑤𝑖𝑛𝑑𝑜𝑤(5)\, 𝑖 = {1,2, … ,9}, 𝑖 ∉ {5}     (7) 

 
𝑏𝑖𝑡_(𝑗) = 𝑠𝑔𝑛𝑚Z𝑤𝑖𝑛𝑑𝑜𝑤(𝑗), 𝑤𝑖𝑛𝑑𝑜𝑤(𝑗 + 1)\, 𝑖 = {1,2, … ,8}     (8) 

 
𝑏𝑖𝑡a(𝑔) = 𝑠𝑔𝑛𝑚Z𝑤𝑖𝑛𝑑𝑜𝑤(𝑔), 𝑤𝑖𝑛𝑑𝑜𝑤(10 − 𝑔)\, 𝑔 = {1,2,3,4}     (9) 

 
𝑏𝑖𝑡b(𝑔) = 𝑠𝑔𝑛𝑚Z𝑤𝑖𝑛𝑑𝑜𝑤(𝑔), 𝑤𝑖𝑛𝑑𝑜𝑤(𝑔 + 5)\   (10) 

 
where 𝑏𝑖𝑡%, 𝑏𝑖𝑡_, 𝑏𝑖𝑡a and 𝑏𝑖𝑡b denote extracted bits with binary pattern (BP) [57], linear binary pattern (LiBP), 
center symmetric binary pattern (CSBP) and symmetric linear binary pattern (SLBP) respectively. 𝑖, 𝑗 and 𝑔 values 
represent index values. As it can be seen from Equations 7-10, BP, LiBP, CSBP and SLBP extracts 8, 8, 4 and 4 
bits respectively. 
 
Step 2.3: Construct four map values using the extracted bits and binary to decimal value conversion. As it can be 
seen from Equations 11-14. 

𝑚𝑣%(ℎ) =d𝑏𝑖𝑡%(𝑖) ∗ 2fIg
f

gh%

   (11) 

𝑚𝑣_(ℎ) =d𝑏𝑖𝑡_(𝑖) ∗ 2fIg
f

gh%

   (12) 

𝑚𝑣a(ℎ) =d𝑏𝑖𝑡a(𝑖) ∗ 2bIg
b

gh%

   (13) 

𝑚𝑣b(ℎ) =d𝑏𝑖𝑡b(𝑖) ∗ 2bIg
b

gh%

   (14) 

where 𝑚𝑣8 is kth map values. 
 
Step 2.4: Generate histograms of the map values. In this step, four histograms are calculated. The length of these 
histograms are calculated as 2f, 2f, 2b and 2b for BP, LiBP, CSBP and SLBP values respectively. Therefore, four 
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arrays with size of 256, 256, 16 and 16 are defined and initial values of them are assigned as 0. Histograms are 
generated by using Equations 15-17. 
 

 ℎ𝑖𝑠𝑡𝑜HZ𝑚𝑣H(ℎ)\ = ℎ𝑖𝑠𝑡𝑜HZ𝑚𝑣H(ℎ)\ + 1, 𝑡 = {1,2, … ,4}   (15) 
 

where ℎ𝑖𝑠𝑡𝑜H defines histogram of tth map value. 
 
Step 2.5: Concatenate the generated four histograms to obtain feature vector (𝑓𝑒𝑎𝑡𝑣𝑒𝑐) with length of 544. 
 
𝑓𝑒𝑎𝑡𝑣𝑒𝑐 = ℎ𝑖𝑠𝑡𝑜% ∪ ℎ𝑖𝑠𝑡𝑜_ ∪ ℎ𝑖𝑠𝑡𝑜a ∪ ℎ𝑖𝑠𝑡𝑜b   (16) 

 
where ∪ denotes concatenation operator.  
 
Step 3: Concatenate feature vector. 
𝑋 = 𝑓𝑒𝑎𝑡% ∪ 𝑓𝑒𝑎𝑡% ∪ …∪ 𝑓𝑒𝑎𝑡f   (17) 

 
where 𝑋 is concatenated feature vector with size of 4352.  
 

Step 1-3 have been defined the recommended multilevel feature extraction method. This feature extraction 
method is designed to capture the distinct features of in-car sounds. The MDWT decomposes audio signals into 
multiple levels, enabling the extraction of frequency components while reducing the noise ratio at each level. As 
a result, features are obtained in both spatial and frequency domains. Additionally, DWT serves as both a 
preprocessing and a multilevel feature extraction function, creating a multilevel feature extraction method similar 
to deep learning approaches. In this phase, LBFP is employed as the main feature extractor. 

The presented LBFP method is inspired by local binary patterns (LBP) and is specifically designed to extract 
robust and distinctive features. By utilizing four unique patterns—binary pattern (BP), linear binary pattern (LiBP), 
center-symmetric binary pattern (CSBP), and symmetric linear binary pattern (SLBP)—LBFP captures hidden 
patterns in overlapping signal windows. Each pattern provides a different perspective on the signal structure, 
enabling the extraction of nuanced, texture-like features from a 1D audio signal. For instance, BP captures local 
differences between sample points, while CSBP and SLBP extract more global and symmetric relationships. 

The proposed method leverages the complementary strengths of both approaches by combining DWT with 
LBFP. DWT performs multi-resolution analysis, filtering out noise and focusing on meaningful frequency 
components, while LBFP extracts descriptive features from the processed signals. Experimental results 
demonstrate that integrating DWT and LBFP in this manner achieves optimal performance. 

 
3.2. Iterative ReliefF feature selector 

 
Relief [58] has been mostly used feature selector in the literature and improved version of the Relief is named 

as ReliefF. Both Relief and ReliefF [59] generates weights. Relief uses Euclidean distance-based fitness function 
but ReliefF uses Manhattan distance-based fitness function to calculate optimal weights of each features. In this 
work, ReliefF is selected as feature selector. The generated negative weighted features can be assigned as 
redundant feature. However, number of optimal features has been selected parametrically. To automatically select 
number of optimal features, iterative ReliefF (IRF) is chosen as feature selector. To calculate error values, we need 
a classifier. kNN is selected as error value calculator in this work. Steps of our IRF based feature selection are 
given as below. 

 
Step 4: Apply IRF function to generated features (𝑋) for selecting final features use Equation 18. 
𝑓𝑒𝑎𝑡l = 𝐼𝑅𝐹(𝑋, 𝑦)   (18) 

 
where 𝑓𝑒𝑎𝑡l represents selected features, 𝐼𝑅𝐹(. , . ) defines the used supervised feature selection function and 𝑦 
denotes target. 
Steps of the IRF function are; 
 
Step 4.1: Apply ReliefF function to features (𝑋) for calculation weights and sorted indices of the weights. Equation 
19 showed below. 
 
[𝑤𝑒𝑖𝑔ℎ𝑡	𝑖𝑛𝑑𝑒𝑥] = 𝑅𝐹(𝑋, 𝑦)   (19) 
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where 𝑅𝐹 is ReliefF function, 𝑤𝑒𝑖𝑔ℎ𝑡 ReliefF weights and 𝑖𝑛𝑑𝑒𝑥 is sorted indices. 
 
Step 4.2: Set lower and upper bounds for number of features. This step is applied to decrease time cost of the IRF. 
In this work, lower and upper bounds are selected as from 100 to 1100 respectively.  
 
Step 4.3: Calculate error values iteratively used to Equations 20,21. 
 
𝑓𝑒𝑎𝑡𝑢𝑟𝑒HIpp(𝑖) = 𝑋Z𝑖𝑛𝑑𝑒𝑥(𝑖)\, 𝑡 = {100,101,… ,1100}, 𝑖 = {1,2, … , 𝑡}   (20) 

 
𝑒𝑟𝑟𝑜𝑟(𝑡 − 99) = 𝑘𝑁𝑁(𝑓𝑒𝑎𝑡𝑢𝑟𝑒HIpp, 𝑦, 1, 10,𝑀𝐷)   (21) 

 
The parameters of the 𝑘𝑁𝑁 functions are given as follows. These are features, target, k value, cross validation 
parameter (10-fold CV is used), and distance metric (𝑀𝐷 is manhattan distance). 
 
Step 4.4: Calculate minimum error value and index of it with Equation 22. 
 
[𝑚𝑖𝑛𝑖𝑚𝑢𝑚, 𝑖𝑛𝑑𝑒𝑥tgu] = 𝑚𝑖𝑛	(𝑒𝑟𝑟𝑜𝑟)   (22) 

 
Step 4.5: Select optimal number of features by using index of minimum error (𝑖𝑛𝑑𝑒𝑥tgu) used Equation 23. 
 
𝑓𝑒𝑎𝑡l(𝑖) = 𝑋Z𝑖𝑛𝑑𝑒𝑥(𝑖)\, 𝑖 = {1,2, … , 𝑖𝑛𝑑𝑒𝑥tgu + 99}   (23) 

 
In this work, IRF selected 693 features. The plotting of the calculated error values with IRF is shown in Figure 4. 
 

 
Figure 4. Error values of the IRF by using kNN classifier. 

 
3.3. Classification 

 
The classification phase is the final phase of the proposed method. The numerical performance metrics are 

calculated using classifiers. In this section, kNN and SVM classifiers are employed. The attributes of these 
classifiers are as follows: the kNN classifier used is the 1NN classifier, which uses the Manhattan distance for 
classification. The other classifier is SVM, which has various mathematical kernels. In this work, we used a 
second-degree polynomial kernel to obtain classification results. The constraint level (C) is set to 2, and the one-
vs-all method is chosen for multiclass classification. 10-fold cross-validation (CV) is one of the most preferred 
training and testing strategies in the literature, and therefore, it is used to obtain the results. 

 
Step 5: Classify selected 693 features with kNN or SVM classifiers with 10-fold CV. 
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4. Experimental results 
 
Results were shown in this section. We used two classifiers to calculate numerical results. In the classification 

papers, F1-score (𝐹1), geometric mean (𝑔𝑚𝑒𝑎𝑛) and classification accuracy (𝐶𝐴) have been widely used to obtain 
numerical results of the used classifiers. To calculate these values, number of true positives (𝑛𝑡𝑝), true negatives 
(𝑛𝑡𝑛), false positives (𝑛𝑓𝑝) and false negatives (𝑛𝑓𝑛) values should be used. We implemented the proposed 
multileveled LBFP and IRF on a desktop computer by using MATLAB2018a programming environment. By using 
MATLAB Classification Learner Tool (MCLT), kNN and SVM were executed and we generated code of the used 
classifiers and  𝐹1, 𝑔𝑚𝑒𝑎𝑛 and 𝐶𝐴 codes were added these classifiers codes. Explanation of these evaluation 
criteria were given as Equations 24-26 [60]. 

 

𝐹1 =
2𝑛𝑡𝑝

2𝑛𝑡𝑝 + 𝑛𝑓𝑛 + 𝑛𝑓𝑝 
(24) 

𝑔𝑚𝑒𝑎𝑛 = x
𝑛𝑡𝑝 ∗ 𝑛𝑡𝑛

(𝑛𝑡𝑝 + 𝑛𝑓𝑛)(𝑛𝑡𝑛 ∗ 𝑛𝑓𝑝) 
(25) 

𝐶𝐴 =
𝑛𝑡𝑝 + 𝑛𝑡𝑛

𝑛𝑡𝑝 + 𝑛𝑡𝑛 + 𝑛𝑓𝑝 + 𝑛𝑓𝑠 (26) 

  
The calculated performance criteria for each classifier were listed in Table 2. To calculate general success 

rates (average value ± standard deviation of the value), test process of each classifier was executed 1000 times. 
 

Table 2. F1-score (%), geometric mean (%) and accuracy scores of the used classifiers. 
 

Classifier Evaluation Type F1-score Geometric mean Accuracy 

kNN General 93.90±0.36 93.57±0.39 93.72±0.37 
Maximum 94.75 94.47 94.57 

SVM General 95.10±0.29 94.96.10±0.30 95.04±0.30 
Maximum 95.92 95.80 95.86 

 
Confusion matrices of the best results were shown in Figure 5. 

 
 
Figure 5.  a) Confusion matrix of the best result of the kNN  b) Confusion matrix of the best result of the SVM. 

 
 
5. Discussions and conclusions 

 
In this work, we presented a novel research area called CISC, which can be defined as a sub-branch of ESC. 

ESC is crucial for digital forensics, signal processing, and machine learning. The main aim of CISC is to identify 
a car using its cabin sound. To achieve this, we collected a novel CIS dataset. This dataset contains 700 sounds 
from 10 widely preferred car models. To demonstrate the feasibility of CISC, we introduced novel methods: the 
LBFP feature extractor and the IRF feature selector. Multilevel DWT and LBFP were used together to generate 
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low, medium, and high-level features. The most discriminative ones were selected using IRF, and the selected 
features were forwarded to kNN and SVM classifiers. Classification accuracies of 95.86% and 94.57% were 
achieved using SVM and kNN classifiers, respectively. The confusion matrices of the best results were also 
presented. As shown in these matrices, while the best result for kNN is lower than that of SVM, kNN achieved 
100.0% classification accuracy for two classes. Other widely used performance criteria were also employed. The 
general success rates (%) of kNN were calculated as 93.90±0.36, 93.57±0.39, and 93.72±0.37 for F1-score, 
geometric mean, and accuracy, respectively. For SVM, the values were 95.10±0.29, 94.96±0.30, and 95.04±0.30 
for F1-score, geometric mean, and accuracy, respectively. The statistical analysis of the results has been given 
Figure 6.  

 
 

 
(a) Mean accuracy  

(b) Mean F1-score 

 
(c) Accuracy and F1-scores of the presented models 

 
Figure 6. The statistical analysis of the computed classification accuracies and F1-scores. 

 
 

The p-value for both F1-score and accuracy in the ANOVA test is 0.0003 (approximated to a very small value 
due to numerical precision limits). This indicates that the differences in the performance metrics between the kNN 
and SVM classifiers are significant. 

To clearly demonstrate the success of the proposed LBFP and IRF-based sound classification method, 
comparative results are listed in Table 3.  
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Table 3. Comparison of the proposed classification method with other sound classification methods. 
 

Method Aim and Methods Performance Number of class 
[27] Automatic digital modulation classification 

using LBP 
95% 6 classes 

[39] 
 

ESC for implementation on hearing aid app 
using deep neural network 

98.8% 5 classes 

[29] Classification of pumps vibration and sounds 
using varying classifier and feature extractors 

99.47% 3 classes 

[40] Lung sounds classification using ensemble 
classifier algorithms 

99.04% 7 classes 

[45] ESC using dilated convolutions 78% 10 classes 
[16] ESC using 1D CNN 89% 10 classes 
[46] Audio sound classification for medical 

surveillance using SVM 
92.22% 10 classes 

[10] Environment recognition for audio forensics 
using MFCCs 

96% 4 classes 

[6] Acoustic-based fault diagnosis of roller 
bearings using a deep graph convolutional 
network 

92% 4 classes 

[12] Termite detection system based on acoustic 
using various ML algorithms  

93.83% 2 classes  

[13] Fault diagnosis of bearing and stator faults 
using acoustic signals using Nearest 
Neighbor, Nearest Mean classifier and GMM  

95.3% 3 classes 

Our Method Car interior sound classification by using 
LBFP and IRF   

95.92% 10 classes 

 
As seen in Table 3, previously presented 10-class classification methods achieved classification accuracies 

of 78%, 89%, and 92.22%, respectively. In contrast, our method achieved a 95.92% success rate on a new dataset 
with 10 classes. 
The key points of the recommended model are:  

• The SVM classifier achieved higher general and maximum performance metrics compared to kNN. 
Specifically, SVM's maximum accuracy reached 95.86%, compared to 94.57% for kNN. 

• Both classifiers show strong diagonal dominance in the confusion matrices (Figure 5), indicating accurate 
predictions for most classes. 

• SVM showcases fewer misclassifications overall compared to kNN, particularly for classes with more 
complex patterns, such as classes 8 and 9. 

• Certain classes, such as Class 10, achieved perfect classification accuracy in kNN (70/70 correct 
classifications). Similarly, SVM also yielded high precision for Class 10 but with a single 
misclassification. 

• For challenging classes like Class 8, SVM showed better performance with fewer misclassifications (3 
errors compared to 5 in kNN). 

• The low standard deviations across multiple runs (±0.36 for kNN and ±0.29 for SVM in F1-score) indicate 
that both classifiers are robust and provide consistent results across multiple test iterations. 

• The multilevel feature extraction and iterative feature selection contributed significantly to high 
classification performance. The integration of approximation coefficients from DWT and descriptive 
features from LBFP provides meaningful feature representation. 

• While SVM performs better in terms of overall metrics and generalization, kNN demonstrated strong 
performance for certain classes, especially those with less variation in features, such as Classes 1, 6, and 
10. 

• For higher accuracy and robustness, SVM is preferable, whereas kNN may be sufficient for less 
computationally intensive tasks. 

• The hierarchical extraction of features through DWT and LBFP significantly boosts the discriminative 
power of the classifiers.  
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• Misclassifications often occur between similar classes (e.g., Classes 5 and 6 or Classes 7 and 8), likely 
due to overlapping or less distinct features in these cases. Future work could focus on enhancing inter-
class separability by incorporating additional feature extraction techniques or using ensemble models. 

These results clearly demonstrate the general success of the proposed method and the feasibility of CISC. The 
benefits and novelties of the proposed LBFP and IRF-based CISC method are listed below. 

• A novel sound classification area was defined. 
• The feasibility of CISC was demonstrated using a novel learning model. 
• A new one-dimensional feature extractor, called LBFP, was introduced. 
• The optimal feature selection problem of ReliefF was solved using IRF. 
• A highly accurate CISC method was proposed, and its success was demonstrated using two classifiers. 

 
6. Future directions 

 
Our proposals for future works are; 
• People spend a significant amount of time in cars. Therefore, the car interior is crucial for digital 

forensics and crime investigation, as it can also be considered a crime scene. Consequently, many 
methods and datasets can be developed for CISC. 

• LBFP is a one-dimensional feature extractor. By using LBFP, other signal-related problems can also be 
addressed. 

• Other branches of sound forensics or ESC can be defined. 
• Novel sound forensics tools and applications can be implemented using the proposed LBFP and INCA-

based methods for crime investigators. 
• In the near future, autonomous cars and vehicles will likely become common in traffic. These cars will 

be intelligent, and to authenticate them, novel intelligent CISC methods can be developed.  
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