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ABSTRACT 

Purpose: This review aims to delve into the question of whether artificial intelligence 

(AI) could be used to create images that are linguistically and culturally relevant for 

individuals with acquired language disorders with specific consideration of Turkish. 

Images are one of highly preferred stimuli among acquired language disorders both in 

research and clinical contexts.  

 

Method: A narrative review methodology was adopted in the study by synthesizing the 

findings from previous studies. A literature review was carried out using various 

databases including Web of Science, Scopus, and EBSCO with search terms including 

“acquired language disorders”, “aphasia”, “image research”, “artificial intelligence”, 

“text-to-image generation”, and “prompt engineering”.  

 

Results: Previous studies on image research including neurotypical adults and 

individuals with aphasia were introduced to draw a comprehensive picture of what ideal 

image characteristics would involve. The potential uses of AI in acquired language 

disorders were discussed with particular focus on image generation tools by unraveling 

the options of image generation, practice of writing prompts, potential benefits and 

challenges of text-to-image generation tools, and the need to consider cultural and 

linguistic diversity in the formation of images.  

 

Conclusion: There is a lack of research that embodies AI and image research together, 

which means that there needs to be a close collaboration between the researchers in the 

field of AI and those in the aphasia rehabilitation. Regarding languages other than 

English, AI-generated image tools need to consider the unique linguistic and cultural 

characteristics of the languages concerned. It is suggested that the use of these tools 

should be promoted among speech and language therapists in their clinical practice, and 

their experiences with these tools should be documented so that image generation could 

be a part of clinical practice. 

 

Keywords: acquired language disorders, aphasia rehabilitation, artificial intelligence, 

human-computer interaction, image research, text-to-image generation, Turkish. 
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Çizimler ve Fotoğrafların Ötesinde: Yapay Zekâ Destekli Görsellerin Edinilmiş Dil 

Bozukluklarında Olası Kullanımları üzerine Geleneksel bir Derleme 

ÖZET 

Amaç: Görseller edinilmiş dil bozukluklarında araştırma ve klinik uygulamalarda en çok tercih edilen uyaranlardan 

biridir. Dil ve konuşma terapistleri (DKT) afazili bireyler için görsel oluşturma, bulma veya seçme sürecinde zorlanabilir. 

Görsellerin anlamlı ve net olması beklenebilir. Bu sebepten, seçilen görselin karşılık geldiği sözcük, ileti ve kavramları 

net bir şekilde temsil etmesi gerekmektedir (Brown & Thiessen, 2018; Pierce, 2024). Afazili bireylerin dil becerileri 

heterojen olabilir ve dil modalitelerine ait performans modaliteye özgü değişkenlik gösterebilir (örn. İşitsel ve yazılı 

anlama, tekrarlama, adlandırma, okuma, yazma). Bununla birlikte metinden görsel oluşturma araçlarını içeren Yapay 

Zekâ (YZ) teknolojisindeki son gelişmeler, afazili bireyler için uygun görsel belirleme sürecinde DKT’lere farklı bir 

seçenek sunabilir. YZ teknolojisi halen gelişmeye devam etmektedir ve YZ destekli görsel oluşturma süreçlerinin görsel 

araştırmalarına nasıl katkıda bulunacağı merak konusudur. Dolayısıyla, bu derleme YZ’nin edinilmiş dil bozukluğu olan 

bireyler için dilsel ve kültürel açıdan uygun görseller oluşturmada kullanılıp kullanılamayacağı sorusunu Türkçe özelinde 

ele almayı amaçlamaktadır. 

 

Yöntem: Bu çalışma geleneksel derleme metodolojisini benimsemiştir. Web of Science, Scopus ve EBSCO veri  

tabanlarında “edinilmiş dil bozuklukları”, “afazi”, “görsel araştırmaları”, “yapay zekâ”, “metinden görsel oluşturma”, ve 

“prompt mühendisliği” arama terimleri kullanılarak Haziran-Ağustos 2024 aralığında alan yazın taraması 

gerçekleştirilmiştir. Tarama sırasında son 10 yılda yayımlanan çalışmalar (2014-2024) öncelikli olarak incelenmiştir, 

ancak konunun edinilmiş dil bozukluklarındaki önemini vurgulamak ve kuramsal temellerini ortaya koymak amacıyla 

2014 öncesinde yayımlanan bazı kaynaklar da dahil edilmiştir. 

 

Bulgular: Bu amaç doğrultusunda derleme iki bölüme ayrılmıştır: İlk olarak, ideal bir görselde bulunması gereken 

özelliklerin neler olduğuna dair bilgi vermek üzere sağlıklı ve afazili bireyleri dahil eden görsel araştırmalarından 

bahsedilmiştir. Devamında, görsel oluşturma araçlarına odaklanarak YZ’nin edinilmiş dil bozukluklarında olası 

kullanımları hakkında bilgi verilmiştir. Görsel araştırmalarının bulguları incelendiğinde; görselin doğru şekilde tanınması, 

görselin türü ve bağlamı, görsellerin somut veya soyut olması ile kültürel faktörlerin dikkate alınması gerektiği 

belirtilmektedir. Görseller arasında özellikle el çizimlerinin araştırma ve klinik bağlamlarda uzun süreden beri kullanıldığı 

bilinmektedir. Bununla birlikte fotoğrafların popülerlik kazandığı; erişilebilirliği ve düşük maliyeti sebebiyle de bu 

popülerliğin arttığı bilinmektedir. Son yıllarda YZ’nin gelişmesi ile birlikte, metin üzerinden görsel oluşturma 

teknolojisinin DKT’ler için önemli bir seçenek olabileceği düşünülmektedir. Bu teknolojinin adlandırma da dahil olmak 

üzere farklı amaçlarla kullanılabileceği belirtilmektedir. Bu zamana kadar YZ tarafından oluşturulan görsellerin 

adlandırma veya ilişkili bir dil becerisi bağlamında incelenmediği gözlenmekle birlikte, sadece Pierce (2024) DALL-E 2 

tarafından oluşturulan görsellerin işlevselliğini değerlendirdiği bir çalışma gerçekleştirmiştir. Çalışmanın bulguları, 

isimlere ait görsellerin eylem ve cümlelere kıyasla daha net olduğunu göstermiştir (Pierce, 2024). Derlemenin ikinci 

bölümünde, edinilmiş dil bozuklukları alanında görsel uyaran kullanan araştırmacı ve DKT’lere yol gösterebilecek 

birtakım bilgiler sunulmuştur. Öncelikle görsel üretim seçeneklerinden bahsedilmiştir (örn. DALL-E 3 , Midjourney , 

Stable Diffusion , Glide , Craiyon , gibi). Devamında “kısa ve betimleyici / açıklayıcı metin” olarak tanımlanan prompt 

hakkında bilgi verilmiş (Lo, 2023), prompt yazımı için ileri düzey bir teknik veya programlama becerisine ihtiyaç 

duyulmadığı vurgulanmıştır (Adikari ve ark., 2024). Buna rağmen promptun içeriğine ve sonrasında ortaya çıkan sonuca 

(veya ürüne) dikkat çekilmiş, prompt üzerinde yapılabilecek düzenlemeler ile prompt taksonomisinin içeriğinden 

bahsedilmiştir (Oppenlaender 2022; 2024). Son olarak, metinden görsel oluşturma araçlarının olası faydaları ile zorlukları 

ve görsellerin oluşturulmasında kültürel ve dilsel çeşitliliği göz önünde bulundurma ihtiyacı dile getirilmiştir. 

 

Sonuç: YZ ve görsel araştırmalarını bir araya getiren araştırmaların sayısının oldukça az olduğu gözlenmiştir. Bu 

durum YZ ile afazi rehabilitasyonunda çalışan araştırmacılar arasında yakın bir iş birliği olması gerektiğini 

göstermektedir. Ayrıca, İngilizce dışında farklı bir dilde prompt yazılmasına olanak veren görsel üretim araçlarının 

ilgili dillerin kendine özgü dilsel ve kültürel özelliklerini dikkate alması gerekmektedir. Bu araçların dil ve konuşma 
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terapistlerinin klinik uygulamalarında kullanımının teşvik edilmesi ve görsel üretiminin klinik uygulamanın bir 

parçası olabilmesi için bu araçlarla ilgili dil ve konuşma terapistlerinin deneyimlerinin incelenmesi önerilmektedir. 

 

Anahtar Sözcükler: afazi rehabilitasyonu, edinilmiş dil bozuklukları, görsel araştırmaları, insan-bilgisayar etkileşimi, 

metinden görsel oluşturma, Türkçe, yapay zekâ 
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Introduction 

Images (or visuographic supports) are highly preferred in clinical and research settings in the 

field of Speech and Language Therapy. Images could serve as stimuli to examine language abilities 

including narratives, naming, and auditory comprehension during formal and informal assessment 

(Heuer, 2016; Heuer & Hallowell, 2007). Besides being used as part of augmentative and alternative 

communication supports to compensate for issues related to impaired or lack of natural speech 

abilities, to increase functional communication, and to augment memory or attention (Bellaire et al., 

1991; Beukelman et al., 2007; Jacobs et al., 2004; Johnson et al., 2008; Waller et al., 1998; Weissling 

& Beukelman, 2006); images are highly preferred in aphasia-friendly materials (Parr et al., 2006; 

Özperçin et al., 2023). Individuals with aphasia (IwA) may have significant challenges while 

processing auditory, written, and visuographic information (Brown & Thiessen, 2018), and these 

individuals may rely on non-linguistic demonstration of information (McNeil & Pratt, 2001). 

Therefore, the use of images in aphasia-friendly materials makes information more interesting or 

appealing; fosters the recall, comprehensibility, and legibility of written information; and finally 

assists IwA focus on the topic and instructions stated in these materials (Rose et al., 2011a; 2011b; 

2012). 

Despite the strengths of images mentioned above, speech and language therapists (SLTs) may 

have to deal with challenges in the process of forming, finding or selecting images for IwA. SLTs 

need to make sure that the images are both meaningful and transparent, ideally representing clearly 

the words, messages, and concepts to which such images refer (Brown & Thiessen, 2018; Pierce, 

2024). On the other hand, the language profile of IwA could be very heterogenous. The language 

abilities may not be equally affected by aphasia. This necessitates SLTs to investigate the language 

abilities as well as the preferences and individual characteristics of IwA in greater detail (Garrett et 
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al., 2000; Lasker & Bedrosian, 2001; Lasker & Garrett, 2006). These characteristics might influence 

image selection as there is no one fits all approach on a universal basis (Brown & Thiessen, 2018).  

Recent progress in artificial intelligence (AI) technology including text-to-image generation 

tools might shift the way SLTs identify appropriate images for IwA. Technology is still evolving, and 

there is a significant need to explore how AI could contribute to image research. Drawing up on the 

recent bibliometric study, Zhang et al. (2024) aim to explore the use of AI in the field of Speech and 

Language Therapy. The authors state that previous studies on AI are conducted by researchers in the 

fields outside of Speech and Language Therapy, and most of these studies are limited to single-

country publications (Zhang et al., 2024). This restricts our understanding of potential utility of AI 

technology in diverse cultures and languages, including Turkish. Therefore, the aim of this narrative 

review is to delve into the question of whether AI could be used to create images that are linguistically 

and culturally relevant for IwA with specific consideration of Turkish language. To reach this aim, 

the outline of the review is composed of two sections: First, previous studies on image research 

including neurotypical adults and IwA will be introduced to draw a comprehensive picture of what 

ideal image characteristics involve. Second, the potential uses of AI in acquired language disorders 

will be discussed with particular focus on image generation tools.  

Method 

A narrative review methodology was adopted in the study by synthesizing the findings from 

previous studies. A literature review was carried out using various databases including Web of 

Science, Scopus, and EBSCO with search terms including “acquired language disorders”, “aphasia”, 

“image research”, “artificial intelligence”, “text-to-image generation”, and “prompt engineering” 

between June and August 2024. During the screening, the studies published in the last 10 years (2014-

2024) were examined primarily, but a number of them published before 2014 were also included to 
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stress the importance of image use in acquired language disorders and to reveal its theoretical 

foundations. 

Image Research in Acquired Language Disorders  

The image characteristics that are important and relevant to the scope of this review include 

accurate recognition of image, image type and context, concrete or abstract nature of images, and 

cultural factors (Brown & Thiessen, 2018; Heuer, 2016; Reymond et al., 2019; 2023), which are all 

presented in the following: 

(i) Accurate Recognition of Image: Especially relevant for the naming performance, Heuer 

(2016) signify that the accurate recognition of the object or image is essential prior to naming it. 

Referring to previous studies by Humphreys et al. (1999) and Johnson et al. (1996), Heuer (2016) 

report that the image recognition is a multi-step cognitive process: First, the physical features of 

images including surface detail, shape, and color are encoded. Then, this information needs to be 

paired with the mental representations in long-term memory. Additional semantic pieces of 

information related to the encoded and paired images could be attained in the process of identifying 

the image content. The name of the image is retrieved following these steps. This means that 

challenges in naming images faced by IwA may not completely stem from deficits in semantic 

processing or retrieval, considering the influence of processing the physical features of image as well 

as stimulus saliency (Heuer, 2016; Brown & Thiessen, 2018). 

(ii) Image Type and Context: Image type is related to the method that is used to form an 

image, thereby classifies an image such as “drawing, photograph, or painting”. Drawings may 

include black-and-white and colored line drawings. Added to these, icons (or pictograms, 

pictographs) are part of the drawn stimuli, a “black graphic form” that is the pictorial representation 

of a physical object. Photographs might be both black-and-white as well as colored (Reymond et al., 

2023). On the other hand, such a classification may not be sufficient on its own as these types might 
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vary in terms of content, context, and engagement. Content refers to the amount of information in the 

image; context is defined as the information that is represented in the background or setting of an 

image; and engagement signifies the extent to which an individual or object “engages” with one or 

more characteristics of the context (Knollman-Porter et al., 2016). Indeed, Knollman-Porter et al. 

(2016) report that IwA prefer either low- and high-content images which are both rich with context, 

emphasizing that written materials accompanying high-context images might facilitate the reading 

performance of IwA.  

Each type has its own benefits and challenges. Line drawings including icons may be preferred 

to depict single words, resulting in the lack of detail (Brown & Thiessen, 2018; Ma et al., 2009). 

Moreover, line drawings are predominantly used in order to depict verbs compared to photographs 

(Akinina et al., 2015; Kwaileh et al., 2018; Székely et al., 2004) as drawings might be easier to name 

than photographs (Reymond et al., 2023). On the one hand, photographs might possess more content 

with variable context as they portray scenes including objects and individuals identical to how such 

scenes are perceived in daily life (Reymond et al., 2023), thereby having the potential to assess more 

complex linguistic performance (Brown & Thiessen, 2018) including picture description as in the 

case of Turkish assessment tools such as Aphasia Assessment Tool (Toğram & Maviş, 2012). 

However, studies report that several IwA may not state a clear preference (line drawings over 

photographs, or vice versa), suggesting that both types may be helpful for their comprehension and/or 

performance (Rose et al., 2011b; Griffith et al., 2014). Recently, yet less commonly, Reymond et al. 

(2023) and Moys et al. (2018) examine the potential use of illustrations or graphic representations for 

IwA from a graphic communication perspective. Moys et al. (2018) conclude that the IwA preferred 

the illustrations that were similar to icons which aided their comprehension. However, Reymond et 

al. (2023) report no effect of image types (graphical representations versus photographs) on the 

naming performances of neurotypical adults and IwA. The authors signify the importance of 
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controlling for features such as color, texture, and shading through which any possible differences in 

naming accuracy and latencies between photographs and graphic representations could be eliminated 

(See Figure 1 for the examples of line drawing, photograph, and graphical representations of nouns 

titled tiger, spider, and needle).  

 

 

Figure 1. Examples of line drawing, photograph, and graphical representations. The line drawings on the left belong to 

the Székely et al. (2004), the photographs in the middle were downloaded from Adobe Stock, and the graphical 

representations on the right were taken from Reymond et al. (2023). 

 

Added to these, the color may also influence the naming accuracy of IwA. Mohr (2010) reports 

that both IwA and neurotypical adults name colored photographs significantly faster and more 

accurately compared to the black-and-white photographs. This finding is supported by the findings 

of eye-movement measures employed by Heuer (2016) among neurotypical adults, reporting that 

colored photographs facilitate image recognition, visual processing, and encoding of visual 

information in comparison to black-and-white line drawings. Moreover, color may influence the 

process of forming images that are culturally appropriate for picture description task, as reported by 
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Mazumdar et al. (2023) showing that a high-context colored photograph may be an optimal choice 

for Bangla-speaking neurotypical adults in comparison to black-and-white line drawings. In addition 

to the color, Reymond et al. (2019; 2023) present an overview of image features that may impact 

recognition and naming abilities, including size of the object (Johnson et al., 1996; Snodgrass & 

Vanderwart, 1980), prototypicality of the color (such as “yellow” for banana; Rossion & Pourtois, 

2004; Therriault et al., 2009), textures in the form of shading (Rossion & Pourtois, 2004), and 

canonical view (Snodgrass & Vanderwart, 1980). Despite the obvious significance of image type and 

context, what images represent is another factor that needs to be taken into consideration, as discussed 

in the following.   

(iii) The Concrete or Abstract Nature of Images: Images visually represent the linguistic 

content of the relevant stimuli, which means that images need to ensure the transparency and 

functionality so that they could be used to convey the messages with which they are associated 

(Brown & Thiessen, 2018). There are several factors or variables that need to be considered in the 

identification of appropriate linguistic content, such as word class and psycholinguistic factors. First, 

word class may have an effect on the level of abstraction of the images. For instance, nouns could be 

more easily depicted than verbs and adjectives (Brown & Thiessen, 2018; Reymond et al., 2023) in 

that it may be more challenging to represent the act of “realizing” than the object titled “tooth”. This 

in turn might impact the performance of IwA as these individuals may need more time to learn the 

associations that represent abstract concepts in comparison to concrete ones. Therefore, considering 

the word classes that may be more difficult to represent or depict such as verbs, it is suggested to 

prepare or select images where the agent who is carrying out the action is depicted (Brown & 

Thiessen, 2018; Thiessen et al., 2017). Indeed, IwA show a clear preference toward task-engaged 

images compared to the camera-engaged ones as the former involve an individual who interacts with 

an object in the context of the image in the form of touching, looking, etc., as reported by Thiessen 
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et al. (2014; 2016). Despite these findings, verbs may impose more demands than nouns during 

language performance, especially in the case of naming (De Blesser & Kauschke, 2003; Mätzig et al., 

2009; Reymond et al., 2023; Martínez‐Ferreiro, 2024). In this direction, a recent review by Martínez-

Ferreiro (2024) reports that there is variability in the results of previous experimental studies that 

reveal noun and verb dissociation in word retrieval skills among different groups of adults including 

IwA, suggesting that task and item selection may contribute to this variability. Regarding item 

selection, Martínez-Ferreiro (2024) mentions the importance of the psycholinguistic properties of the 

items that might impact performance with reference to previous studies (e.g. Vigliocco et al., 2011; 

Alyahya et al., 2018). Secondly, the psycholinguistic factors of the words might hold an effect on 

language performance including repetition, naming, reading, and writing. There are various variables 

to be mentioned, involving imageability, frequency, familiarity, age of acquisition, animacy, 

morphological complexity, phonological neighborhood, orthographic regularity, name agreement, 

visual complexity, and image agreement (Biedermann et al., 2018; Martínez-Ferreiro, 2024; Maviş 

et al., 2022; Selvi-Balo et al., 2020), which were considered in the adaptation of aphasia assessment 

tools including the Turkish version of Comprehensive Aphasia Test (CAT-TR, Maviş et al., 2022; 

2024; Özdemir et al., 2022; see Martínez-Ferreiro et al., 2024 for the review of adaptation studies of 

CAT). Excluding orthographic regularity, the remaining variables might be relevant for image 

research.  

(iv) Cultural Factors: The stimuli to be used in the assessment and intervention process need 

to be culturally appropriate. This entails forming items and image materials according to the cultural 

and linguistic characteristics of the language. Otherwise, as Menn et al. (1996) assert, the use of 

culturally inappropriate picture stimulus may affect linguistic performance. Moreover, Reymond et 

al. (2023) recommend the consideration of linguistic and cultural diversity in the images used in the 

assessment and treatment of IwA. This is a particularly important issue as the recent adaptation studies 
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of CAT into a number of languages needed to take into account the cultural and linguistic 

equivalences of test items (see Martínez-Ferreiro et al., 2024).  

The line drawings in research and clinical contexts hold a long-lasting tradition. However, the 

use of photographs has gained popularity and increased thanks to their accessibility and low cost. In 

addition to the attempt of Reymond et al. (2023) including both image sets (photographs and graphic 

representations), there is another option that is the use of artificial intelligence (AI) assisted images, 

which is discussed in the following section. At the same time, Reymond et al. (2023) caution that 

researchers and clinicians need to ensure transparency for image features that might affect naming 

performance. But, again as stated elsewhere, deficits or challenges in language performance including 

naming stem from the acquired language disorder itself, which means that image features may not 

stand on their own in the examination of this disorder (Reymond et al., 2023). In other words, a 

detailed assessment of the acquired language disorder is warranted, including measurements that 

examine cognition, language, and quality of life of the IwA. 

The Use of AI in Acquired Language Disorders with Particular Focus on Image Generation 

A rising trend toward examining the potential use of AI in acquired language disorders is 

observed mostly through scope or critical reviews conducted by Adikari et al. (2024), Azevedo et al., 

(2024), and Privitera et al. (2024); with the exception of a research note prepared by Pierce (2024). 

These reviews report that (a) previous studies mostly used AI to classify or diagnose the subtypes of 

aphasia (Adikari et al., 2024; Azevedo et al., 2024), (b) text-to-image generation tools may be 

considered as an option to provide visual stimuli that could be used for a number of purposes such as 

confrontation naming (Adikari et al., 2024). These authors stress the importance and utilization of 

multimodal models to form more stimulating materials to be used in aphasia rehabilitation, suggesting 

that even those without sophisticated technical or programming skills might benefit from the AI 

(Adikari et al., 2024). In addition to the review articles, Pierce (2024) explores the functionality of 
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AI-generated images with specific reference to aphasia assessment and intervention. They report that 

nouns were generated with highest accuracy and efficiency, which was followed by verbs and 

sentences. The findings showed that there were a number of flaws in the images (i.e., anatomically 

incorrect depictions of human hands, etc.) generated by DALL-E 2 (Pierce, 2024).  

Considering the findings of these studies, it was observed that a detailed overview of image 

generation tools was needed to better understand how SLTs might benefit from this ever-growing 

technology. Therefore, in the following sections, information was provided about the options of 

image generation tools, the practice of writing prompts, the potential benefits and challenges of using 

AI, and the need to consider the linguistic and cultural differences.  

(i) The image generation options: There are a wide range of options for image generators 

supported by AI. These options include DALL-E 31, Midjourney2, Stable Diffusion3, Glide4, 

Craiyon5, etc. These options are publicly available despite some of them offering premium or priced 

options (e.g., Craiyon, etc.). As AI develops in other spheres or arenas, this progress has also been 

observed in image generation. To make the procedure of generating images possible, the multimodal 

models were trained on huge amounts of image and text pairs that were imported from World Wide 

Web, which was initially encouraged by OpenAI’s model entitled Contrastive Language-Image 

Pretraining (Radford et al., 2021) defined as a “contrastive language-vision model trained in an 

unsupervised way to perform zero-shot classification of images” (Oppenlaender, 2024).  

Image generation means producing a range of images with different styles as a result of 

entering a basic text prompt (Göring et al., 2023; Kim et al., 2025; Lo, 2023; Oppenlander, 2022; 

2024; Oppenlaender et al., 2023). This has been a breakthrough for many individuals, including from 

 
1 https://openai.com/index/dall-e-3/  
2 https://discord.com/invite/midjourney  
3 https://stability.ai  
4 Cf. Nichol et al. (2021) 
5 https://www.craiyon.com  

https://openai.com/index/dall-e-3/
https://discord.com/invite/midjourney
https://stability.ai/
https://www.craiyon.com/
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laypersons to professionals interested in visual art, design, and many more. However, from a 

photographic point of view, Göring et al. (2023) evaluate how realistic and appealing the AI-

generated images might be by forming a dataset through preparing 27 prompts, forming images in 

five different image tools using AI as a result of these prompts (including DALL-E 2, Midjourney, 

Stable Diffusion, Glide, and Craiyon), and asking 22 participants recruited from university to rate the 

image appeal, image realism as well as how the image shown to the participants match with the text 

prompt. These authors also use real images in their study. The results show that the highest appeal 

ratings come from those that belong to Midjourney and real images, while the most realistic images 

come from DALL-E 2 and real ones. Lastly, the text prompts mostly match with the real images and 

those produced by DALL-E 2 compared to the remaining image generators (Göring et al., 2023). The 

authors signify that the language processing is an important part of AI image generators as some of 

the text prompts that are designed or formed may challenge the text processing engine. In spite of the 

fact that the real images have been rated better and distinctly identified by the participants; the authors 

assert the AI-generators are continuously improved as their limitations are considered and addressed. 

For instance, the third version of DALL-E has been released with multilingual support in terms of the 

practice of writing prompts. 

(ii) The practice of writing prompts: Prompts are defined as short descriptive texts. Prompt 

writing practice or skill is repetitive and experimental in nature, therefore the field of “prompt 

engineering” (PE) has been coined to denote the significance of writing or phrasing input prompts in 

Human-Computer Interaction (Liu & Chilton, 2022; Lo, 2023; Oppenlaender, 2024; Oppenlaender et 

al., 2023). Moreover, the term entitled “practitioner” has been suggested, which refers to anyone 

interested in text-to-image generation systems (Oppenlaender, 2024). Therefore, a practitioner is 

expected to run a prompt, check the outcome, and make adaptations in the content of the prompt to 

improve the outcome or final product. However, to make such adaptations, one seeks to add certain 
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key words or phrases that could change the outcome. The words and phrases have been called prompt 

modifiers which are mostly discovered as a result of frequent experimentation or experience (Lo, 

2023; Oppenlaender, 2022; 2024).  

Oppenlaender (2024) suggests a taxonomy of these modifiers to serve for text-to-image 

generation systems, following an adoption of autoethnographic and online ethnographic 

methodology. As a result, they suggest six different types of prompt modifiers, including subject term 

(the requested subject from the system to generate the image, such as “a car”, “a tall green tree in 

front of a shack”, etc.), style modifier (e.g., “oil painting”, etc.), image prompt (referring to one or 

more uniform resource locators (URLs) added to the textual prompt to provide a visual target), quality 

booster (e.g., “highly-detailed, award-winning”, etc.), repeating term (e.g., “very very speedy car”), 

and magic term (that is semantically distant to the subject term or refers to qualities that are not visual 

such as the sense of taste, touch, etc. E.g., “feel the sound”). The subject term is required to depict 

the image desired by the user; however, the remaining types add detail or flavor to the depiction of 

the images.  

Moreover, Oppenlaender (2022) introspects the nature of human creativity in generating 

synthesized images. The response comes from the Rhodes’ conceptual model of creativity (Rhodes, 

1961) that includes product (the synthesized image), person (the practitioner), process (iterative 

nature of PE), and press (the text-to-image art community or ecosystem). According to Oppenlaender 

(2022), the creativity involved in the generation of these images stems from the human interaction 

with AI, the end product (the synthesized image) and the iterative practices that refer to this 

interaction. These authors both conclude that each component of this creativity model needs to be 

together so that the model operates on a functional basis (Oppenlaender, 2022; Rhodes, 1961). In 

addition, Lo (2023) unravels the multifaceted aspects of the artistry in PE in that collaborating with 

the field experts (such as psychologists or linguists to explore the socio-cultural and cognitive aspects 
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of language) might pave the way for a more relevant, precise, and context-rich prompts. As the 

practice of PE is still evolving, researchers also critically evaluate the AI by revealing the benefits 

and challenges of using it, as discussed in the following section. 

(iii) The potential benefits and challenges of text-to-image generation tools: Using large 

language models, all practitioners including laypersons could synthesize images through free or 

relatively inexpensive tools, which hold implications for the productivity and creativity 

(Oppenlaender, 2022). Using such tools do not require any technical skills or expertise 

(Oppenlaender, 2024), which hopefully democratizes the access toward these tools. However, there 

are bias in image generation systems. For instance, Oppenlaender (2024) refers to a link from Twitter 

in which a prompt including “princess” may demonstrate images of women having light skin color, 

a bias toward “Western, educated, industrialized, rich and democratic (WEIRD)” individuals. The 

risk of AI to increase biases has also been raised by Kim et al. (2025) and Lo (2023). In this direction, 

the latter study suggests that ethical issues could be integrated into PE to foster inclusivity (Lo, 2023).  

Moreover, the awareness levels and nature of attitudes toward text-to-image generation might 

differ among individuals as reported by previous research (Oppenlaender et al., 2023; Kim et al., 

2025). First, Oppenlaender et al. (2023) administered a survey to 35 participants from a diverse range 

of fields including computer science, literature, and information systems to unravel the perceptions 

of these participants toward text-to-image generation. The findings relevant to the content of this 

review included the following: (a) The participants suggested the application areas of text-to-image 

generation would involve therapy and education even though they did not specify what kind of 

therapy it was (i.e., Speech and Language Therapy, Physiotherapy, Occupational Therapy, etc.). (b) 

Although most participants responded that text-to-image generation may not be significant for their 

profession, they reported that artists and designers would be those to be particularly affected by this 

system. (c) Concerns related to copyright violation were raised despite the “legal gray zone” in which 
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text-to-image generation tools operate. (d) Images that could be inappropriate, offending, abusive, 

and insensitive to the individuals’ beliefs could be produced following the utilization of AI; (e) Biased 

visual culture could be promoted with images including individuals that are mainly white European 

along with particular yet fixed aesthetic values (Oppenlaender et al., 2023). These authors suggested 

that in spite of a preliminary awareness of text-to-image generation technology, individuals need to 

be more aware of the potential implications of this technology. 

Second, Kim et al. (2025) conducted a qualitative study in which they examined the user 

experience of DALL-E 2 by including a range of 13 field expert users including data scientists, fine 

artists, graphic designer, researcher, photographer, etc. The participants created images using the 

DALL-E 2. The results revealed that participants held attitudes that were both positive and negative 

toward the system. More importantly, the participants stated that they preferred a bidirectional 

communication with AI rather than the participants solely entering their prompts as they had to handle 

the lack of feedback. In other words, the participants expected feedback from the AI through which 

they could reflect on it, and improve their experience and learning process. Therefore, a bidirectional 

communication is needed to ensure a collaboration between individuals and AI that results in a 

successful final product (Kim et al., 2025).  

(iv) The need to consider the linguistic and cultural differences: As previously stated, the 

AI-generated image tools may hold bias while producing the images. However, Reymond et al. (2023) 

suggest considering linguistic and cultural diversity in forming the pictorial stimuli for assessment 

and treatment of IwA. The need to consider linguistic and cultural differences is discussed here 

through a number of images generated by AI by entering prompts in Turkish language. Turkish has 

been selected to form the basis of the review as Turkish is the mother language of the researchers 

who are experts in language disorders in Türkiye. Prior to evaluating the outputs of image generation 

practice, it may be beneficial for readers to briefly outline the linguistic characteristics: Turkish 
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belongs to the Ural-Altaic language family. It is an agglutinative language which allows large 

inflectional paradigms. This means nouns and verbs could receive numerous suffixes for inflection 

and derivation. The canonical order of Turkish is subject-object-verb (SOV). However, other orders 

are accepted, too (Maviş et al., 2020; 2022). 

As for the image generation tools, recently tools such as Bing Image Creator6 owned by 

Microsoft Designer that follows the latest version of DALL-E have paved the way for entering 

prompts in languages in addition to English, i.e. Turkish. In addition, this tool is free, which means 

that it could be accessible to general public. Despite this progress, images produced in this tool could 

be both problematic and successful from the perspective of Speech and Language Therapy (see 

Figures 2, 3 and 4). As seen in Figure 2, there are 16 images in total that were produced with the help 

of Bing Image Creator. These images belong to simit (namely, Turkish bagel), mosque, saz, and sujuk. 

This tool shows four images following the entry of same prompt, therefore 16 images were derived 

and shown in Figure 2. Among all these nouns, the following prompt was entered separately for each 

noun: “Generate a photograph of a … (simit, mosque, saz, and sujuk) that is eaten in Türkiye (for 

simit and sujuk), that is located in Türkiye (for mosque), and that is used as an instrument in Türkiye 

(for saz)”. However, all of these images were not appropriate, which meant that the results did not 

refer to their intended visual representation, compared to their ideal photographic depictions 

demonstrated in Figure 3. For instance, saz (also called as baglama) is one of the string musical 

instruments that is commonly used in the folk music in Middle East including Türkiye. The result, 

however, was not saz or baglama in any of the four images generated. This means that there should 

be more investment toward making AI-generated image tools more aware of the cultural and 

linguistic diversity. On the other hand, there were successful images as shown in Figure 4. These 

images were the visual representations of the words entitled “sandals, pen, cat, and dice” in Turkish. 

 
6 https://www.bing.com/images/create?FORM=IRPGEN  

https://www.bing.com/images/create?FORM=IRPGEN
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These nouns, compared to the ones in Figure 2, may be more generic and less culture specific. 

Therefore, this may have facilitated the image generation procedure.  

  

 

Figure 2. The results from Bing Image Creator for the nouns entitled “simit, mosque, saz, and sujuk”. Source: Own 

elaboration using Bing Image Creator. 
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Figure 3. The photos of the nouns entitled “simit, mosque, saz, and sujuk” are shown. The photos of mosque and saz were 

downloaded from iStockphotos, and the others were downloaded from Adobe Stock. 

 

 

Figure 4. The results from Bing Image Creator for the nouns entitled “sandals, pen, cat, and dice”. Source: Own 

elaboration using Bing Image Creator. 

 

Future research on this topic is warranted to examine in detail about the functionality of AI-

generated image tools in different languages and cultures (in this case, Turkish language and culture). 
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Previous studies conducted so far mostly include images that could have artistic value (Kim et al., 

2025; Oppenlaender, 2022; 2024), except the one conducted by Pierce (2024) who use the DALL-E 

2 to produce 200 targets including nouns, verbs, and sentences. Pierce (2024) cautions that the 

practitioners should expect randomness while using image generation tools. Therefore, the 

practitioners should keep this in mind while using these tools for image generation. 

Conclusion 

In conclusion, the overview of image research was provided, with the recent potential of AI-

generated image tools to further revolutionize how clinicians and researchers evaluate the quality and 

content of the images. There is a lack of research that embodies AI and image research together, 

which means that there needs to be a close collaboration between the researchers in the field of AI 

and those in the aphasia rehabilitation, as suggested by Azevedo et al. (2024). In addition, researchers 

need to consider digital inclusion as individuals with aphasia need to be involved in the process to 

make sure whether the final products formed by AI are usable and accessible (Adikari et al., 2024). 

Moreover, with regards to languages other than English, the AI-generated image tools need to 

consider the unique linguistic and cultural characteristics of the languages concerned. The availability 

of Bing Image Creator for languages other than English is a significant milestone for linguistic 

inclusivity, however, such tools have a way ahead to fully operationalize so that the individual needs 

of those with acquired language disorders are met in the long term. As some of the studies covered in 

the review emphasize (Lo, 2023; Kim et al., 2025), the AI should not be seen as a tool only, but as a 

rewarding opportunity to foster the content of work including image generation despite continuous 

challenges in mastering the PE. Lastly, it is suggested that the use of these tools should be promoted 

among SLTs in their clinical practice, and their experiences with these tools should be documented 

so that image generation could be a part of clinical practice.  
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