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Abstract 

This study analyzes the performance of the most popularly downloaded language models on the Hugging Face platform. For this 

purpose, the five most downloaded language models in Turkish and English were used. The analysis was evaluated in three phases. 

These stages were contextual learning, question and answer, and expert evaluation. ARC, Turkish sentiment analysis, Hellaswag, 

and MMLU datasets were used for contextual learning. For the question-and-answer test, the models trained with the text file 

created were asked questions from the text. Finally, six experts evaluated the answers given by the models from the developed 

mobile application. F1 score was used for context evaluation, Rouge-1, Rouge-2, and Rouge-L metrics were used for question and 

answer, and Elo and TrueSkill metrics were used for expert evaluations. The correlations of these metrics were calculated, and it 

was seen that there was a correlation of 0.74 between expert evaluations and question-answer performances. It was also observed 

that learning in context and question-answering performances were not correlated. When the language models were evaluated in 

general, the timpal0l/mdeberta-v3-base-squad2 language model performed the best. Turkish and English language models 

performed best on the sentiment analysis dataset with an F1 score above 0.85. 
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1. Introduction  

In today’s technology, it has become widespread to produce solutions by developing machine-based models (ML) 

for solving problems. Unique open-source platforms have been developed for sharing and developing these solutions. 

The primary reason for using open-source platforms is that machine learning models are large and expensive. To solve 

this problem, researchers have attempted to adapt pretrained models to open-source platforms. The presentation of 

model structures, including pre-trained weights, structures, and documentation, has made these platforms popular [1]. 

The most popular of these platforms is the ‘Hugging Face Hub’ [2]. The ecosystem of the Hugging Face Hub platform 

is given in Fig 1. 

 

Fig. 1 Main components of the Hugging Face ecosystem [3] 

The Hugging Face (HF) platform has become a hub for pretrained models. The HF platform allows language model 

developers to store the models they create and researchers to develop applications based on these models [4]. The HF 

platform makes frameworks such as Keras, Tensorflow, and PyTorch available to researchers via API [5]. As of 

August 2024, it hosts more than 820 thousand models, over 190 thousand data sets, and over 230 thousand demo 

applications [6]. It offers many public and online arguments that make the platform stand out. It allows everyone to 

develop natural language processing-based models and applications quickly. Large language models (LLM) such as 

GPT2, developed by OpenAI; BERT, developed by Google; and LLMA 3, developed by META, are offered to users 

via HF. If we make a metaphor for the HF platform, teaching mathematics to an illiterate student will take a lot of 

time and be difficult. However, for a literate student, learning mathematics will be both easier and less time-

consuming. HF can be considered a platform through which literate students can obtain information. 

 
Table 1. Some studies on language models 

Study Name Author(s) Year Subject Results 

Web Application for 

Solving Complex 

Artificial Intelligence 

Problems 

Shen et al. [7] 2023 Use of the ChatGPT model A web application was developed using ChatGPT, and 

artificial intelligence problems were solved. 
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Safety Analysis of 

Hugging Face Models 

Kathikar et al. 

[8] 

2023 Security vulnerabilities of the 

models 

It is stated that the vulnerabilities of the models are 

35.98%. 

Predicting Early 

Diagnosis of Mental 

Disorders 

Pourkeyvan et 

al. [9] 

2024 BERT-based fine-tuned 

models 

The prediction was made with four different fine-tuned 

models of BERT. 

Quantitative Analysis of 

Hugging Face Models 

Osborne et al. 

[10] 

2024 Number of downloads of 

models and usage habits 

The number of downloads of 70% of the models was 

found to be 0, and the number of downloads of 99% was 

found to be 1. 

User and Community 

Analysis of Models 

Castaño et al. 

[11] 

2024 Communities and Model Care 

Situations 

The communities' models, usage frameworks, and 

maintenance processes were analysed. 

Performance 

Comparison of Turkish 

Language Models 

Dogan et al. 

[12] 

2024 Learning and question-answer 

performance of Turkish 

language models in context 

In this context, it was found that learning and question-

answering capabilities are not significantly related. 

Platforms such as LLM Leaderboard [13] and datasets such as BigBench [14] and Big Glue [15] are used to 

compare the capabilities of language models. However, these platforms and data sets do not include Turkish language 

models and data sets. To address the deficiencies mentioned in this study, five Turkish and English language models 

popularly downloaded and fine-tuned on the HF platform were used. Structures such as the artificial intelligence 

evaluation scale [16] were not used to measure the effectiveness of these models. Although these scales provide an 

idea about the models, they are not sufficiently evaluated in detail. Therefore, more detailed evaluation and contextual 

learning approaches are required [17]. Contextual learning, expert evaluation, and question-answer methods were used 

to evaluate the effectiveness of the models. These evaluations were in the form of contextual learning, expert 

evaluation, and question-answer. A diagram summarizing the evaluation of the language models for this article is 

given in Fig. 2. 

 

Fig. 2. Diagram summarizing the general structure of the article 



 Çizmeci, İ.H. and Gencer, K. (2025)/ Journal of Scientific Reports-A, 061, 13-24 

16 

 

The structure of this paper is as follows: In the first section, the purpose of the HF platform and the use of the 

language models it hosts are explained. The second section gives information about the data sets and methods used to 

analyze the models. The findings section presents the evaluation of the data obtained in the analysis, and the final 

section presents a discussion of the results. 

2. Materials and Methods 

2. 1. Language model (LM) 

Language is the most important ability of humans to communicate. Unless the capabilities of machines are 

improved, they cannot communicate with and understand humans. Experts are constantly researching language models 

to achieve this goal. This research has led to language modeling methods. The missing parts in language modeling are 

provided by prediction. Four different methods are used for this modeling [18]. These methods are as follows: 

 Statistical Language Model (SLM) 

 Neural Language Model (NLM) 

 Pre-Trained Language Model (PLM) 

 Large Language Model (LLM) 

In this study, pre-trained language models were used on the HF platform. The language models used are the 

platform's top five most downloaded models. As of 12 August 2024, the most downloaded Turkish language models 

are given in Table 2. 

Table 2. Selected Turkish language models 

Model Name Base Model Description 

timpal0l/mdeberta-v3-base-squad2 BERT and 

RoBERTa 

BERT and RoBERTa models were obtained by developing [19]. 

savasy/bert-base-turkish-squad BERT The capacity of the BERT-based model was increased by fine-tuning [20]. 

incidelen/bert-base-turkish-cased-qa BERT boun-tabi/squadtr (Budur et al., 2024) is a model developed using the dataset [21] 

yunusemreemik/logo-qna-model BERT It is a model inspired by the Savasy/bert-base-turkish-squad model [22]. 

ozcangundes/mt5-multitask-qa-qg-

turkish 

Google T5-small Google's multilingual T5-small model was fine-tuned with the Turkish question-

answering dataset [23]. 

The most downloaded English language models on the same date are given in Table 3. 

Table 3. Selected English language models 

Model Name Base Model Description 

deepset/roberta-base-squad2 RoBERTa It is a model based on the Roberta-base model but gives faster results than this 

model [24]. 

bert-large-uncased-whole-word-

masking-finetuned-squad 

BERT It is a fine-tuned language model based on the BERT language model developed by 

Google [25]. 

distilbert/distilbert-base-cased-

distilled-squad 

BERT It is obtained by developing the BERT language model. It stands out with its 60% 

faster operation and smaller size [26]. 

distilbert/distilbert-base-uncased-

distilled-squad 

BERT It was obtained by developing the BERT language model. 40% fewer parameters 

were used to make it work faster [26]. 



 Çizmeci, İ.H. and Gencer, K. (2025)/ Journal of Scientific Reports-A, 061, 13-24 

17 

 

phiyodr/bert-large-finetuned-squad2 BERT Using the large language model, BERT was fine-tuned on SQuAD2.0 [25]. 

2.2. Data set selection 

To analyze the context learning performance of the selected language models, the ARC [27], Turkish Sentiment 

Analysis [28], Hellaswag, and MMLU [29] datasets were used. For the context evaluation of the models, data were 

used in both Turkish and English. English datasets were translated to English using the Helsinki-NLP/opus-mt-tc-big-

en-tr [30] language model, and Turkish datasets were translated to English using the Helsinki-NLP/opus-mt-tc-big-en 

[30]. No operations, such as removing meaningless data or structuring, were performed on the existing data. Raw data 

was used. 200 question-answer data were used for testing in all models. The 200-test data were randomly selected. 

An example question-answer data set is presented in Table 4. 

ARC is a multiple-choice question-answer dataset, easy and hard. The hard section contains difficult questions that 

require reasoning. Turkish sentiment analysis dataset contains positive, negative, and neutral sentences from various 

data sources. Hellaswag is a comprehensive dataset that measures the ability of natural language processing systems 

to complete sentences in a meaningful and logical manner. MMLU is a dataset designed to measure machines' 

knowledge and reasoning abilities. It contains multiple-choice questions from 57 different fields and topics. 

Table 4. Question and answer example 

Questions Choices Correct Answer 

Stars are usually classified according to their brightness as seen in the night 

sky. Stars can be classified in many other ways. Which of these is least 

helpful in classifying stars? 

A) visible colour, B) composition,      

C) surface texture      D) temperature 

C) surface texture 

How long does it take for the Earth to rotate on its axis 7 times? A) one day, 

B) a week, 

C) one month,  

D)one year 

B) a week, 

A text file containing information about the meta-heuristic algorithms was used for the question-answering 

performance. The Turkish version of this text file was tested on Turkish language models, and the English version 

was tested on English language models. A part of this text file is given in Table 5. 

Table 5. Part of the Turkish and English texts 

Turkish English 

### METASEZGİSEL ALGORİTMALAR 

### Karınca Koloni Algoritması 

Karıncalar besin kaynakları ile evlerinin arasındaki yolları belirlemektedir. 

İlk olarak geçen karınca feromon adı verilen koku yaymaktadır. Eğer yol kısa 

ise koku yoğun olmaktadır. Bu durum diğer karıncaların bu yoldan devam 

etmesini sağlamaktadır. Kesişen yol olursa koku yoğunluğuna göre rastgele 

seçim olmaktadır. 

### Bakteriyel arama besin arama optimizasyonu 

Ekolü bakterilerinin besin arama hareketlerinden esinlenilmiştir. Bakteriler 

beslenme davranışını örnek almışlardır. Bakteri besini ulaştığında salgı 

yaymakta ve diğer bakteriler de bu saygıya doğru grup olarak hareket 

###METAHEURISTIC ALGORITHMS 

###Ant Colony Algorithm 

Ants mark the paths between food sources and their homes. The 

first ant to pass emits an odor called pheromone. If the path is 

short, the odor is intense. This ensures that other ants continue 

this path. If an intersecting path exists, a random selection is 

made according to the odor intensity. 

###Bacterial search food search optimization 

The foraging behavior of bacteria inspired the school. Bacteria 

are modeled on feeding behavior. When the bacterium reaches 

the food, it emits a secretion, and the other bacteria move as a 
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etmekte bir… group towards this respect… 

Questions were prepared from the text for each model's question-and-answer performance. The answers given 

automatically to these questions were compared with the answers the experts gave through voting. Examples of the 

question-and-answer dataset are given in Table 6. 

Table 6. Sample questions and answers to the question-and-answer dataset 

Turkish Questions English Questions Turkish Answers English Answers 

1- Dağ ceylanı 

optimizasyonunda 4 ana faktör 

nedir? 

1- What are the 4 main factors 

in mountain gazelle 

optimization? 

Bekar erkekler sürüsü, 

bölgesel erkekler, annelik 

sürüleri, yalnızlar 

Swarm of single men, territorial men, 

swarm of mothers, loners 

2- Ateş böceği sürüsünde 

fitness değeri neye göre 

belirlenmektedir? 

2- How is the fitness value 

determined in a firefly swarm? 

Parıldama derecelerine göre 

fitness değerleri 

belirlenmektedir. 

According to the degree of scintillation 

3- Feromon adlı salgı kim 

tarafından salgılanmaktadır? 

3-Who secretes the secretion 

called pheromone? 

İlk karınca tarafından 

salgılanmaktadır 
The first ant to pass 

4- Gri Kurt algoritması kaç 

katmandan oluşur? 

4- How many layers does the 

grey wolf algorithm consist 

of? 

4 katmandan oluşur 4 Layers 

5- Yarasa algoritmasında 

yarasalar uzaklıklarını nasıl 

belirliyorlar? 

5- How do bats determine 

their distance in the bat 

algorithm? 

Seslere göre According to sounds 

2.3. Methods used in the analysis 

2.3.1. Learning method in context 

Learning in context is defined as the response of a language model based on the current context without additional 

training or with very little data. This shows the fast learning and adaptability of model [31]. ARC, Turkish sentiment 

analysis, Hellaswag, and MMLU datasets were used to determine the contextual capabilities of the popular models 

selected for this study. F1 scores were calculated based on the accuracy of the models' responses to these datasets. 

Thus, the strengths and weaknesses of the language models were determined. 

2.3.2. Question and answer method 

The model's ability to answer automatically is evaluated in the question-and-answer method. For this evaluation, 

the model was trained with a text file and tested with questions generated from this text. The answers given by the 

models were analyzed by comparing them with the reference answers. This analysis used ROUGE-1, ROUGE2, and 

ROUGE-L metrics [32]. They were also analyzed in terms of word order. 

F1-Score: The F1 score, a one-dimensional indicator, has an important place in performance evaluation metrics. It 

is defined as the harmonic means of precision and recall. F1 score takes a value between 0 and 1. While a value of 1 

indicates excellent precision and recall values, a value of 0 indicates the worst performance. F1 score is especially 

prominent in unbalanced data sets [33] [34]. 

ROUGE: It is a widely used metric in natural language processing. The metric measures numerically how closely 

an automatically generated summary matches human-generated reference texts. This metric is typically based on word 
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overlap. A high ROUGE score indicates that the generated text is more similar to the reference text. The ROUGE can 

be calculated using different methods depending on the level of detail. The most commonly used examples are [35]: 

 ROUGE-N: Based on N-gram overlaps (like ROUGE-1, ROUGE-2) 

 ROUGE-L: Based on Longest Common Subsequence (LCS) length. 

 ROUGE-S: Based on Skip-bigram overlaps. 

 ROUGE-SU: Based on Skip-bigram and unigram overlaps. 

2.3.3 Expert assessment 

In analyzing the performance of the models, the evaluation of the experts by voting method is important. The two 

models generate the answer to the question randomly selected from the question pool. The expert compares these two 

answers and chooses one of the four options. A mobile application was developed for this case. The application was 

developed using the React Native framework and JavaScript. Firebase database was used. The answers to the questions 

about the models to be compared are given in the mobile application in Fig. 3. It is not stated which answer belongs 

to the given model. A blind evaluation system has been created. The same questions were asked by all models. The 

score table for the model was created according to the experts’ answers. If the answer of the model is good, the model 

receives a (+1) point, whereas the other model receives a (-1) point. If the expert chooses the option where both models 

are good, both models receive a value of (+1), and if both are bad, both models receive a value of (-1). 

 

Fig. 3. Mobile App 

Six experts can also reveal the semantic differences between the language used by humans and the language 

produced by the models. In this analysis, Elo [36] and TrueSkill [37] metrics, which are used to evaluate performances 

in competitive systems, were used. Elo indicates that one model wins, and the other model loses points. 

The model with the most points stands out in the evaluation, which starts with a specific score. TrueSkill considers 

the uncertainties of both sides. Thus, it is considered in cases where A and B are good, or A and B are bad. 
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2.4 Hardware and Software Used in the Analysis 

The experimental study used Google's Collaborative platform for the analysis. The hardware provided by this 

platform is 40 GB GPU and 107.7 GB storage space. Python was used as the programming language. HF used 

Transformers and torch libraries to integrate the models into the software. Transformers bring a fast architectural 

structure for natural language processing, leaving recurrent artificial neural networks behind. This architecture is 

scaled with training data and model size, enabling more efficient training [38]. PyTorch is an open-source Python-

based machine-learning library [39]. The given texts need to be chunked for training. This process is called 

tokenization. Tokenization is dividing the body given in language models into units. Each unit consists of a token 

[40]. An example of the code block used for tokenization is given in Fig. 4. 

 

Fig. 4. Tokenization process 

3. Results 

The results of the analyses are given in Table 7. The F1 score was used for accuracy evaluation in contextual 

learning. ROUGE-1, ROUGE2 and ROUGE-L metrics were used for automatic question-and-answer evaluation, and 

Elo and TrueSkill were used for expert evaluation. In Elo, each model started with 500 points, while TrueSkill started 

with 25 points.   In the expert evaluation, each expert voted on 70 questions, and 420 votes were used. The correlation 

matrix of the metrics with each other is shown in Fig. 5. As a result of the analyses, the best result obtained is the 

Turkish language model A (timpal0l/mdeberta-v3-base-squad2). This language model was developed based on the 

BERT and RoBERTa language models. Following language model A, language model N (distilbert/distilbert-base-

uncased-distilled-squad) performed the second best. Among the other language models, K (deepest/Roberta-base-

squad2), L (bert-large-uncased-whole-word-masking-finetuned-squad), and O (phiyodr/bert-large-finetuned-squad2) 

language models showed the third best performance. The remaining language models could not take the lead in any 

datasets. 

Table 7. Evaluation of models 

Criteria A B C D E K L M N O 

ARC (F1 Score) 0.2605 0.2450 0.2559 0.2281 0.2504 0.2778 0.2784 0.2466 0.2785 0.2721 

Turkish Sentiment 

Analysis (F1 Score) 

0.9500 0.9049 0.4251 0.8997 0.8639 0.8486 0.8851 0.8750 0.8845 0.9000 

MMLU (F1 Score) 0.2116 0.2183 0.2294 0.2674 0.2305 0.2314 0.2280 0.2289 0.2214 0.3100 

Hellaswag (F1 Score) 0.1981 0.2170 0.2547 0.2128 0.1967 0.1910 0.2218 0.2025 0.1345 0.1799 

ROUGE-1 0.8750 0.0952 0.3077 0.0952 0.1830 0.7500 0.8000 0.6667 0.7500 0.8000 

ROUGE-2 0.6667 0.0000 0.1818 0.0000 0.1325 0.6667 0.4444 0.5714 0.6667 0.4444 

ROUGE-L 0.8750 0.0952 0.3077 0.0952 0.1830 0.7500 0.8000 0.6667 0.7500 0.8000 

ELO 614 382 534 407 462 488 514 437 566 593 
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TrueSkill 29.5 20.5 26.5 21.5 23.5 24.5 25.5 22.5 27.5 28.5 

A: timpal0l/mdeberta-v3-base-squad2    

B: savasy/bert-base-turkish-squad   

C: incidelen/bert-base-turkish-cased-qa   

D: yunusemreemik/logo-qna-model   

E: ozcangundes/mt5-multitask-qa-qg-turkish  

K: deepset/roberta-base-squad2   

L: bert-large-uncased-whole-word-masking-finetuned-squad  

M: distilbert/distilbert-base-cased-distilled-squad   

N: distilbert/distilbert-base-uncased-distilled-squad  

O: phiyodr/bert-large-finetuned-squad2 

 

Fig 5. Correlation of Criteria 
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4. Conclusions and Discussion 

The correlation matrix shown in Figure 5 reveals the relationships between different evaluation metrics. According 

to the analysis results, ROUGE metrics (ROUGE-1, ROUGE-2, and ROUGE-L) have very high correlations among 

themselves (0.94-1.00). It is also seen that ROUGE metrics show a strong positive correlation (0.73-0.79) with ARC 

values. An excellent correlation (1.00) is observed between expert evaluation metrics Elo and TrueSkill, indicating 

that the two methods produce similar results. Elo and TrueSkill also exhibit strong positive correlations (0.63-0.74) 

with ROUGE metrics. This proves that there is a significant agreement between automatic evaluation and expert 

evaluation. On the other hand, negative correlations (between -0.11 and -0.58) are observed between Hellaswag and 

other metrics. These findings suggest that Hellaswag, which measures the ability to learn in context, may be inversely 

related to question-answering performance. The MMLU metric showed weak correlations with other metrics (between 

-0.17 and 0.13), indicating that models that perform well on multiple-choice logic and comprehension tests may not 

perform as well on question-answering tasks. There is a low-to-moderate correlation (0.24-0.26) between Turkish 

Sentiment Analysis performance and ROUGE metrics, indicating that model performances on sentiment analysis and 

question-answering tasks may be partially related, but this relationship is not strong. 

When we examined the most popular language models on Hugging Face and evaluated the results, we observed 

something different from what we expected. The most striking outcome was the success of the Turkish model 

timpal0l/mdeberta-v3-base-squad2. This result demonstrates the importance of combining the strengths of the BERT 

and RoBERTa models. Moreover, this model provided similarly good results regardless of the measurement method 

used. 

On the other hand, we noticed a big difference between sentiment analysis and question-answer. Although the 

models achieved F1 scores above 0.85 in sentiment analysis, they scored lower in question-answer. This reminded us 

that we must select different models for different tasks. Question-answer is a much more complex task than sentiment 

analysis. In particular, the incidelen/bert-base-turkish-cased-qa model fell behind the others with a low F1 score of 

0.42. This showed us that some BERT-based models have limitations in Turkish Question-Answer.  

We were surprised to see that different measurement methods such as ROUGE-L, TrueSkill and Elo gave similar 

results. Therefore, there is less difference between automatic evaluation and expert evaluation than we thought. 

However, interestingly, we did not find a relationship between the success of a model in context learning and its 

success in question-answering. This was the case for both the Turkish and English models. 

We learned lessons from these results for both researchers and practitioners. For researchers, it became clear that 

it is important to use different metrics for different tasks rather than a single metric when testing language models. 

Similar trends in Turkish and English models suggest that some results may be language-independent. 

For those working on Turkish natural language projects, we provide practical information on which model to 

choose for which task. Although mdeberta-v3-base-squad2 is a good choice for general language understanding, other 

models may be more suitable for tasks focused on sentiment analysis.Finally, the size of the datasets we used in this 

study was a limitation.  

In future, we plan to work with larger and more diverse datasets to increase the reliability of our results. In addition, 

investigating the reasons for the performance gap between sentiment analysis and question-answering can help us 

develop better models. Also, the transferability of fine-tuning across languages is an important area of research for 

multilingual applications. 
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