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Abstract 

As marine environments encounter escalating threats and obstacles, accurate and effective Fish Species 

Classification (FSC) has become crucial for managing fisheries, preserving biodiversity, and ecological 

surveillance. Considering the substantial volume of georeferenced fish photographs gathered daily by fishermen, 

artificial intelligence (AI) and computer vision (CV) technologies provide significant potential to automate their 

analysis via species recognition and classification. This study investigates utilizing Deep Learning (DL) techniques 

alongside appearance-based feature selection to automatically and precisely determine fish species from images. 

The research utilizes many aquatic fish images, including diverse species, sizes, and ecological settings. 

Conventional DL models struggle to capture long-term dependencies and necessitate fixed input sizes, rendering 

them less adaptable when processing images of varying dimensions. The Vision Transformer (VT) mitigates these 

limitations using the transformer model's Self-Attention Mechanisms (SAM). This paper employs a VT to address 

the FSC problem and provides Intelligent Automatic Detection and FSC in Marine Environment (IAD-FSC-ME). 

VT's efficacy is evaluated compared to pre-trained Convolutional Neural Network (CNN) models: VGG19, 

DenseNet121, ResNet50v2, InceptionV3, and Xception. The investigations utilize an open data set 

(Fish4Knowledge), wherein both the object detection and classification systems are enhanced with subtropical fish 

species of interest. It has been observed that VT surpassed the prevailing literature by attaining 99.14% accuracy in 

efficient FSC. 
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Introduction 

Over 85% of worldwide fish captures occur in fisheries that lack critical data, assets, and infrastructure 

necessary for conducting inventory evaluations (Scherrer & Galbraith, 2020). This particularly applies to 

commercial fisheries, which are growing in prominence and provide significant health and economic 

advantages but are challenging to monitor, regulate, and evaluate (Freire et al., 2020). Considering the 

substantial participation in recreational fisheries and the prevalent use of advanced technologies, there exists a 

significant opportunity for extensive data gathering that might enhance our understanding of catches and the 

state of the fish population (Agnes Pravina et al., 2024). Fishermen are generally inclined to preserve fish 

populations, and experiences with other organizations indicate that participation in citizen science initiatives 

not only facilitates the compilation of extensive datasets but also enhances understanding and fosters a feeling 

of responsibility. Citizen science would significantly enhance recreational fisheries management by facilitating 

cooperative study and management efforts (Harris et al., 2021).  

AI has transformed weather prediction, wildfire disaster management, medical care, and 

transportation (Trivedi et al., 2023). AI and CV technologies provide an unexploited potential to revolutionize 

fishing administration. AI facilitates the rapid analysis of photos sent by anglers, enabling automated FSC and 

perhaps supplying data regarding fish body size. Despite the growing use of AI in fisheries, shown by around 

40 scholarly papers annually (Honarmand Ebrahimi et al., 2021), this remains significantly constrained 

compared to other disciplines. AI-driven models are mostly used in commercial fisheries, often focusing on 

a limited number of species within a particular context (Uyan, 2022; Xue, 2024).  

Furthermore, the methodologies, instruments, and scripts used in this research are often inaccessible 

to the public, limiting their broader adoption, utilization, and community-led enhancement. Implementing AI 

applications and creating novel models need a robust foundation in computing and sophisticated technology. 

As new tools and databases are produced, programming may become more simplified, allowing smaller study 

teams globally to use these resources for their objectives (Kim et al., 2019). The most labor-intensive and             

time-consuming aspect of constructing species recognition models is acquiring expert-identified photos rather 

than computing resources. Public participation would be particularly impactful, enabling research 

organizations globally to include local scientists in collecting pictures and creating FSC models pertinent to 

regional fishing operations and ecological inquiries. These methods might facilitate expediting the processing 

of freshly collected local science information, advancing marine fishing evaluations into a resource-rich 

epoch (Larkin et al., 2022).  

Current DL models, such as CNNs, may encounter difficulties in fine-grained categorization tasks 

where minute distinctions between species are essential. These models often emphasize general 

characteristics instead of the intricate, nuanced differences essential for precise FSC (Wei et al., 2021). 

Numerous DL models have been developed on static databases and may struggle to adapt to new or dynamic 

inputs. As fresh marine species are identified or environmental circumstances evolve, current models may 

need retraining or refinement to include these modifications, which may be resource-demanding and                     

time-consuming.  

The shortcomings of conventional methods and current DL technologies underscore the need for 

more sophisticated strategies to tackle these difficulties. In recent years, VT has gained prominence in picture 

categorization challenges (Han et al., 2022). VTs, due to their capacity to collect worldwide context and 

manage fluctuation in picture quality, provide a viable approach to enhance the precision and effectiveness 



Natural and Engineering Sciences       146 
 

of species categorization. VTs have emerged as a transformative architecture in the area of CV, signifying a 

paradigm shift from traditional DL models.  

Literature Survey 

The past few years have seen substantial advancements in categorizing marine species, propelled by the 

development and use of advanced Machine Learning (ML) algorithms. These methods have shown that they 

can achieve FSC with enhanced accuracy, especially in difficult underwater conditions marked by fluctuating 

illumination, background interference, and turbulent water.  

DL has been used in several industries, from gaming to healthcare, although its potential for fish 

classification remains only partially investigated. A particular CNN known as Fast R-CNN has been used for 

object recognition to isolate fish from photos captured in real settings while effectively disregarding noise 

from the surroundings (Li et al., 2024). This method involves pre-training an AlexNet on the ImageNet 

repository and then adapting it to learn on a portion of the Fish4Knowledge database (Iqbal et al., 2021). In 

the concluding phase, Fast R-CNN utilizes the previously trained weights and the area suggestions generated 

by AlexNet as inputs, attaining a mean average accuracy of 81.4%. Another method involves applying                   

pre-training to a CNN akin to AlexNet, with three fully connected (FC) layers and five layers of convolution 

(CL). Pre-training is conducted using 1500 images over 1500 classes from the ImageNet file, and a CNN uses 

the acquired scores after its adaptation to the Fish4Knowledge database. Post-training is conducted using 60 

images for each of the 12 categories from Fish4Knowledge. The Fish4Knowledge photos undergo                            

pre-processing using image de-noising, achieving an accuracy of 87.12% on 1,550 test photographs. 

The maximum documented accuracy for Fish4Knowledge in the literature preceding our research is 

97.28%, attained by initially applying filters to the initial images to delineate the fish's form and eliminate 

the background, followed by the use of a CNN in conjunction with a Support Vector Machine (SVM) for 

categorization (Zhang et al., 2023). The method is called DeepFish, which includes three conventional CL and 

three FC layers. A prevalent characteristic of prior methods is their typical use of a pre-processing approach 

for photos to minimize noise in the desired image and specifically to delineate the outline of the fish (Qu et 

al., 2024). While this strategy may enhance system efficiency, the pre-processing operation must be 

thoroughly calibrated, as it may exclude valuable data and lead to detrimental performance effects. Individual 

species inherently possess unique living environments, as seen by their backgrounds. Deliberately omitting 

the species' context during pre-processing may eradicate valuable information. It is essential to implement a 

robust methodology capable of effectively managing noise and accommodating categorization variance to 

maximize the utilization of historical data while minimizing the impact of background noise on outcomes 

(Hyder et al., 2020).  

Liu et al., (2018) have developed a virtual fish monitoring system that employs YOLO and concurrent 

correlation filters, including detection and classification in a comprehensive end-to-end framework. 

Jahanbakht et al., (2022) conducted similar research by training a YOLO architecture to recognize several 

fish species using three databases, achieving an estimated average accuracy score of 0.5392. Authors in 

(Pedersen et al., 2019) expanded their research to include marine animals and fish, using the same YOLO 

methodologies. All of these techniques have the characteristic of training their networks in an end-to-end 

manner. The literature study indicates that fish classification systems mostly use conventional machine 

learning and deep learning techniques. The literature has often used transfer-learning approaches to conserve 

time and computing resources. The use of VT in FC is restricted, with just a few research using VT techniques 

on reference fish species databases (Teng & Zhao, 2020).  
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Proposed Method 

Database Information 

The Fish4Knowledge database comprises pictures derived from marine videos of fish. A collection of 25,552 

images has been cataloged across 20 distinct species. The leading 12 species constitute 96.5% of the photos, 

with the foremost species representing around 44% of the total images. The quantity of photos per species 

varies from 20 to 10,998. This results in a highly skewed sample. The image sizes vary from roughly 32 × 32 

pixels to 256 × 256 pixels. Another discovery in the collection is that most photos are captured from a 

perspective along the anterior-posterior axis or are somewhat inclined off that axis. In that collection of photos, 

the majority are captured from the left or right medial perspective, revealing the entire ventral skeletal plan. 

There are many photographs from the front perspective but few from the back end. Few photos were captured 

from the authentic frontal perspective. Many of the chosen species have a compact morphology, such as 

dorsoventrally elongated forms. This produces a distinctive form when the photos are captured from a lateral 

perspective. Consequently, photographs captured from the dorsal perspective produce a slender, abbreviated 

form. The images have a comparatively light backdrop, accentuating the fish's outline (Silva et al., 2022). 

Transformer Encoder (TE) 

 

Figure 1. Transformer encoder (TE) 

The domain of CV has traditionally depended on CNN until the introduction of transformers, which 

demonstrate exceptional performance. VT employs the conventional TE architecture for image-related tasks, 

as seen in Fig. 1. The graphic is first divided into many regions and then subjected to element encoding and 

position encoding before being entered into the TE with class encoding. Ultimately, it is sent into the Multi-

Layer Perceptron (MLP) for classification prediction. Multi-head attention (MHA) constitutes the 

fundamental architecture of the TE. The input consists of three vectors: request, key, and significance, while 

the output is the weighted sum of all values. The SAM matrix is denoted by Equation (1) using matrices 

𝑅, 𝐾, 𝑎𝑛𝑑 𝑆. 
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𝑆𝐴𝑀(𝑅, 𝐾, 𝑆) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥[
𝑅𝑡𝐾

√𝑑𝐾
𝑆     (1) 

The matrices 𝑅, 𝐾, 𝑎𝑛𝑑 𝑆 in Equation (1) pertain to matrix computation. The concatenation of several 

attention mechanisms achieves MHA. The MHA shown in Equation (2) has a diverse subdomain 

representation across several positions, which may be articulated as: 

𝑀𝐻𝐴(𝑅, 𝐾, 𝑆) = ∑[𝐻1, 𝐻2, … . . 𝐻𝑛)𝑊0      (2) 

𝐻𝑖 = 𝑆𝐴𝑀(𝑅𝑊𝑖
𝑅 , 𝐾𝑊𝑖

𝐾 , 𝑆𝑊𝑖
𝑆)       (3) 

VT for FSC 

 

Figure 2. Architecture of VT for FSC 

Fig. 2 depicts the architecture of VT for FSC. After undergoing location encoding and linear 

translation, the image is first divided into many segments input into the TE. The encoder utilizes weights 

previously trained and derived from the ImageNet dataset. The MLP ultimately generates the anticipated 

category. This research proposes a FSC approach using transfer learning and a VT model. Training the neural 

network from inception in traditional DL models is extremely time-consuming and requires significant data 

(Ahmed, 2024). To minimize computational expenses and data consumption, the VT framework has 

been previously trained on the ImageNet database for refinement, which facilitates the extraction of 

specialized characteristics from fish images and further trains the MLP for classification purposes.  
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Given the substantial data requirements for training a VT model from scratch, the mathematical 

resource requirements are excessive, and the current fish population is limited; therefore, it has been proposed 

to utilize transfer learning to enhance the model's feature mining capabilities for fish information. 

Consequently, we use the VT framework learned on the ImageNet information set, and upon acquiring the 

model's trained weights, we refine them for feature extraction in this work. The precise procedure is shown 

in Fig. 2. The VT has been trained in advance using the dataset to get the model parameters. The model that 

has been trained is then applied to the desired database, namely the fish databases (Fish4Knowledge). The 

encoder level of the VT is fixed, and only the MLP level gets training for the categorization of fish species 

images.  

Results and Discussion 

The study uses the TensorFlow DL structure in conjunction with the library provided by Keras. The tasks were 

executed in the cloud GPU service using an Ubuntu Linux workstation with an NVIDIA A100 GPU. The 

model that was learned is subjected to thorough evaluation to determine its reliability and scalability on an 

independent test database. The model's effectiveness on Fish4Knowledge dataset is assessed using measures 

including accuracy, precision, recall, and F1 score for different CNN models. The impact of optimizer selection 

on the quality of classification is also examined.  

 

Figure 3. Sample fish images from the Fish4Knowledge database 

This comprehensive assessment enables a detailed analysis of the model's efficacy in accurately 

identifying fish species. These varied evaluation metrics provide comprehension of the model's potential and 

appropriateness for the specified FSC according to distinct performance standards. Figure 3 illustrates the 

sample fish images from the Fish4Knowledge database used in the analysis and FSC. 



Natural and Engineering Sciences       150 
 

 

Figure 4. Performance comparison for various CNN models with the proposed VT for FSC 

Fig. 4 compares various CNN models' performance with the proposed VT for FSC. Among the 

models, VT has the superior overall performance, with an accuracy of 99.14%, precision of 98.2%, recall of 

97.32%, and F1-score of 97.12%. This is markedly superior to the other models. For example, ResNet50v2 

and VGG19, the subsequent top performers, get accuracy ratings of 95.79% and 94.69%, respectively; 

however, they remain inferior to VT's measures across all categories. DenseNet121 has the worst performance 

across all criteria, with 69.06% accuracy (Lekunberri et al., 2022). The results indicate that VT's architecture is 

particularly adept at high-precision jobs in FSC, surpassing conventional CNN-based models in this domain. 

 

Figure 5. Comparative analysis of several categorization techniques for each category of fish images 

from the Fish4Knowledge database. 

Fig. 5 illustrates the comparative analysis of several categorization techniques for each category of 

fish images from the Fish4Knowledge database. Both models had near-perfect results in the fish category S. 

Acanthias, achieving 100% accuracy, precision, recall, and F1-Score. In most areas, VT surpasses ReNet50, 

particularly in accuracy and recall, underscoring its dependability in properly categorizing fish photos. For 

example, VT achieved 99.89% accuracy and 100% recall for C. Rupestris, demonstrating its exceptional 

proficiency in properly recognizing this species. Overall, VT demonstrates superior consistency across 

categories, establishing it as a more successful model for fish categorization inside the Fish4Knowledge 

dataset. 
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Conclusion 

This work examines DL methods in conjunction with appearance-based feature selection for the automated 

and accurate identification of fish species from photographs. The study employs an extensive compilation of 

marine fish photos, including photos of various species, sizes, and biological environments. Conventional DL 

models fail to capture long-term relationships and need constant input sizes, making them less versatile for 

processing pictures of different dimensions. The Vision Transformer (VT) addresses these constraints using 

the Self-Attention Mechanisms (SAM) inherent in the transformer paradigm. This work utilizes a VT to tackle 

the FSC issue and offers Intelligent Automatic Detection and FSC in the Marine Environment (IAD-FSC-ME). 

The effectiveness of VT is assessed against pre-trained CNN models. The research used an open dataset 

(Fish4Knowledge), in which both object detection and classification methods are augmented with subtropical 

fish species of interest. Among the models, VT has the superior overall performance, with an accuracy of 

99.14%, precision of 98.2%, recall of 97.32%, and F1-score of 97.12%. Both models had near-perfect results 

in the fish category S. Acanthias, achieving 100% accuracy, precision, recall, and F1-Score. 
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