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ABSTRACT 

Item Response Theory (IRT), over its nearly 100-year history, has become one of the most popular 

methodologies for modeling response patterns in measures in education, psychology and health. Due to its 

advantages, IRT is particularly popular in large-scale assessments. A pre-condition for the validity of the 

estimations obtained from IRT is that the data meet the model assumptions. The purpose of this study is to 

examine the testing of model assumptions in studies using IRT models. For this purpose, 107 studies in the 

National Thesis Center of the Council of Higher Education that use the IRT model on real data were 

examined. The studies were analyzed according to sample size, unidimensionality, local independence, 

overall model fit, item fit and non-speedness test criteria. According to the results, it was observed that the 

unidimensionality assumption was tested at a high level (89%) and Factor Analytic approaches were 

predominantly used. Local independence assumption was not tested in 36% of the studies, unidimensionality 

was cited as evidence in 40% of the studies and tested in 24% of the studies. Overall model fit was tested at 

a moderate level (51%) and Log-Likelihood and information criteria were used. Item fit and Non-Speedness 

testing were tested at a low level (26% and 9%). IRT assumptions should be considered as a whole and all 

assumptions should be tested from an evidence-based perspective. 
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Introduction 

Many models have been developed throughout the history to place scores obtained from 

educational and psychological measurements on a scale. Classical Test Theory (CTT) and Item 

Response Theory (IRT) are the most widely used, known and important among these models. 

Classical Test Theory models are often referred to as "weak models". The reason for this is that 

the assumptions of the models can be easily met with the test data. On the other hand, the test data 

are less likely to meet the assumptions since they are strict in Item Response Theory models and 

therefore they are called as “strong models” (Hambleton and Jones, 1993). Classical Test Theory 

is a theory based on observed score (X), true score (T) and error score (E). This theory has a simple 

linear equation expressed as X=T+E, consisting of the sum of the observed test scores (X), the 

unobservable and often latent true score (T) and the error score (E) (Novick, 1966). Since there 

are two unknown variables in the equation (T and E), the equation cannot be solved unless there 

are some assumptions. These assumptions of the CTT are (a) the true scores and error scores are 

uncorrelated, (b) the expected value of the error score is equal to zero, (c) the true scores and error 

scores in parallel tests are uncorrelated (Lord & Novick, 1968). The true score in the basic equation 

of the theory is the difference between the observed test score and the error score. The true score 

of the examinee is also defined as the expected score from the parallel forms. CTT models are 

focused on modelling at the test score level. These models relate the true score to the total score 

obtained from the test, not to the scores obtained from the items. The biggest advantage of CTT is 

that its assumptions are easily met and item parameters can be easily calculated (Fan, 1998). 

However, CTT has some limitations. Lord (1953) states that the true score in the CTT varies 

according to the difficulty of the test. For example, while an examinee will score low on a difficult 

test, he/she will score high on an easy test. While the examinee's ability level has not changed, the 

fact that the examinee's true score takes different values indicates that the examinee's true score in 

CTT is dependent on the test or the group he is in. Thus, different methods and models have been 

sought to overcome the limitations of CTT. 

Item Response Theory (IRT) is one of the most popular methodologies used to model 

response patterns from measurements (Boduroğlu & Anil, 2023). IRT studies started with the 

modelling of latent variables with the work of Thorndike, Thurstone and Symond in the early 20th 

century until its foundations were laid with the studies of Lazarsfeld and Lord in the 1950s. In the 

1960s, IRT developed with Rasch's studies on the "Rasch model" and Birnbaum's studies on the 

"logistical model" (Baker, 2001; Himelfarb, 2019). It remained as a theory with no practical 

application until the 1970s, as computational technology did not enable data analysis with IRT 

models. With the development of computers in computing technology, IRT applications and 

research have become widespread. Over time, more complex models have been developed on 

logistic models (De Boeck and Wilson, 2004; Reckase, 1997; Rijmen et al., 2003). In the 21st 

century, IRT has found a wide and fundamental application area, especially in large scale 

educational assessment. Today, IRT is used in the social sciences and behavioral sciences as well 

as education, psychology and medical sciences (Reise & Waller, 2009; Thissen & Steinberg, 2020; 

Zanon et al., 2016; Mutluer & Çakan, 2023). 

IRT is a powerful scaling method used to determine the characteristics of the items and 

examinees based on the responses of examinees to the items in the test (Embretson & Reise, 2000; 

Selçuk & Demir, 2024; Sözer & Kahraman, 2021). In IRT, there is a parameter called ability, 

denoted by theta, which corresponds to the true score of the individual in CTT. In addition, IRT 

provides useful information about the contribution of the items in the measurement of the latent 
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construct, its quality and at which points of the ability scale it performs the best measurement. One 

of the important features of the IRT is that it places both examinees and items on the same scale. 

An examinee may have a high or low ability level, and an item may have high or low difficulty 

and be on the same scale. Having a common scale for examinees and items makes it possible to 

evaluate the amount of information that items provide in terms of latent structure and to match 

items in accordance with the ability level of the individual taking the test (Van der Linden & Glas, 

2010). Another advantage of IRT is that both item parameters and ability parameters can be 

estimated without being dependent on the group or the test. That is, (a) examinees' ability 

parameters are independent of the test items they take, (b) item parameters are independent of 

examinees' ability distributions (Hambleton et al., 1991). Thanks to its advantages, IRT is actively 

used in large-scale tests, computerized adaptive testing, test equating, differential item functioning, 

cognitive diagnostic model and scale development applications (Aybek, 2023; Ayva Yörü, 2024; 

Doğan & Atar, 2024; Kılıç et al., 2023; Saatcioglu & Sen, 2023; Şahı̇n, Yildirim & Boztunc 

Öztürk, 2023; Yiğiter & Doğan, 2023). 

As previously mentioned, IRT models are strong due in part to the fact that their underlying 

assumptions are challenging to meet. To take advantage of the benefits of the above mentioned 

IRT, the assumptions of the model need to be tested and met. Estimation made without meeting 

assumptions will contain systematic error, and the validity of the obtained item and ability 

parameters will become doubtful (Hambleton & Swaminathan, 1985; Reckase, 2009). On the other 

hand, IRT needs large samples for the estimation of item and ability parameters. The minimum 

sample size differs according to the IRT model used for accurate estimation of parameters in IRT 

applications. As the IRT model used gets more complex, larger samples are required (Sireci, 1991). 

The assumptions of the Item Response Theory have been discussed in many different sources. 

Trabin and Weiss (1983) discussed the assumptions of IRT under three headings: (a) 

unidimensionality, (b) local independence, (c) item characteristic curve graph. Hambleton and 

Swaminathan (1985) stated that there are four assumptions: (a) dimensionality, (b) local 

independence, (c) item characteristic curve fit, (d) non-speedness test. Crocker and Algina (1986) 

express that there are two assumptions: (a) unidimensionality and (b) local independence. 

According to Embretson and Reise (2000), IRT has two basic assumptions: (a) item characteristic 

curve have a specified form and (b) local independence. Demars (2010), on the other hand, 

discussed this under the headings of (a) unidimensionality, (b) local independence and (c) fit. Stone 

and Zhu (2015) lists five different assumptions: (a) dimensionality, (b) local independence, (c) 

form of the IRT Model (Overall Model Fit), (d) non-speedness test and (e) Model Fit (Item and 

Person Fit). 

In the following sections of the study, firstly, sample size in IRT is discussed. Then, the 

assumptions of IRT are described and the methods used to test these assumptions are explained 

under separate headings in line with the main sources and books in the literature. 

Sample Size 

It is difficult to accurately determine the sample size required for an accurate estimation of 

the item and individual parameters to be obtained from a test. In particular, as the IRT model used 

becomes more complex, both larger sample sizes and longer tests are needed to obtain accurate 

estimations (Hambleton, 1989). As an outgrowth, IRT models are used in large scale assessment. 

In addition, scaling and estimation can be made with IRT in tests which consist of fewer items and 

are applied to groups with a certain sample size (Emretson & Reise, 2000). In the literature, there 

are many studies on the sample size which is required to obtain accurate and stable parameter 
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estimations with IRT. Lord (1968) discusses that a sample size of more than 1000 is needed to 

estimate the item discrimination parameter accurately. It is stated that the Rasch or 1PL model 

with fixed item discrimination can be used with a sample size of 100 or 200 (DeMars, 2010). In 

models where item discrimination is estimated, it is seen that a larger sample size is required. Ree 

and Jensen (1980) state that a sample size of 500 or more is required in order to estimate the item 

discrimination and difficulty parameters accurately. According to Hulin et al. (1982), a sample 

size of 500 or more is required for the 2PL model, and a sample size of 1000 or more for the 3PL 

model. Swaminathan and Gifford (1983) state that a sample size of 1000 gives good results for the 

3PL model. Harwell and Janosky (1991) suggested that the sample size should be more than 250 

in order to estimate the parameters correctly. Demars (2010) says that the sample size should not 

be less than 500 for the 2PL and 3PL models. 

Unidimensionality 

Unidimensionality means that there is only one type of ability that affects a test taker's 

performance in a test subject (Lord & Novick, 1968). In other words, it is a single feature that 

keeps the items in the measurement tool together. Unidimensionality appears as the basic 

assumption of unidimensional IRT models. In order for an item group to be considered as a single 

dimension, these items must have a common characteristic and this item group must have a 

common variance that explains the variability among examinees. If unidimensionality is violated, 

the multidimensional structure of the latent trait space will not match one-to-one with the 

unidimensional IRT model. When unidimensionality is violated, scores obtained with the 

unidimensional IRT may be biased. On the other hand, it is very difficult to achieve pure 

unidimensionality in practice. Because examinees cannot be expected to act in line with only one 

trait while answering the items. Also, the measured trait may be a multidimensional construct. 

Multidimensional IRT models have been developed for multidimensional tests. These models 

assume that more than one trait underlies performance. Multidimensional IRT models can be used 

if more than one trait determines the examinee's performance (Reckase, 2009; Kartal & Mor Dı̇rlı̇k, 

2021). 

It is seen that Factor Analytical methods are generally used to test the unidimensionality 

assumption (Ziegler & Hagemann, 2015). Factor Analytical methods try to explain the 

relationships between responses to test items with fewer factors (Stone & Zhu, 2015). For this 

reason, with these methods, factor analysis is applied to the data obtained from the items and a 

dominant factor is sought (Erkus et al., 2017). Factor Analysis is categorized as Exploratory Factor 

Analysis (EFA) and Confirmatory Factor Analysis (CFA). While EFA helps us to determine the 

possible factor structure underlying the observed variables based on examinees responses, CFA 

allows testing the hypothesis that the determined relationships exist (Suhr, 2006). Apart from 

factor analysis, many different methods have been developed to test dimensionality. Horn's 

Parallel Analysis (Watkins, 2006), Velicer's Map Test (Zwick & Velicer, 1986), DIMTEST (Stout, 

1987; Nandakumar & Stout, 1993), hierarchical cluster analysis (HCA/CCPROX) (Roussos, Stout, 

& Marden, 1998) and DETECT index (Zhang & Stout, 1999) are other methods used to determine 

dimensionality. Principal Component Analysis on standardized residuals is another method used 

to test dimensionality (Chou & Wang, 2010). As noted above, Factor Analysis functions as a 

dimension reduction. Decision Tree Induction, Support Vector Machine (SVM), Naive Bayes 

Classifier and Random Forest Classifier methods from cluster analysis and Machine Learning 

(ML) algorithms as dimension reduction methods also appear in the literature as methods used in 

examining dimensionality (Hasan et al., 2021; Dogan & Basokcu, 2010). 
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Local Indepencence 

Local independence means that an examinee's probability of answering an item is 

independent of their response behavior to other items. In other words, when the ability that affects 

test performance is kept constant, examinees' responses to items are statistically independent from 

each other (Hambleton & Swaminathan, 1985). Local independence comes from the basic rule of 

the probability function on which the IRT is based. Failure to meet this assumption causes the 

estimations obtained from statistical calculations to be incorrect (Looney & Spray, 1992). For 

example, in the estimation of ability with the Maximum Likelihood Function, the estimation of 

ability is estimated by multiplying the probabilities obtained from the responses of the examinees 

to the items. Likelihood functions calculate probability results by treating items as if they are 

independent of each other at a given ability level. In order for the probability of two events to occur 

at the same time to be equal to the product of the probabilities of the two cases, the cases must be 

independent of each other. It is stated that if the local independence assumption is not met, the test 

information and item discrimination parameters are overestimated (Chen & Thissen 1997; 

Embretson & Reise, 2000; Sireci et al., 1991). Junker (1991), on the other hand, states that ability 

parameters are strongly biased in case of local dependency. In addition, there are studies in the 

literature showing that the item difficulty parameters of local dependency are incorrectly estimated 

(Eckes, 2011; Min & He, 2014). There can be many factors affecting the assumption of local 

independence in educational tests. Response to an item in items with a common root may affect 

the responses to other items with the same common root (Chen & Thissen (1997). Also, cheating 

behavior, fatigue (Yen, 1993), students' different practice situations or the test being a speed test 

(Embretson & Reise, 1999). 2000) affects local independence. In cases where local independence 

is violated, three solutions are distinguished. First, one of the two items with local dependence 

between them can be excluded. Second, by creating an item group from local dependent items, 

this item group can be scaled with IRT models under multi-category models (Yen, 1993). Third, 

Testlet Response Theory models, which make predictions by considering grouped items, can be 

used, (Wainer et al., 2007). 

A wide variety of methods have been developed to test local independence. Local 

independence is usually examined through the relationship between the items over the residual 

matrix calculated by the difference between the observed matrix and the produced matrix from the 

model. Analyses such as Yen's Q3 (1984), G2 squared (or 𝜒2) (Chen & Thissen, 1997), correlation 

between residuals (Linacre, 2009), JSI (Edwards et al., 2018) are the methods used to test local 

independence. It is also stated that local independence can be examined by categorizing the ability 

scale into different ability ranges and examining the correlation or covariance between the items 

(McDonald, 1981; Tucker et al., 1986). 

Overall Model Fit 

As with any modelling study, it is necessary to measure the misfit between the model and 

the data to determine which IRT model to use. Estimates and inferences made with an 

inappropriate IRT model will be invalid (Maydeu-Olivares, 2006). Evaluation of the overall fit of 

the model and the data can be done by comparing the total observed score distribution with the 

expected score distribution by the model. Evaluation of residuals from differences between 

observed and expected correct response rates at all skill levels provides precious information for 

overall model data fit. Model-data fit can be mentioned if the residuals are small and randomly 

distributed. Embretson and Reise (2000) state that residuals approaching zero for a model can be 
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taken as a measure of model-data fit. In the evaluation of the general model-data fit, information 

criterion values that exhibit the 𝜒2 distribution are generally used. The prominent ones are Log-

Likelihood Test [-2*LL], Akaike Information Criteria [AIC], Consistent AIC [CAIC], Bayesian 

Information Criteria [BIC], sample size–adjusted BIC [SABIC], Hannan-Quinn Criterion (HQ) 

values (Antoniou et al., 2022; Hambleton & Swaminathan, 1985). The low statistics calculated for 

the models indicate a better model-data fit. The differences between these values obtained from 

the models allow comparison of the models with the chi-square statistics at the relevant degrees of 

freedom. Another test's goodness-of-fit statistic is M2 (Maydeu-Olivares & Joe, 2006). 

In addition, goodness of fit indexes (𝜒2/sd, GFI, AGFI, CFI, NFI, TLI, SRMR, RMSEA, 

et al.) are used in model selection in order to determine which model fits the data better in IRT 

(Chalmers, 2012). (For more information on general model data fit, see Demars, 2010; De Ayala, 

2013; Maydeu-Olivares, 2006). 

Item Fit 

In order to make inferences from a data set scaled with IRT, it is important to meet the fit 

of the items to the model. In terms of the accuracy of the estimations to be obtained from the 

model, the items in the test should fit with the model. Estimates from models with non-fit items 

will lead to biased estimation of ability parameters, unfair ranking of examinees, and incorrectly 

equalized scores (Wainer & Thissen, 1987; Yen, 1981). The Item Characteristic Curve (ICC) can 

be used to evaluate the fit of the items to the model. The indicator of the item's fit with the model 

is the similar distribution of the estimated ICC and the observed values across the throughout 

ability scale. In other words, the small difference between the ICC and the observed values will 

indicate the fit of the item to the model. The difference between the ICC and the observed values 

is called the residual. The fact that the residuals approach zero is a sign of good item fit (Embretson 

& Reise, 2000). Visual inspection of the residuals on the ICC is helpful, but it also draws criticism 

for the subjectivity of the evaluation. For this reason, many item fit indices have been developed. 

These indices are divided into two groups as Traditional and Alternative item fit indices. 

Traditional indices divide examinees into specific groups and examine the differences between the 

expected and observed mean values of these groups. Alternative item fit indices have been 

developed since it was stated in the traditional indices that if the item is misfit, the estimation made 

is also incorrect, and therefore the expected scores produced from the model will be incorrect. 

Traditional item fit indices can be listed as follows: OUTFIT, INFIT indices (for Rasch and 1PL 

models) (Wright & Panchapakesan, 1969), Bock's 𝜒2 index (Bock, 1972), Yen's Q1 index (Yen, 

1981), G2 index (McKinley and Mills, 1985). Alternative item fit indices can be listed as S-𝜒2 

(Orlando & Thissen, 2000), scaling corrected fit statistics (𝜒2∗) (Stone, 2000), and adjusted chi-

square/degrees of freedom ratio (𝜒2/df ratio) (Drasgov et al., 1985). 

Non-Speedness Test 

It is an assumption of IRT models that the test is not performed under accelerated 

conditions. That is, if an examinee did not answer some test items, it must not be because he did 

not reach the test items or the time period has expired. This situation must be due to the insufficient 

level of talent of the examinee. This assumption is sometimes referred to in the unidimensionality 

assumption. When speed affects test performance; test performance is affected by at least two 

dimensions - measured talent and speed. This situation has a disruptive effect on 

unidimensionality.  The non-speedness test assumption assumes that examinees should have 

enough time to answer the items they think they can answer. Many different methods have been 

proposed to test the non-speedness assumption. A few methods in the literature are as follows: The 
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first is to examine the relationship between the scores obtained by applying the same test form to 

the same group under a certain time limit and without a time limit. The second is the ratio of the 

variance of the number of items that each examinee left blank to the variance of the number of 

items they answered incorrectly. If this ratio is close to zero, it is stated that the test is a non-

speedness test, and if it is close to one, it is a speed test (Gulliksen, 1950). The third is the 

examination of the marking rates of the items. It is expected that the percentage of those who reach 

the items and give correct or incorrect answers is high. The fourth is the evaluation of the 

percentage of “unreachable” items. In order to determine that the test is a non-speedness test, 80% 

of the examinees must complete the test by reaching all the items, and each examinee taking the 

test must reach at least 75% of the items (Swineford, 1956). 

Aim and Significance of the Research 

In this study, it is aimed to determine the status of examining the IRT assumptions of the 

studies using the IRT model in the literature. For this aim, master’s theses and doctoral 

dissertations written using the IRT model in Türkiye are addressed. The methods by which the 

researchers tested the IRT assumptions were examined in detail. It is known that IRT models, 

which have been widely used recently, have many strengths. However, it should be taken into 

account that the estimated parameters and interpretations will be erroneous in cases where IRT 

assumptions are violated. When the literature is examined, it is seen that there is no study that deals 

with the examining of assumptions in detail. It is thought that this study will contribute to the field 

in terms of revealing the general framework of the IRT assumptions in the literature and presenting 

an awareness of testing of these assumptions.  



 

125 

 

Method 

This study is a descriptive research as it reports the existing characteristics of the studies 

conducted using IRT models in terms of IRT assumptions. Descriptive research aims to report the 

characteristics of the situation examined in the research as it exists (Fraenkel & Wallen, 2011; 

Koyuncu & Kılıç, 2021). At the same time, document analysis method was used in this research, 

which was created by gathering information from the studies in the literature. Document analysis 

is a systematic process that enables the analysis of the information and content in the written 

elements considered for the purpose of the research (Ary, Jacobs, & Sorensen, 2010). In this study, 

document analysis method was preferred to examine the master's and doctoral theses written on 

Item Response Theory between 1993 and 2023 in Türkiye. 

Many different and complex IRT models have been developed, such as Multidimensional 

IRT Models, Mixture IRT Models, Nonparametric IRT Models, Explanatory Item Response 

Models, etc. Studies conducted on these different IRT models were excluded from the context of 

this study due to the different scaling methods and assumptions. Therefore, in this study, only 

master's and doctoral theses prepared using unidimensional IRT models were analysed. This 

situation is a limitation of this study.  

 
Figure 1. Literature review flow chart 
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Within the scope of the research, the database of the National Thesis Center of the Council 

of Higher Education was searched. Details of the literature review are presented in Figure 1. 

107 studies that are in line with the inclusion criteria were examined within the scope of 

the research. In determining the criteria to be investigated, the researchers examined the books and 

articles that were the main sources in the development and dissemination of the IRT. Aligning 

with the literature review, unidimensional IRT assumptions are discussed under five headings in 

Figure 2. 

 

Figure 2. Unidimensional IRT assumptions 

As noted in the Sample Size section, the sample must be of a certain size in IRT. For that 

reason, it was considered to analyze the sample size as a criterion. Then, 107 studies were analyzed 

according to the assumptions in Figure 1 (1) unidimensionality, (2) local independence, (3) overall 

model fit, (4) item fit and (5) non-speedness test. 

After the included studies were reviewed within the scope determined by the researchers, 

the data were analysed using descriptive analysis. Results were reported using frequency and 

percentage. 

Ethics  

The ethics application for the study was made on 20/06/2021 and the research was carried 

out with the approval of Social Sciences University of Ankara Ethics Commission dated 

06/08/2021 and numbered 14020.  
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Results 

Distribution of Studies by Years 

Table 1 shows the distribution of the studies in the study group by years. 

Table 1. Distribution of IRT studies by years 

Year 
Number of 

Studies 
Year 

Number of 

Studies 
Year 

Number of 

Studies 
Year 

Number of 

Studies 

1993 1 2001 0 2009 4 2017 6 

1994 2 2002 1 2010 1 2018 11 

1995 1 2003 1 2011 4 2019 10 

1996 0 2004 0 2012 4 2020 5 

1997 0 2005 2 2013 6 2021 8 

1998 0 2006 3 2014 7 2022 2 

1999 1 2007 0 2015 9 2023 6 

2000 0 2008 5 2016 7 Total 107 

When Table 1 is examined, it is seen that the studies written using IRT have increased 

significantly in the last 10 years. 

Sample Size 

The sample sizes of the studies were investigated in four classes as [0,200], [201,500], 

[500,1000], [1001+]. In order to evaluate the sample size of the polytomous IRT models, the 

dichotomous IRT model was coded as the corresponding models (Partial Credit Model -> Rasch 

or 1PL; Generalized Partial Credit Model, Graded Response Model -> 2PL) (Brzezińska, 2016). 

Table 2. Sample size 

Model 
Sample Size 

Total 
[0,200] [201,500] [501,1000] [1001+] 

Rasch or 1PL 3 9 3 16 31 

2PL 3 10 14 25 52 

3PL 0 1 3 20 24 

Total 6 20 20 61 107 

When Table 2 is examined, it is seen that there are few studies with low sample size. While 

there are no studies with a sample size of 200 or less in the 3PL model, there are some studies with 

low sample sizes in the Rasch-1PL and 2PL models. 

Unidimensionalty 

 The distribution of the methods used in testing the unidimensionality assumption in 107 

studies examined in the research is presented in the figure below. 



 

128 

 

*EFA: Explanatory Factor Analysis, CFA: Confirmatory Factor Analysis, PCA: Principal Component Analysis, LD: Local Dependence. 

Figure 3. Methods used in testing unidimensionality assumption 

When the results are analyzed, it is seen that unidimensionality is tested at a high level 

(n=95, 88.79%). EFA (n=47,%=43.93), CFA (n=21, %=19.63) and EFA and CFA 

(n=16, %=14.95) are the most used methods for testing unidimensionality. 

Local Independence 

The distribution of the methods used in testing the local independence assumption in the 

studies examined in the research is presented in the Figure 4 below. 

 

Figure 4. Testing the local ındependence assumption 

When the results are analyzed, it is seen that the local independence is mostly handled on 

the basis of unidimensionalism and there is no additional testing (n=43,%=40.19). Yen Q3 

(n=9, %=8.41), Residual Correlation Matrix (n=8, %=7.48), Inter-item relations (n=7, %=6.54) 
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and G2 (n=2, %=1.87) methods are used to test local independence. In many studies, local 

independence was not examined (n=38, %=35.51). 

Overall Model Fit 

The distribution of the methods used in testing the overall model fit assumption in the 

studies investigated in the research is presented in Figure 5. 

 

Figure 5. Testing of overall model fit 

When the results are analyzed, it is seen that the overall model fit was tested at a moderate 

level (n=55, %51.4). In the testing of overall model fit, it is seen that Log Likelihood (2LL) 

(n=36, %=33,64) value is mostly analyzed. Information Criteria values (2LL, AIC, BIC) 

(n=8, %=7.48), Chi-Square (n=4, %=3.74%), goodness of fit indexes (n=4 , %=3.74), Residual 

Analysis (n=2, %=1.87) and Graphical Review (n=1, %=0.99) are other methods used to test the 

model data fit. 
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The distribution of the methods used in testing the item fit of the studies included in the 

study is presented in Figure 6. 

When the results are analyzed, it is seen that the item fit is tested at a low level 

(n=28, %=26,16). It is seen that Bock's 𝜒2 (n=19, %=17.76) statistics are mostly used in the testing 

of item fit. INFIT-OUTFIT (n=6, %=5.61), Residual Analysis (n=2, %=1.87), and S-𝜒2 

(n=1, %=0.93) methods are other methods used to test item fit. 

Non-Speedness Test 

The distribution of the methods used in testing non-speedness test assumption is presented 

in Figure 7. 

 

Figure 7. Testing of non-speeded test assumption 

When the results are analyzed, it is seen that non-speedness test assumption is tested at a 

low level (n=10, %9.34). Item Marking Rate (n=5, %=4.67), variance ratio (n=3, %=2.80) and 

75%-80% (n=2, %=1.87) methods were used in the testing of non-speedness test. 

Discussion and Conclusion 

Item Response Theory has been widely used by researchers in recent years thanks to the 

advantages it offers. In this study; the studies carried out with the IRT model in the last 30 years 

in Türkiye have been examined and it has been observed that approximately 93% of these studies 

have been carried out from 2005 to the present. This situation can be interpreted as an indication 

of the increasing interest in the IRT in recent years. It is known that model assumptions must be 

met in order to benefit from the strengths of IRT and to interpret test scores correctly. The studies 

examined in this study were limited to unidimensional IRT models. In this study, the testing of the 

dimensionality assumption was discussed primarily. Due to the difficulties in the unidimensional 

test development process, researchers are trying to obtain a dominant factor or component. 

Although there are many different methods to test the unidimensionality assumption, it is stated 

that factor analysis methods provide more effective results and are widely used (Erkus, 2006; 

Lumsden, 1961, 1976; Ziegler & Hagemann, 2015). As a result of the investigations made in this 

study, it was seen that 78% of the researchers resorted to factor analytical (EFA or CFA) methods 

in testing the unidimensionality assumption. It is stated that the unidimensionality assumption 

should be checked in studies using IRT models (Crocker & Algina, 1986; Demars, 2010; 
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Hambleton & Swaminathan, 1985; Lord & Novick, 1968). In approximately 11% of studies, it was 

observed that the unidimensionality assumption was not examined. 

When the testing of the local independence assumption was analyzed, it was seen that 

approximately 40% of the researchers did not make a further test, referring to the fact that when 

the unidimensionality assumption is met, the local independence assumption will also be met. This 

situation is generally based on Lord's (1980) view that the correlation between the responses of 

individuals to the items for a given ability level in a one-dimensional test will be zero. So, when 

the unidimensionality assumption is met, the local independence assumption will also be met. 

Similarly, since Hambleton & Swaminathan (1985) stated that these two assumptions are 

equivalent when 𝜗 ability level is unidimensional, the researchers did not perform a local 

independence test other than unidimensionality. DeMars (2010), on the other hand, stated that in 

cases where the dependence between item pairs is at limited levels, it may not emerge as a separate 

dimension, for that reason, local independence may not be determined with unidimensionality tests 

and local independence should be tested with different methods. Local independence was tested 

in 24% of the studies reviewed. Yen's Q3 test, Residual Correlation Matrix, Inter-item relations 

and G2 methods were used to test local independence. In 36% of the studies, the assumption of 

local independence was not examined. Considering that the estimations obtained from the 

statistical calculations will be incorrect if the local independence assumption is not met, it is an 

important problem that there are many studies that do not examine this assumption. 

The benefits of IRT for applications such as test development, item bank creation, 

differential item function (DIF), computerized adaptive testing (CAT), and test synchronization 

may not be realized unless a fit IRT model is used for a given dataset. The success of IRT 

applications requires a satisfactory fit between the model and data. The most critical problem 

caused by model-data misfit may be that parameter invariance, which is the hallmark of IRT, is no 

longer valid (Rupp & Zumbo, 2006; Shepard, Camilli, & Williams, 1984). Similarly, the items in 

the test should be fit with the model, that is, the values observed with the estimated ICC should 

exhibit a similar distribution across the throughout ability scale. When examining the overal model 

fit in the theses in this research, it was seen that this assumption was not tested in approximately 

49% of the studies, and only the LogLikelihood (2LL) value was examined in 34% of the studies. 

Information criteria, Chi-Square, Goodness of Fit Indexes, Chart Review and Residual Analysis 

are other methods used to test the overall model fit. 

It is seen that in 26% of studies, item fit is tested. Bock's 𝜒2, INFIT-OUTFIT, Residual 

Analysis, S-𝜒2 indices are the methods used to test item fit. In approximately 74% of the studies, 

item fit was not examined. The fact that overall model fit and item fit were not tested at a high rate 

in the studies discussed makes the validity of the results obtained from the model questionable. 

In IRT models, the failure of examinees to respond to test items should occur not because 

of their inability to reach the test items, but because of their limited abilities. In other words, the 

measurement tool in which IRT models are used should not be a speed test. There are many 

methods developed to test this assumption. However, it was observed that the assumption of non-

speedness test was tested in only 9% of the studies examined. In 91% of the studies, this 

assumption was not examined. Evidence that the data included in the study was obtained from a 

measurement tool, which is a non-speedness test, should be presented. 

As a result of the examinations carried out, it was seen that there is no certain standard for 

examining the assumptions in the studies. It is also thought that this situation is caused by the 

differences between the basic books in the literature in their handling of IRT assumptions. At the 



 

132 

 

same time, it was concluded that the researchers did not test many IRT assumptions with the 

necessary rigor. Assumptions must be met in order to benefit from the advantages provided by the 

IRT. However, in many studies, estimations were made without testing these assumptions. In this 

case, it should be considered that the measurement results obtained and the decisions made based 

on these results may be incorrect. Another point is that thanks to the many packages, programs 

and software developed with the advances in computer technologies, it has become easier to test 

the assumptions and access to many methods that can be used. It is thought that the use of 

alternative statistical methods in testing the assumptions in studies to be carried out with IRT 

models will contribute to the field. 
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