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Abstract 
 
This study investigates how academics in Türkiye’s social sciences engage with big data by examining 
their familiarity, competency, and actual use. Drawing on a large-scale web survey of 3,606 academics, 
we analyze how individual backgrounds, methodological orientations, and institutional environments 
relate to engagement with big data. Descriptive and logistic regression analyses reveal that methodolog-
ical proximity to quantitative research, openness to innovation, and institutional exposure through de-
partmental curricula are key drivers of competency and use. Conversely, structural divides, such as ine-
qualities between universities and socio-economic development levels, appear to affect familiarity more 
than deeper engagement. Theoretically, the study integrates frameworks including epistemic cultures, 
pedagogic device theory, diffusion of innovations, and technology acceptance models to contextualize the 
findings. This research contributes to the limited empirical literature on big data adaptation among social 
scientists outside the Global North and address structural, curricular, and attitudinal barriers and ap-
proaches for broader adoption in Türkiye's social research methodology. 
 
Keywords: Big data engagement, computational social sciences, social research methodology, higher 
education in Türkiye, innovation adoption 
 
 
Öz 
 
Bu çalışma, Türkiye’deki sosyal bilimler alanında çalışan akademisyenlerin büyük veri ile nasıl ilişkilen-
diğini, aşinalık, yeterlik ve kullanım düzeyleri üzerinden incelemektedir. 3.606 akademisyeni kapsayan 
büyük ölçekli bir web anketine dayanarak, bireysel tecrübelerin, metodolojik yönelimlerin ve kurumsal 
etkilerin büyük veri ile etkileşimle nasıl ilişkilendiği analiz edilmiştir. Betimleyici analizler ve lojistik 
regresyon sonuçları, nicel araştırmaya metodolojik yakınlık, yeniliğe açıklık ve bölüm müfredatları ara-
cılığıyla kurumsal düzeyde maruz kalmanın, büyük veri yeterliği ve kullanımının temel belirleyicileri 
olduğunu ortaya koymaktadır. Buna karşılık, üniversiteler arası eşitsizlikler ve sosyoekonomik gelişmiş-
lik düzeyleri gibi yapısal ayrımların, daha derin düzeydeki etkileşimden ziyade aşinalığı etkilediği görül-
mektedir. Çalışma, bulguları bağlamlaştırmak amacıyla bilgi üretim kültürleri, pedagojik düzenek ku-
ramı, yeniliklerin yayılımı kuramı ve teknoloji kabul modelleri gibi kuramsal çerçeveleri bir araya getir-
mektedir. Bu araştırma, Küresel Kuzey dışındaki sosyal bilimcilerin büyük veriye adaptasyonu konu-
sundaki sınırlı ampirik literatüre katkı sağlamakta ve Türkiye’de sosyal araştırma metodolojisinde daha 
geniş çaplı bir benimsemenin önündeki yapısal, müfredatsal ve tutumsal engellere ve yaklaşımlara dikkat 
çekmektedir. 
 
Anahtar Kelimeler: Büyük veriyle etkileşim, hesaplamalı sosyal bilimler, sosyal araştırma yöntem-
leri, Türkiye’de yüksek öğretin, yenilikleri benimseme 
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Introduction  
 
The advancements in computer technology, digi-
talization, the increasing use of the internet, and 
the emergence of data science led to the establish-
ment and expansion of computational social sci-
ences, which was declared in a paper as a new dis-
cipline by nine scholars in 2009 (Lazer et al., 2009). 
This period is characterized by the pervasive trend 
of quantification, known as the data revolution, 
which posits that no domain will be untouched 
and that all facets will be transformed into data 
(King, 2011).  

Big data, as a central concept of these advance-
ments, is defined by its volume, velocity, and vari-
ety and presents an unprecedented opportunity to 
provide insights into social trends, behaviors, and 
issues.  It is possible to view the data as “found” 
and “organic” in digital sources, and social scien-
tists increasingly encounter “dynamic data” as op-
posed to the “static data” gathered by conventional 
methods (Veltri, 2020).  That being said, from a 
methodological standpoint, integrating big data 
into social and humanitarian sciences has sparked 
significant debate on its potential benefits and in-
herent challenges. Big data has been cited as 
providing several advantages, including the capac-
ity to evaluate extensive information in real-time, 
reveal concealed patterns, and produce insights 
that were previously inaccessible using conven-
tional research methods. Additionally, it is argued 
that big data can enhance the depth of information 
generated by traditional methods, offering a “thick 
description” (Bjerre-Nielsen & Glavind, 2022) 
Also, utilizing computational science tools can en-
able social scientists to benefit from the new data 
landscape (Halford & Savage, 2017). Having an 
abundance of data at hand, prima facie, might be 
hype for researchers, considering that it reduces 
concerns for sampling and provides higher inclu-
siveness to analysis (Mazzocchi, 2015). However, 
some scholars have emphasized the extensive 
problems related to bias, population, inference, 
and representations compared to traditional meth-
ods (Japec et al., 2015; Marres, 2017). Further to that 
is the theory building challenges with big data, 
which require approaches that handle complex 
systems, multi-level phenomena and interdiscipli-
nary data (Astleitner, 2024; Cabrera-Álvarez, 2022)  

as well as unique ethical problems stemming from 
using tools of STEM fields with social science 
methodologies that lead to ethical ambiguities 
(Hosseini et al., 2022; Stegenga et al., 2024).  

One of the central concerns is how social re-
searchers will adapt to these technologies, particu-
larly given that working with such data necessi-
tates additional skills, posing a significant obstacle 
for those without, inter alia, a strong foundation in 
mathematics, statistics, and programming lan-
guages. In line with this, Brady (2019) underscores 
the essential skills for handling large datasets, as-
serting that political scientists and other social re-
searchers need to familiarize themselves with tech-
niques like machine learning and data visualiza-
tion.  More particularly, qualitative researchers are 
argued to require the acquisition of these skills 
(Beuving, 2020; Sarkar, 2021). Although limited, 
several studies have investigated how researchers 
view and adapt to the changes brought about by 
big data. SAGE’s white paper revealed that nearly 
half of 9142 researchers want to engage in big data 
research in the future, with access to commercial 
and proprietary data being a significant concern 
(Metzler et al., 2016). Moreover, Faveratto and col-
leagues (2020) reported feelings of “uncertainty 
and uneasiness” towards the big data phenome-
non amongst Swiss and American researchers.  

That being the case, the incorporation of big 
data into Türkiye's social sciences is predomi-
nantly underexamined, as this topic has just lately 
gained prominence. For instance, the Presidency of 
Strategy and Budget (PoSB) of Türkiye has recently 
referred to big data-driven policies and the need 
for increased capacity for detailed data and big 
data analysis in the last two strategic plans (PoSB, 
2018; 2023). Although the recognition of big data 
and data mining in public institution papers is in-
creasing, a comprehensive strategy has yet to be es-
tablished, and practical implementation is con-
strained (Karaca, 2024; Köseoğlu & Demirci, 2017). 
While Koç University has established Türkiye's 
first and only graduate degree program in Compu-
tational Social Sciences (CSS), the number of pro-
grams and departments in this field is still limited. 
The results of Şallı’s survey (2021) indicate mini-
mal engagement among researchers in Türkiye, as 
36% of them were unfamiliar with the notion of 
CSS, whereas 33.5% were aware of the concept but 
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had not had the opportunity to learn these meth-
ods. Aytaç and Bilge (2021) reported that academ-
ics working in computer science-related fields had 
low interest in big data. Similarly, Bölükbaş (2021) 
examined master's and PhD theses and found that 
73% of studies on big data were concentrated in the 
life sciences domain.  

Against this background, we aimed to investi-
gate how academics in the social sciences perceive 
big data, their level of adaptation to social research 
methodologies, and their perspectives on the re-
sulting changes. Specifically, we analyzed academ-
ics’ familiarity with big data, their competency in 
using it, and their use of it in research, considering 
how these factors alter based on their backgrounds 
and attributes.  
 
1.1 Background  
 
1.1.1 Big data’s definition  
 
As Veltri (2020) suggests, big data is rather an um-
brella term, and research in this domain typically 
pertains to managing, manipulating, and generat-
ing insights from extensive datasets in the digital 
realm. The term was first flagged by NASA re-
searchers M. Cox and D. Ellsworth (1997), and was 
later expanded conceptually through the three V’s; 
volume, velocity, and variety, introduced by 
D’Laney (2001). Some scholars trace back the epis-
temic origins of big data to the social physics 
movement of 19th-century Europe, which focused 
on the large-scale statistical measurement of social 
variables that are believed to explain both the so-
cial and natural world, which is grounded in a 
larger epistemological standpoint (Barnes & Wil-
son, 2014). Today, big data is understood as more 
than just large-scale datasets. It generally is de-
fined in terms of the “three V's”, by large datasets 
that are continuously fed in diverse digital sources 
(Callegaro & Yang, 2018). Foster (2017) succinctly 
described big data as “anything too big to fit onto 
your computer." These extend to news stories, 
streaming video, and e-commerce platforms that 
have “trace data” of people (Ignatow, 2020).  

Some scholars have expanded the original V’s 
by adding new dimensions. By way of example, 
Lukoianova and Rubin (2014) introduced veracity 

to describe inconsistency and uncertainty. Kitchin 
and Ardle (2016) also proposed seven characteris-
tics of big data: volume, velocity, variety, exhaus-
tivity, resolution, indexicality, extensionality, and 
scalability, arguing that volume and variety are not 
essential and that the three V’s rules are erroneous. 
Instead, they emphasized that velocity and ex-
haustivity are the key boundary markers of big 
data. Despite the absence of a universally accepted 
definition of big data (Connelly et al., 2016; Veltri, 
2020)  and the reluctance of some scholars to em-
ploy the term due to the evolving nature of what 
constitutes "big"   (Davenport, 2014), it can be pos-
ited that the most comprehensive interpretation of 
big data is that it is "organic" and "found" within 
the digital landscape, generated continuously 
without direct intervention. 

Florescu and colleagues (2014) provide a valua-
ble approach for differentiating big data from sur-
vey and administrative data. They assert that the 
main distinction lies in their aims; surveys and ad-
ministrative data are explicitly designed for re-
search and monitoring, whereas big data is "or-
ganic" and not generated with research objectives 
in mind. Moreover, classical statistical methods are 
frequently insufficient for big data, which is pre-
dominantly unstructured. 

It is also essential to note that 'big data' may 
have different meanings across various disciplines. 
Faveratto and colleagues (2020) suggest a tentative 
approach to broad generalizations, positing that 
understanding its constituents is more important.       
1.1.2 Methodological Implications of Big Data 
 
On the one hand, the growing use of big data in 
social sciences offers advantages over traditional 
labor-intensive methods; on the other hand, it also 
brings forth specific challenges. It introduces ob-
stacles such as issues related to data complexity, 
representativeness, the epistemological divide, 
ethics and legal gaps, and the need for new skills. 

First, the massive amounts of data, which are 
often unstructured, diverse, and highly varied, 
pose significant challenges for researchers. Ana-
lyzing this data requires advanced technological 
tools and additional skills. While big data research 
is often less expensive than surveys at the outset, 
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the costs of cleaning and processing become signif-
icant at the back end (Cai & Zhu, 2015; Japec et al., 
2015).  

Additionally, a significant concern is the repre-
sentativeness of big data; conventional research 
methodologies rely on established theories for 
population inference, whereas big data provides 
insights into users of specific platforms. This con-
straint is associated with the concept of digital bias, 
which refers to the selective characteristics of digi-
tal environments that appeal to specific individu-
als or groups, thereby posing issues with the valid-
ity and generalizability of research outcomes 
(Marres, 2017). Research on social media encoun-
ters the same methodological challenges, particu-
larly in terms of representativeness, the presence of 
trolls, and fraudulent accounts. Ruths and Pfeffer 
(2014) highlight these biases, which can skew data 
and thereby complicate researchers' ability to de-
rive accurate results. In this environment, research-
ers must also address the accumulation of noise 
and the potential for misleading correlations, 
where unrelated variables may appear connected 
due to the extensive volume of data. 

Furthermore, there might be discord between 
social and computer scientists, which stems from 
the divergent approaches of social science and 
computational models. Although computational 
tools are sometimes likened to telescopes or elec-
tron microscopes for societal analysis, this analogy 
may not be entirely appropriate for the social sci-
ences, given the variability of human behavior 
across different temporal and spatial contexts 
(Lazer et al., 2021). Social scientists focus on eluci-
dating behavior, whereas computer scientists em-
phasize the precision of prediction (Hofman et al., 
2021). This illustrates the dichotomy between pre-
diction and explanation, with computer scientists 
prioritizing model complexity for enhanced fore-
casts while social scientists uphold substantial the-
ories (Agrawal et al., 2020). 

Another essential aspect of the matter is the in-
frastructure and access to big data. There is a di-
vide and inequality in infrastructure, skills, and 
networks for utilizing and employing big data, 
particularly in the developing and underdevel-
oped world (Serra, 2016). Further, there are limited 
opportunites for social researchers to access big 

data, reaching funds from private and public insti-
tutions that serve data structures equivalent to that 
of technological conglomerates such as Google or 
Facebook; thus, access to big data is limited to us-
ing text mining, web scraping, and API for social 
researchers (Diaz-Bone et al., 2020). Specific sites, 
such as X (formerly Twitter), have significantly re-
stricted access to their data, making it more diffi-
cult than previously. At the same time, some schol-
ars addressed an urgent need for action in view of 
the disappearing access to platform data (Parry, 
2024). 

Moreover, big data presents a multitude of eth-
ical issues, as it may compromise people’s privacy 
and have surveillance implications (Howe III & 
Elenberg, 2020). Tech players like Google and Fa-
cebook have been involved in scandals due to pri-
vacy breaches (Chen & Quan-Haase, 2020). On top 
of that, there is no global legal framework or com-
mon law enforcement mechanism for big data and 
its analytics (Japec et al., 2015). The potential for 
privacy violations is significant, as large-scale data 
collection may infringe on individuals' rights with-
out their consent (Howe III & Elenberg, 2020).    

As previously indicated, social researchers may 
require new skills to comprehend and interpret 
various data sources, which can present a signifi-
cant challenge, especially for individuals without a 
quantitative or statistical background. In that vein, 
qualitative researchers, as some scholars have 
pointed out, should also acquire skills in big data 
analytics and statistics, including proficiency in 
Python or R, as integrating computational models 
with qualitative methods in mixed-methods 
frameworks is likely to become a prevalent trend 
in the future (Beuving, 2020; Sarkar, 2021). For il-
lustration, the Towards Data Science platform 
identifies the ten essential skills for data scientists 
seeking employment as probability and statistics, 
multivariate calculus and linear algebra, data 
wrangling, data visualization, machine learn-
ing/deep learning, cloud computing, Microsoft Ex-
cel, DevOps, and programming languages such as 
Python, R, SQL, Java, and MATLAB. 

The aforementioned methodological discus-
sions, encompassing epistemological tensions, is-
sues of representativeness, ethical infrastructure, 
and access problems, as well as skill-related obsta-
cles, highlight essential elements that influence 
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how scholars adapt to big data methodologies. 
Nevertheless, little empirical attention has been 
given to academics’ actual familiarity, competen-
cies, and usage patterns, particularly within the 
Turkish academic community. Our study specifi-
cally addresses the variations associated with their 
individual background and attributes. 
 
Methodology  
 
2.1 Survey Design 
 
This study was conducted as part of mixed-meth-
ods research within a PhD thesis. In this paper, we 
will discuss the results of the quantitative phase of 
the study. For that, through a web survey, we 
aimed to gather data from scholars working in the 
social, humanities, and administrative sciences in 
Türkiye. The questionnaire, formed using the Sur-
veyMonkey platform, consisted of 10 sections and 
48 questions. These sections aimed to explore re-
spondents’ attitudes, experiences, and views on 
big data, covering demographics, research back-
ground, methodological skills, big data compe-
tency, integration into curriculum, plans, and per-
ceived pros and cons. 
 
2.2 Target Frame, Ethics, and Data Collection 
 
The survey is applied between November to De-
cember 2022. The principal source for gathering 
contact lists was the Turkish Council of Higher Ed-
ucation’s (YÖK) Academic database, an open-ac-
cess website that offers contact information for ac-
ademics in Türkiye. We opted not to utilize sam-
pling and instead distributed the survey to all in-
dividuals on our contact list, comprising academ-
ics in the Social, Administrative, and Humanities 
fields, due to our concern regarding low response 
rates in web surveys (Daikeler et al., 2020). The 
Hacettepe University Social and Humanitarian Sci-
ences Ethics Committee approved this study.  

The survey is sent using Hacettepe University’s 
bulk e-mail system with an invitation text directed 
to the web survey link. 31,067 academics received 
the survey with two reminder rounds, and 3,606 
individuals completed the questionnaire, with a 
11,6 percent of the response rate. Figure 1 shows 

the profile of respondents and target frame based 
on their academic title and type of university, 
which is to say, they are broadly similar, except 
Professors having higher share (16.5% vs. 12.5%) 
and Associated Professors are underrepresented 
(13.7% vs. 18.4%) while the university type break-
down closely mirrors the target frame both in pub-
lic and private university type. Although this 
study did not aim to generate a fully probabilistic 
representative sample in the statistical sense, these 
figures suggest a reasonable degree of alignment 
based on academic title and university type, and 
the fact that academics have internet access can 
help to mitigate concerns about undercoverage in 
web surveys addressed by Bethlehem (2010). 
 

 
Figure 1. Title of respondents versus academics in the target 
frame (%) 

 
2.3 Data Preparation and Variables 
 
In the data analysis preparation phase, we recoded 
the data, focusing on open-ended responses and 
creating new variables. This process involved ex-
cluding unreliable cases based on conflicting infor-
mation, such as mismatches between age, aca-
demic title, and years of experience.  We also 
grouped the academic disciplines into categories 
using YÖK references. Additionally, we created 
new variables, such as a regional development in-
dex based on Socio-Economic Development 
(SEDP), and then employed a factor analysis using 
the attitude towards big data questions. The anal-
ysis was based on 12 Likert-scale statements with 
response options ranging from "strongly agree" (5) 
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to "strongly disagree" (1), addressing the influence 
of big data in social research methodology, adap-
tation to it, and its integration with research meth-
ods. To ensure consistent directionality, all items 
were re-coded so that higher values reflected more 
positive attitudes or a stronger belief in change. We 
opted for the Direct Oblimin rotation method to ac-
count for potential correlations between factors, as 
the statements were conceptually related and not 
wholly independent. Sampling adequacy was con-
firmed through the Kaiser-Meyer-Olkin (KMO) 
test and Bartlett’s test of sphericity1, ensuring suit-
ability for factor analysis, while the final model 
yielded three components with Eigenvalues ex-
ceeding 1, accounting for 51.6% of the total vari-
ance. As presented in Appendix - Table 3, the first 
five variables are associated with Factor 1, and the 
next four are negatively associated with Factor 2. 
We labelled the first group as Openness to Big Data 
and the second group as Belief in the Impact of Big 
Data (Openness). The remaining two variables are 
Efficiency and Qualitative Research’s Integration (Ef-
ficiency and Integration).  The Openness factor 
captures receptiveness to integrating big data into 
research, Impact factor measures perceptions of 
big data’s transformative potential—ranging from 
acceptance to skepticism (with negative factor 
loadings, lower negative factor loadings reflect re-
tention of traditional methods rather than adopt-
ing big data-driven changes), and the Efficiency 
and Integration factor highlights beliefs about big 
data’s role in streamlining data collection, particu-
larly in terms of time and cost, as well as the essen-
tiality of qualitative research in big data research.  
Factor scores were calculated for each respondent 
and categorized into low, medium, and high 
(strong) levels to denote differing degrees of the 
categories. These categories were formed by dis-
tributing values equally across tertiles to ensure an 
equitable presentation of respondents at each level. 
 
2.4 Descriptive and Multivariate Analyses 
 
For the analysis, we first conducted a descriptive 
examination and ran chi-square tests to determine 
whether the observed differences were statistically 

 
1 Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy = 0.761; 
Bartlett’s test of sphericity: χ²(66) = 6368.11, p < .001. 

significant at p<0.05. In this paper, we mainly focus 
on the statistically significant differences. 

Alongside the descriptive analysis, we per-
formed three regression analyses. Specifically, we 
utilized a binary logistic regression to examine fa-
miliarity with big data, a multinomial regression 
analysis to assess competency in big data, and a bi-
nary logistic regression to explore the use of big 
data.  To eliminate highly correlated variables, we 
also ran a multicollinearity test for each model; 
only one variable’s VIF value was over 5 in the 
multinominal logistic regression model, leading to 
its exclusion (Big Data’s involvement in master’s 
degree Curriculum). Reference values are deter-
mined based on the descriptive results, with those 
having the lowest familiarity, competency, and use 
across characteristics.  

We added certain variables in addition to those 
indicated in the descriptive results. To examine 
predictors of familiarity with big data, apart from 
variables used in the descriptive analysis, we in-
cluded the binary variable “Having a PhD.” Addi-
tionally, based on responses regarding quantita-
tive and qualitative data collection practices, we 
established binary variables indicating whether 
data were gathered from digital environments 
(e.g., social media or communication apps) for 
each research type. From questions on analysis 
tools, we derived “Used software based on pro-
gramming languages (e.g., R, Python) for quantita-
tive analysis” and a composite variable “Use of 
computer for qualitative analysis,” which included 
all digital tool use except manual analysis. 

We incorporated independent variables ad-
dressing curricular and attitudinal factors for the 
competency model. These included the importance 
attributed to big data in the departmental curricu-
lum and the presence of big data–related courses 
at the undergraduate, master’s, and PhD levels. At-
titudinal predictors encompassed the factor analy-
sis variables: “Openness”, ”Impact” and “Effi-
ciency and Integration.” 

In the model examining the use of big data, we 
incorporated all predictors from previous models. 
We added “Competency in Big Data” as an inde-
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pendent variable to assess whether higher compe-
tency levels predict actual application in research. 
(See Table 1 below.)  

 
Table 1. Regression Models, Variables Used, and R² Values 

 
3. Analysis 
 
3.1 Overview of Familiarity, Competency, and 
Use 
 
To assess familiarity with big data, academics were 
asked whether they had heard of the concept, and 
77% responded affirmatively. These 2,712 re-
spondents were then asked to rate their compe-
tency in conducting big data analyses: 37.6% re-
ported no competency, 32.5% low, 25.4% medium, 
and 4.5% high. The third measure focused on ac-
tual use. Those who rated themselves as at least 
minimally competent (n = 1,692) were asked 
whether they had conducted analyses using big 
data in their research. Of these, 35.8% reported us-
ing big data, while 64.2% did not (See Appendices, 
Table  4).  
 
3.2 Differences by Sex, Age, and Academic Title 
 
Sex:  Male academics report slightly higher famili-
arity and self-assessed competency in big data. 
Specifically, they are more likely to rate themselves 
at high (5.2%) and medium (28.3%) competency 

levels compared to females (3.5% and 22.4%, re-
spectively). Female academics, on the other hand, 
are more likely to rate themselves in the “Not at 
all” category (43.4% vs. 32.1%).  

 
These differences suggest a potential gender gap in 
engagement and confidence related to big data. 
 
Age: Familiarity with big data peaks among aca-
demics aged 40–49 (79%) and declines in the 60+ 
group (66%). However, older respondents are 
more likely to report higher competency levels. For 
example, 8.7% of academics aged 60+ rate them-
selves as highly competent, compared to just 2.7% 
among those aged 18–29. Similarly, the proportion 
reporting “Not at all” competency is highest in the 
youngest group (41%) and lowest among the old-
est (30%). 
 
Academic Title: Familiarity and competency also 
vary by academic title. Professors and Associate 
Professors report the highest familiarity (nearly 
80%), while Lecturers have the lowest (69%). 
Higher titles are also associated with increased 
self-assessed competency. Full Professors have the 
highest proportion of “High” competency (8.7%) 
and the lowest proportion of “Not at all” (30.1%), 
while Research Assistants show the inverse pattern 
(3.3% and 41%, respectively) which may reflect ac-
cumulated experience, exposure to recent trends, 

Variable Type Model 1: Binary Logistic (Familiarity) Model 2: Multinomial Lo-
gistic (Competency) 

Model 3: Binary Lo-
gistic (Use) 

Dependent Variable Familiarity (0 = Not Familiar (Reference), 1 
= Familiar) 

Competency (0 = Not at all 
(Reference), 1 = Low, 2 = Me-
dium–High) 

Use (0 = No (Refer-
ence), 1 = Yes) 

Sociodemographic Sex, Age, Title, PhD, SEDP ✓ ✓ 
Institutional/Field Academic Field, University Type ✓ ✓ 

Methodological Prac-
tice 

QUAN / QUAL / MM usage + exclusives ✓ ✓ 

Digital Practice Digital data collection, Software use ✓ ✓ 

Self-Reported Com-
petency 

QUAN, QUAL, MM competencies ✓ ✓ 

Curriculum Back-
ground 

No. of RM courses (UG / Master’s / PhD) ✓ ✓ 

Big Data in Curricu-
lum 

– Importance + Courses (UG / 
Master’s / PhD) 

✓ 

Attitudes Toward Big 
Data 

– Openness, Impact, Efficiency 
and Integration 

✓ 

Competency in Big 
Data 

– (DV) ✓ 

Nagelkerke R² 0.313 0.477 0.429 
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or greater confidence among senior academics (See 
Appendices, Table 4). 
 
3.3 Variations in Disciplines, Regions, and Types 
of Universities 
 
Disciplinary Differences in Familiarity and Com-
petency: The disciplines that are most familiar with 
the big data concept are Marketing and Advertise-
ment (95%), Communication (91%), and Manage-
ment and Administration (85%) (Table 2). In con-
trast, academics primarily interested in History 
and Archeology (32%) have the lowest percentage 
of those who encountered the concept, followed by 
Educational Sciences (60%).  Political Science 
(71%), and Sociology and Cultural Studies (75%). 
Generally, fields closely tied to quantitative data 
and business have more familiarity among their 
participants, while more conventional disciplines 
exhibit less awareness, suggesting that big data-re-
lated practices are possibly less incorporated in 
those fields (See Appendices, Table 5).  
 
Institutional Differences and SEDP: Academics 
from private universities are more likely to report 
their familiarity with big data (83%) than their 
counterparts in public universities (76%). This 
might be attributable to private universities' higher 
financing or technological resources supporting 
data-driven studies. Moreover, it may be posited 
that academics in more socio-economically devel-
oped provinces are more familiar with big data 
since 82 percent of the individuals living in Level 1 
provinces are acquainted with the concept, 
whereas the percentage declines to 63 percent for 
Level 6. This may indicate inequalities in access to 
training, technology, and educational materials or 
inadequacies of the curricula for different levels of 
socioeconomic development.  
 
Awareness–Competency Gaps in Data-Rich Disci-
plines: Some disciplines show a noticeable gap be-
tween familiarity with big data and feeling confi-
dent using it. For example, although nearly all ac-
ademics in Marketing and Advertisement (95.4%) 
have heard of the concept, three out of four report 
low or no competency. This could suggest that 
while big data is widely discussed or used in the 
field, perhaps through tools built into marketing 

platforms, many academics might not have hands-
on experience or formal training in how it actually 
works. A similar pattern appears in fields like 
Communication and Management, where profes-
sionals are often exposed to data in practice but 
may not be as equipped with the technical skills 
needed to work with it more deeply. That being 
said, the differences between the type of university 
(public-private) and the socioeconomic develop-
ment of the province are not statistically significant 
according to the chi-square test for competency in 
big data.  
 
3.4 Methodological Approaches and Big Data En-
gagement 
 
To explore the relationship between methodologi-
cal orientation and big data engagement, we asked 
academics which research approaches they had 
used—quantitative, qualitative, or mixed meth-
ods—with the option to select more than one. Fa-
miliarity with big data was significantly higher 
among those using quantitative methods (83%) 
than those who did not (64%) (Table 3). This differ-
ence was smaller for qualitative approaches (79% 
vs. 74%), while mixed methods users reported fa-
miliarity levels (80%) similar to those of quantita-
tive users. However, interpretations of “mixed 
methods” likely varied, as no definition was pro-
vided, which is also valid for other methodological 
approaches (See Appendices, Table 6). 

Focusing on respondents who used only one 
approach reveals sharper contrasts, as just 18% of 
those using only quantitative methods were unfa-
miliar with big data, compared to 34% among 
qualitative-only users. Mixed methods users again 
fell between (30%), suggesting greater exposure 
among those trained in quantitative traditions. 

This pattern extends to competency and use. 
Researchers using only quantitative approaches re-
ported the highest levels of competency (7.1% 
high, 27.3% medium), while qualitative-only users 
had the lowest, with over half (50.6%) indicating 
“not at all.” Big data use followed a similar trend: 
34.4% of quantitative-only respondents had used 
big data in their work, compared to 26.5% of qual-
itative-only academics. Mixed methods users 
again occupied an intermediate position. 
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We also examined how self-rated methodologi-
cal competency aligns with big data familiarity and 
use. A clear positive trend emerged for quantita-
tive skills: 51% of those with “very low” quantita-
tive competency were familiar with big data, rising 
to 93% among those with “very high” skills (See 
Appendices, Table 7). This relationship was less 
consistent for qualitative competency, with famili-
arity dipping at medium and high levels. 

Quantitative competency also appeared to 
drive actual use. Only 8% of those with very low 
quantitative skills used big data, compared to 
nearly 20% with very high skills. In contrast, re-
searchers with low qualitative competency re-
ported higher big data use (around 29%) than their 
quantitative counterparts, which may reflect dif-
fering self-assessments, where researchers per-
ceive qualitative skills as more intuitive and rate 
themselves more generously, while viewing quan-
titative skills as more technical and more challeng-
ing to master. 

Overall, the findings highlight the central role 
of quantitative training in big data engagement. 
One can argue that while familiarity is wide-
spread, meaningful use and competency remain 
firmly tied to methodological background, partic-
ularly in quantitative methods. 
 
3.5 Self-Assessed Competency and Actual Use 
 
We also examined the relationship between self-as-
sessment of competency in big data and the actual 
use of big data. Among those who regard them-
selves as highly competent in analysis using big 
data, 86.8 percent have used big data, while almost 
half of the medium-competent group did not use it 
(See Appendices, Table 7). Notably, 14.4% of those 
who rate themselves as low-competent have still 
used big data, suggesting that some academics en-
gage with big data, albeit with limited self-per-
ceived expertise. 
 
3.6 Curricular and Institutional Influences 
 
To explore the relationship between departmental 
curricula and big data engagement, we asked re-
spondents how many courses related to research 
methodology were offered in their departments—

at the undergraduate, master’s, and doctoral lev-
els. Familiarity with big data increased consist-
ently with the number of available courses. For ex-
ample, at the undergraduate level, familiarity rose 
from 74% among those with no methods courses to 
80% among those reporting multiple courses. This 
pattern was even stronger at the master’s level 
(61% vs. 82%), and similarly present at the doctoral 
level (68% vs. 78–82%) (See Appendices,  Table 8). 

Competency in big data also rose with curricu-
lar emphasis on methodology, particularly at the 
undergraduate and master’s levels. However, this 
association was not statistically significant at the 
PhD level. In contrast, the number of methodology 
courses alone did not significantly affect the actual 
use of big data (See Appendices, Table 8). 

When asked to what extent their department's 
curriculum emphasizes big data analysis, a strong 
association emerged: over half of those in depart-
ments placing “high” or “very high” importance 
on big data reported having used it (50.5% and 
61.5%, respectively). 

We also assessed whether big data is addressed 
in the curriculum through a four-tier classification: 
no coverage at all, no course but coverage in other 
courses, one dedicated course, or multiple dedi-
cated courses. Results indicate that 73.2% of aca-
demics in departments with multiple dedicated 
undergraduate-level big data courses reported at 
least medium competency. Even minimal curricu-
lar reference to big data was associated with lower 
“Not at all” or “Low” competency rates (See Ap-
pendices, Table 9). 

Big data use followed a similar trend. Among 
those in departments offering multiple undergrad-
uate-level big data courses, 65.5% had used big 
data in their work—compared to only one-third of 
those in departments with no relevant courses. 
Still, 35–38% of those with access to multiple 
courses across levels had not used big data, sug-
gesting that while departmental curriculum plays 
an important enabling role, it is not sufficient on its 
own. 
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3.7 Attitude Factors 
 
In addition to structural and methodological vari-
ables, we examined how individual attitudes to-
ward big data relate to competency and use, where 
a clear pattern emerged regarding openness to big 
data. Academics who expressed high openness 
were significantly more likely to report both 
greater competency since 41% rated themselves at 
medium or high levels, and actual usage, with 
nearly half (46.4%) having engaged with big data 
in their research which suggests that openness 
may facilitate both the willingness and confidence 
to engage with emerging data practices. Con-
versely, the perceived impact of big data on social 
research methodology yielded less variation, given 
that familiarity, competency, and usage rates were 
relatively stable across low, medium, and high be-
lief levels, and these differences were not statisti-
cally significant. This may indicate that simply rec-
ognizing the broader relevance of big data does not 
inherently translate into personal engagement or 
skill development (See Appendices, Table 9).  

Attitudes about efficiency, including cost and 
data collection processes, and the compatibility of 
big data with qualitative research (also the need for 
a qualitative approach for big data) demonstrate a 
more gradual trend. We may argue that academics 
who strongly agreed that big data could be effec-
tively integrated with qualitative approaches, 
which are a component of this factor, reported 
slightly higher competency and use rates. This pat-
tern, thus, may reflect a growing recognition that 
big data is not limited to quantitative paradigms 
alone, but can also complement qualitative tradi-
tions. Besides, a positive outlook on big data’s im-
pact on research procedures is somewhat associ-
ated with higher competency and use. 

Taken together, these findings underscore the 
role of attitudinal openness as a meaningful pre-
dictor of engagement with big data, while other be-
lief dimensions may shape perceptions but are less 
directly tied to action. 
 
3.8 Logistic Regression Results 
 
Whereas descriptive analyses provided an over-
view of familiarity, competency, and use of big 

data and its relation to attributes like de-
mographics, experience, and methods used, the 
multivariate analysis discussed in this section, 
which includes three models, will help clarify how 
these effects are retained while others are con-
trolled.   
 
3.8.1 Predictors of Familiarity with Big Data 
 
Our binary logistic regression model for familiarity 
with big data, demonstrates that demographic and 
structural characteristics are at play when retain-
ing the other variables. Firstly, male academics 
were significantly more likely to report familiarity 
with big data than their female counterparts 
(OR=1.56). Besides, younger academics, such as the 
age 18-29 age group, were much more likely to say 
that they know the concept of big data (OR=3.50) 
compared to the 60+ group (For the full summary, 
see Table 2). 

Senior academics also appear to have more po-
tential to have familiarity with the concept. Assis-
tant professors, for instance, are 1.7 times more 
likely to hear the concept while professors had 3,25 
times the odds of familiarity compared to their lec-
turer counterparts. However, it is important to 
note that the confidence intervals widen in these 
higher categories, which suggests greater variabil-
ity and possibly smaller subgroup sizes. 

Another apparent gradient increase can be ob-
served in the province's socio-economic develop-
ment (SEDP), given that academics working in 
more socio-economically developed provinces are 
more likely to report familiarity compared to the 
lowest SEDP variable (OR=3.07). The odds of fa-
miliarity were exceptionally high in fields such as 
Marketing and Advertisement (OR=28.98) and 
Communication (OR=20.94) compared to History 
and Archeology, which is the reference category. 
Although these values are statistically robust, their 
broader confidence intervals necessitate cautious 
interpretation, since they may indicate variation 
within fields or result from small sample sizes.  Be-
sides, fields like Sociology (OR=3.47) and Political 
Science (OR=3.50), Economics (OR=5.98) also have 
a greater likelihood of knowing the concept.  

The survey had questions about data sources 
used separately for quantitative and qualitative re-
search. Academics engaged in digital data for 
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quantitative research, such as gathering data from 
social media, are markedly more likely to be famil-
iar with big data (OR=1.36) whereas results do not 
show a significant association for digital data in 
qualitative research. We also focused on the asso-
ciation of familiarity and computer use in qualita-
tive analysis, considering the arguable distance of 
qualitative researchers and the digital environ-
ment. Our model suggests that those who used 
computers/programmes for qualitative analysis 
(including software like Excel, Word, or NVivo, 
MaxQDA) are 1.5 times more likely to hear about 
big data (OR=1.45) compared to researchers who 
just manually analyzed qualitative data.  In the 
quantitative analysis, an additional predictor was 
added to the model: using programming lan-
guages (e.g., Python, R) for quantitative analysis. 
This inclusion is grounded in the assumption that 
quantitative researchers typically maintain greater 
proximity to digital environments. Individuals 
who reported using these tools exhibited a four-
fold likelihood of familiarity (OR=4.31) as opposed 
to non-users.  

The model shows that self-assessed compe-
tency also matters to a meaningful degree. For the 
competency in quantitative methods, where “Very 
Low” is the reference category, those who rated 
themselves highly competent were approximately 
twice as likely to know the concept, while individ-
uals who assessed themselves very highly compe-
tent were six times more likely to know the concept 
(OR=2.20,  OR= 6.11) In contrast, medium and low 
competency levels did not yield statistically signif-
icant associations. Competency in qualitative 
methods, on the other hand, showed a weaker 
overall association: only the very highly competent 
group has a significantly greater likelihood to be 
familiar with the big data concept, relative to the 
very low competency group in qualitative research 
(OR=2.23) 

That being the case, variables about the type of 
university (public vs. private), research ap-
proaches used (quantitative, qualitative, or mixed 
methods), and the presence of research method 
courses in the curricula did not exhibit significant 
associations with familiarity with big data. 
 
 

3.8.2 Predictors of Competency in Big Data 
 
The multinomial logistics regression helps to have 
a broader picture about the competency, as it is 
particularly worthwhile examining the predictors 
of incremental shifts in competency, both from the 
lowest (not at all) to a slightly higher level (low) 
and from the lowest to a more advanced level (me-
dium/high). 

For the medium/high category, male academics 
are significantly more likely to report themselves 
as medium/high competent than female academics 
(OR=1.62)  where the reference is “not at all” com-
petency. Unlike the model for the familiarity, those 
who used digital data for qualitative purposes 
were more likely to report medium/high compe-
tency (OR=1.81) than those who did not, while us-
ing digital data for quantitative research did not 
show a significant association.  This pattern may 
suggest that engaging with digital data in qualita-
tive contexts, where it is less prevalent, plays a 
more substantial role in how academics assess 
their own competency. In contrast, at this level, us-
ing digital data for quantitative research appears to 
no longer be a distinguishing factor (See Table 2). 

Programming language use and quantitative 
competency have the strongest associations for the 
medium/high category which is to say, program-
ming language users have 6.5 times more likeli-
hood (OR=6.46) and those who view themselves as 
very highly competent in quantitative methods 
were associated with an odds ratio of 10.62, despite 
with a broad confidence interval.  Interestingly, at 
this level alone across all models, medium, high, 
and very high self-assessed competency in mixed 
methods show strong and significant associations. 
This suggests that academics who consider them-
selves proficient in both quantitative and qualita-
tive approaches, as mixed methods typically are 
thought to require, depending on how it is defined, 
are more likely to report higher competency in big 
data. 

Institutional and curricular influences also ap-
pear important. The importance given to big data 
in the departmental curricula (very low, low, me-
dium, high, and very high) has a solid association 
with the likelihood of reporting medium/high 
competency. For instance, academics who perceive 
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the importance of big data as high in their depart-
ments are nearly eight times more likely to report 
themselves as medium/high competent than those 
in the “very low” category (OR=7.62) Although the 
number of courses related to big data in under-
graduate degrees does not exhibit a significant as-
sociation, and the master’s degree variable was 
omitted due to high multicollinearity, the presence 
of PhD-level courses in the department is strongly 
associated with higher competency. Specifically, 
academics in departments offering several PhD 
courses on big data are over 14 times more likely 
to report medium/high competency (OR = 14.06) 
albeit with a relatively wide confidence interval. 
Even coverage of the topic without a direct course 
has a robust association (OR=1.73) 

Attitudinal factors also play a role, as openness 
at medium and high levels increases the likelihood 
of competency in big data compared to the group 
with the lowest openness (e.g. High: OR=2.94). It is 
also worth noting, however, that several expected 
predictors including age groups, academic titles, 
most of the socio-economic development, aca-
demic fields, competency in qualitative research, 
research method courses, and attitudinal factors of 
impact and efficiency and qualitative integration 
did not have a significant association with the me-
dium/high competency when other variables are 
controlled for. 

Examining what differs from the medium/high 
level may be plausible for the low competency cat-
egory. The results show that using programming 
languages for quantitative analysis, while signifi-
cantly associated with competency, is less robust in 
distinguishing those with low competency from 
those without competency (OR = 2.31). This sug-
gests that using such tools may not be as critical a 
differentiator at lower levels of self-assessed com-
petency. In a similar vein, medium competency in 
quantitative methods has a significant association 
as opposed to the medium/high level (OR=2.42) 
meaning that individuals with moderate quantita-
tive skills were still more likely to rate themselves 
in the category than “not at all”. 

Research method courses in the undergraduate 
curriculum have a relationship unlike other mod-
els, as having no course appears to decrease the 
chance of having low competency compared to no 
competency at all (OR=0.62) Also, having big data 

coverage without a direct course increases the like-
lihood by 1.5 times compared to no course 
(OR=1.47). Similarly, having one (OR=3.11) or mul-
tiple courses (OR=5.06) at the PhD level has a sig-
nificant association, although not as much as the 
medium/high category. The presence of big data in 
certain curricula remained a consistent predictor, 
even in lower competency levels, suggesting that 
exposure to content in the departmental environ-
ment increases the likelihood regardless of its 
depth. 
 
3.8.3 Predictors of Big Data Use 
 
Finally, the model on actual use of big data high-
lights that, not surprisingly, competency in big 
data is the most decisive factor, as academics with 
high cometency had 40 times the odds of having 
used big data (OR=40.84). Even the medium com-
petency group had nearly six times the likelihood 
(OR=5.75). Programming language use, using dig-
ital data for qualitative research, and having a re-
ceptive attitude to what big data brings to social 
research methodology, increases the likelihood of 
big data use. (See Table 2) 

Notably; sex, age, academic title, academic 
field, type of university,  having a PhD, research 
methods used, socio-economic development of the 
province does not show significance, which indi-
cates that methodological and other factors that are 
not visible here may have more influence actual us-
age than background characteristics. Besides and 
intriguingly, Level 6 has almost 2.5 times of more 
odds compared to the Level 2 which are the only 
significant results, peripheralizing the importance 
of socio-economic development. 

Furthermore, the results reveal that academics 
with medium (OR = 12.86) and low (OR = 15.43) 
competency in quantitative research methods are 
significantly more likely to report having used big 
data compared to those with very low competency.  
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Table 2. Logistic Regression Results (Summary Table) (Part 1) 
Predictor Familiarity 

Exp (B) [Confidence Inter-
val]; Sig 

Competency Me-
dium/High 

Exp (B) [Confidence Inter-
val]; Sig 

Competency Low 
Exp (B) [Confidence Inter-

val]; Sig 

Use of Big Data 
Exp (B) [Confidence In-

terval] 

Sex (Female ref) 
Male  1.56 [1.23–1.98]; p=0.000 1.62 [1.16–2.25]; p=0.004 1.56 [1.19–2.05]; p=0.002 n.s 
Age Groups  
Age 18-29  3.50 [1.66–7.38]; p=0.001 ref ref ref 
Age 30-39  2.73 [1.51–4.92]; p=0.001 n.s n.s n.s 
Age 40-49  3.12 [1.78–5.48]; p=0.000 n.s n.s n.s 
Age 60+ ref n.s n.s n.s 
Academic Title (Lecturer ref) 
Research Assistant  1.59 [1.09–2.31]; p=0.016 ref ref ref 
Asst Prof Dr.  1.71 [1.13–2.59]; p=0.011 n.s n.s n.s 
Assoc Prof Dr.  2.42 [1.52–3.86]; p=0.000 n.s n.s n.s 
Prof Dr.  3.25 [1.87–5.67]; p=0.000 n.s n.s n.s 
Socio-Economic Development  
SEDP L1  3.07 [1.95–4.85]; p=0.000 n.s n.s n.s 
SEDP L2  1.84 [1.15–2.94]; p=0.011 ref ref ref 
SEDP L3 2.03 [1.23–3.37]; p=0.006 n.s n.s n.s 
SEDP L4  1.86 [1.12–3.11]; p= 0.018 2.72 [1.46–5.08]; p=0.002 n.s n.s 
SEDP L5 n.s n.s n.s n.s 
SEDP L6  ref n.s n.s 2.43 [1.11–5.35]; p=0.027 
Academic Field  
History and Archeol-
ogy  

ref 3.25 [1.071–9.872]; p=0.038 n.s  

Educational Sciences  2.63 [1.24–5.58]; p=0.012 n.s n.s ref 
Sociology & Cultural 3.47 [2.10–5.74]; p=0.000 n.s n.s n.s 
Political Science 3.50 [2.21–5.52]; p=0.000 n.s n.s n.s 
Finance/Banking 6.81 [3.84–12.06]; p=0.000 n.s n.s n.s 
Economics 5.98 [3.45–10.38]; p=0.000 n.s n.s n.s 
Communication 20.94 [10.07–43.53]; 

p=0.000 
n.s n.s n.s 

Management & Ad-
ministration 

7.82 [4.66–13.13]; p=0.000 n.s n.s n.s 

Marketing & Adver-
tisement 

28.98 [10.64–78.93]; 
p=0.000 

n.s n.s n.s 

Tourism 3.46 [1.90–6.29]; p=0.000 ref ref n.s 
Other Fields 2.82 [1.67–4.76]; p=0.000 n.s n.s n.s 
Digital Data Engagement (“Did not use digital data” ref) 
Digital Data for 
QUAN 

1.36 [1.01–1.83]; p=0.045 n.s n.s n.s 

Digital Data for 
QUAL 

n.s 1.81 [1.18–2.76]; p=0.006 n.s 1.55 [1.02–2.36]; 
p=0.038 

Using Programming Languages (“Did not use prog lang” ref) 
Prog Lang for 
QUAN Analysis 

4.31 [2.26–8.21]; p=0.000 6.46 [3.93–10.62]; p=0.000 2.31 [1.44–3.69]; p=0.000 2.40 [1.59–3.64]; 
p=<.001 

Using Computers for QUAL Analysis (Manual analysis ref) 
Computers for 
QUAL Analysis 

1.45 [1.00–2.10]; p=0.047 n.s n.s n.s 

Competency in QUAN Methods (Very Low ref) 
Comp QUAN High 2.20 [1.22–3.96]; p=0.009 5.94 [1.82–19.39]; p=0.003 4.29 [1.80–10.22]; p=0.001 n.s. 
Comp QUAN Very 
High 

6.11 [2.57–14.53]; p=0.000 10.62 [2.99–37.77]; 
p=0.000 

4.04 [1.53–10.70]; p=0.005 n.s. 

Comp QUAN Me-
dium 

n.s n.s 2.42 [1.05–5.54]; p=0.037 12.86 [1.23–134.56]; 
p=0.033 

Comp QUAN Low n.s n.s n.s 15.43 [1.38–172.12]; 
p=0.026 

Note. Odds ratios with 95% CIs; n.s. = p>.05; — = not in model. 
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Table 2 (continued). Logistic Regression Results (Part 2) 

 
 

 
 
 
 

 
 
 
 
 
 

Predictor Familiarity 
Exp (B) [Confidence 

Interval]; Sig 

Competency Medium-High 
Exp (B) [Confidence Interval]; 

Sig 

Competency Low 
Exp (B) [Confidence 

Interval]; Sig 

Use 
Exp (B) [Confi-

dence Interval]; Sig 
Competency in QUAL Methods 
Comp QUAL Very 
Low 

ref ref ref n.s 

Comp QUAL Me-
dium 

n.s n.s n.s ref 

Comp QUAL Very 
High 

2.23 [1.05–4.74]; 
p=0.037 

n.s n.s n.s 

Competency in MM Methods (Very Low Ref) 
Comp MM Medium n.s 2.66 [1.17–6.08]; p=0.020 n.s n.s 
Comp MM High n.s 3.65 [1.48–8.97]; p=0.005 n.s n.s 
Comp MM Very High n.s 6.74 [1.89–24.06]; p=0.003 n.s n.s 
Competency in Big Data Use (Low ref) 
Comp BD Medium — — — 5.75 [4.04–8.18]; 

p=<.001 
Comp BD High — — — 40.84 [16.35–

102.02]; p=<.001 
Importance Given to Big Data (Very Low ref) 
Imp BD Low — 2.09 [1.36–3.22]; p=0.001 2.08 [1.49–2.90]; 

p=0.000 
n.s 

Imp BD Medium — 4.73 [2.97–7.54]; p=0.000 2.70 [1.83–4.00]; 
p=0.000 

n.s. 

Imp BD High — 7.62 [3.78–15.36]; p=0.000 3.04 [1.59–5.80]; 
p=0.001 

n.s 

Imp BD Very High — 4.15 [1.71–10.06]; p=0.002 n.s n.s. 
Research Method Courses in the Undergrad Curriculum  
RM Course None ref n.s 0.62 [0.40–0.96]; 

p=0.031 
ref 

RM Course One n.s ref ref n.s. 
RM Course Multiple n.s n.s n.s n.s. 
Big Data in Curricula (Undergrad) 
BD UG No course  — ref ref ref 
BD UG No course but 
coverage 

— n.s 1.47 [1.02–2.13]; 
p=0.040 

n.s. 

BD UG One course — n.s n.s n.s. 
BD UG Multiple 
courses 

— n.s n.s n.s. 

Big Data in Curricula (PhD) 
BD PhD No course — ref ref ref 
BD PhD No course 
but coverage 

— 1.73 [1.10–2.72]; p=0.017 n.s n.s. 

BD PhD One Course — 8.34 [4.12–16.88]; p=0.000 3.11 [1.62–5.94]; 
p=0.001 

n.s. 

BD PhD Multiple 
Courses 

— 14.06 [4.75–41.60]; p=0.000 5.06 [1.77–14.48]; 
p=0.003 

n.s. 

Attitude Factors (Low ref) 
Openness Med — 1.83 [1.23–2.72]; p=0.003 1.55 [1.14–2.13]; 

p=0.006 
— 

Openness High — 2.93 [1.96–4.37]; p=0.000 1.42 [1.02–1.99]; 
p=0.038 

1.64 [1.09–2.49]; 
p=0.018 

Note. Odds ratios with 95% CIs; n.s. = p>.05; — = not in model, ref=reference value 
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However, those who rate themselves as having 
high or very high competency do not show a sta-
tistically significant association. This appears to be 
an unexpected pattern, and wide confidence inter-
vals imply a degree of uncertainty and variability 
that should be interpreted carefully. It may be be-
cause individuals with low or moderate skills are 
more inclined to use automated tools than the very 
low-skilled groups, while academics with higher 
skills are more selective in conducting these types 
of studies. 
 
4. Discussion and Conclusion 
 
Our study attempted to examine how scholars in 
Türkiye's social, administrative sciences, and hu-
manities perceive, receive, and engage with big 
data. The findings indicate the significance of not 
only demographic and practical factors but also 
epistemological and institutional dimensions, as 
revealed through descriptive and multivariate 
analysis.  

Firstly, it can be argued that methodological 
proximity, particularly the competency in quanti-
tative research, strongly predicts the familiarity, 
competency, and use of big data, besides descrip-
tives that illustrate the closeness of quantitative re-
search users vis-à-vis qualitative researchers, espe-
cially for those who employ only quantitative 
frameworks.  The big data field appears more read-
ily aligned with the quantitative paradigm, as the 
data revolution is characterized by the “march of 
quantification”, wherein big data is expected to 
permeate all sectors (King, 2011). What is also re-
lated to that is the skills needed for big data, which 
are closely tied to the quantitative approach, as 
several scholar addressed, mostly about their sus-
picions about integration of it to the social sciences. 
In that context, Manovich (2011) raised concerns 
about the data-driven social sciences and humani-
ties, given the lack of expertise in questions that 
can arise in computer science, statistics, and data 
mining. More to the point, Kitchin has addressed 
the quantitative techniques, inferential statistics, 
modeling, and simulation inherent in big data ap-
proaches, while advocating for a critical social sci-
ence outlook for the field (2014). It may be posited 
that academics within a “quantitative” epistemic 

culture,  within the context of what Knorr-Cetina 
(1999) defines as having field-specific knowledge-
making practices in the scientific realms, are more 
predisposed to engage with big data methodolo-
gies, beyond the skills they possess. In line with 
that, our descriptive data further indicates that 
scholars in “more” quantitative disciplines like fi-
nance, banking, economics, management, and ad-
ministration exhibit greater familiarity and self-as-
sessed competency than their counterparts in soci-
ology, cultural studies, history, archaeology, and 
political sciences which may often prioritize con-
textual understanding and subjectivity which may 
not align with the scale and abstraction of big data. 
However, multivariate analysis demonstrated that 
the academic field’s predictive power remained 
significant only for familiarity when controlling for 
other variables, suggesting that other factors medi-
ate the competency and use. In this context, build-
ing on the epistemic culture framework, the ro-
bustness of the openness factor that captures re-
ceptiveness to the methodological implications of 
big data, as a predictor of both competency and ac-
tual use, may imply that discipline-embedded cul-
tural dispositions beyond training and access 
shape the tendency to engage in computational 
models of inquiry.  

Furthermore, the datafication era, leading to 
important innovations in data gathering and anal-
ysis, can be interpreted via Rogers’ Innovation 
Theory (Rogers, 2003) with respect to how individ-
uals adapt to the novelties. The spread of innova-
tions is not only influenced by the technical ad-
vantages of an innovation but also its perceived 
ease, relative advantage, compatibility with exist-
ing practices, trialability, and observability. Our 
findings suggest that methodological proximity, 
particularly the competency in quantitative meth-
odology and programming tools like Python and 
R, increases the likelihood of interacting with big 
data, which aligns with the compatibility require-
ment with existing practices. Besides the openness 
factor, a strong predictor for both competency and 
use corresponds to the early adopters’ model of the 
theory, for which we suggest that academics who 
are more open and receptive to innovation have a 
pivotal role in the use and engagement with big 
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data. In parallel, the observed nexus between re-
ceptiveness to big data’s utilization and training 
provides evidence for the Technology Acceptance 
Model (Davis, 1989) wherein perceived usefulness 
and perceived ease of use are central concepts. It 
can be contended that academics who perceive big 
data’s involvement in research as applicable for 
quality and visibility are more likely to engage 
with big data, as our multivariate analysis demon-
strates for both competency and use.  Self-rated 
competency in quantitative methods and use of 
programming languages, in addition, supports the 
concept of perceived ease of use, as those with 
stronger quantitative and programming back-
grounds have an increased level of adoption, both 
in competency and use of big data. 

Thirdly, the pedagogic device framework 
(Bernstein, 2000) offers a useful lens through which 
to examine our findings about the curricula in the 
departments, the environment in which academics 
work, and how the field of big data is institutional-
ized. According to Bernstein, knowledge is not 
neutral and is shaped by institutions through the 
“device”, which determines what is legitimate to 
teach and should be visible, acting as a gatekeeper 
of valid knowledge. One might argue that depart-
ments that incorporate (or recontextualize, as Bern-
stein calls it) knowledge from external fields like 
data science or computational sciences, big data 
signals the legitimacy of the big data training, and 
academics in such departments may feel more 
competent and internalize this field, as their envi-
ronment encourages engaging with the domain.  In 
this vein, the descriptive findings support the idea 
that more courses in the curricula and the overall 
importance given to big data give rise to self-as-
sessed competency and use. However, they lose 
their significance as a predictor of the use of big 
data, which suggests that the exposition in the de-
partmental environment fosters competency (or 
vice versa). However, that does not necessarily 
translate into applied practice and remains a sym-
bolic change rather than a structural transfor-
mation.  

Regarding demographics, the data descrip-
tively point to younger academics’ higher familiar-
ity and older academics’ higher competency, 
whereas age groups only significantly predicted 
familiarity based on the multivariate analysis. This 

might reflect the age dynamics in technology so-
cialization as younger generations are more likely 
to exhibit surface-level acquaintance with concepts 
pertaining to the digital world. Along the same 
lines, initial findings show that full professors had 
the highest familiarity and total medium and high 
competency, while research assistants and lectur-
ers had the lowest proportions of actual use. Still, 
regression findings indicate that academic titles 
are significant predictors for familiarity but not for 
competency/use. Positional power and advanced 
age may facilitate exposure, but not necessarily en-
gagement, as skills related to quantitative method-
ology and programming languages, takes the lead. 
Further, sex is another sociodemographic variable 
that shapes the level of engagement, specifically in 
terms of familiarity and competency, as evidenced 
by both descriptive and multivariate analyses. 
However, when it comes to use, there are no sig-
nificant differences between male and female aca-
demics, and sex does not appear as a significant 
predictor in the regression model. Male academics 
report more familiarity and competency, and their 
odd ratio of being familiar and competent is 
higher. The lack of significance in the use prompts 
the consideration of females being underrepre-
sented in the science, technology, engineering, and 
mathematics (STEM) fields, which are linked with 
the big data domain, and the disparity between 
their actual abilities and self-perception, which is 
called the confidence gap (Kong et al., 2020; 
McKinnon & O’Connell, 2020).  

We may also interpret our findings by the insti-
tutional and digital divide framework, as at the de-
scriptive level, academics who work in Level 1 
SEDP and private universities are more likely to be 
familiar with the big data concept, and multivari-
ate analysis demonstrated that Level 1 academics 
have the highest odds of familiarity. However, 
most categories are insignificant and show some 
variety for the other models. In the Turkish con-
text, the higher education system is significantly 
stratified. The top-tier universities, which are gen-
erally in İstanbul and Ankara,  have more access to 
funding, collaborations, abroad networks, and fac-
ulty capacity, while there is a dramatic divide of 
quality amongst universities across different re-
gions. Academics in private universities and devel-
oped provinces are more familiar with big data, 
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most likely due to the contribution of high-status 
universities with better infrastructure, possible 
computational social sciences training, and net-
works. That being the case, even in the developed 
provinces, there are a lot of private and public uni-
versities, and institutional quality varies widely, 
and familiarity alone does not guarantee deeper 
engagement with the recent advancements in 
methodology. Van Dijk’s (2006) account provides 
a useful framework here. He argued that the cause 
of digital inequalities mainly stems from social po-
sitions (in our case: top-tier universities/others or 
private/public universities) and should be inter-
preted not merely in access to technology.  

Our study has certain limitations. As men-
tioned before, this analysis is built upon the quan-
titative results of a mixed methods study; qualita-
tive findings may help explore nuanced motiva-
tions about adoption. Secondly, questions related 
to competency and use are based on self-assess-
ment, which may not truly capture the phenome-
non, while another type of measurement could de-
termine a more objective finding. This also may 
have affected the results of models, such as the use 
of big data, as the meanings of big data use may 
alter across approaches or disciplines. Thirdly, by 
the nature of the survey, some questions, such as 
those related to the presence of big data courses, do 
not measure whether the academic directly deliv-
ers the course, which works somewhat as a proxy 
variable. Moreover, the data represents a snapshot 
in time, gathered in late 2022, which restricts eval-
uating, for instance, recent developments in AI and 
their effect on big data engagement. Lastly, this 
study is not a complete probabilistic representative 
study, and broad generalizations might be faulty. 

This study contributes to the literature in a cou-
ple of ways. First, this is one of the first large-scale 
empirical studies, based on our knowledge, of how 
social science academics in Türkiye engage with 
big data. Second, we sought to go beyond descrip-
tive reporting by incorporating relevant theoretical 
frameworks to interpret our results. Third, we be-
lieve this paper may stimulate a broader discus-
sion on the evolving methodological landscape of 
social sciences in Türkiye by foregrounding struc-
tural and institutional dimensions. 
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Table 3. The Statements, Attitude Factors, and Factor Loadings 
OPENNESS TO BIG DATA (Openness) Factor Loadings 
Research using traditional methods is more reliable than research using big data.  0,726  
Programming languages and analysis methods related to the use of big data should be taught in undergraduate 
departments of social, humanities and administrative sciences.  

0,657  

Researchers using qualitative research approaches should receive training on the use of big data.  0,618  
The use of big data has revolutionized social science methodology.  0,564  
Big data can be utilized in research using qualitative research approaches.  0,426  
BELIEF IN IMPACT OF BIG DATA (Impact)  
With big data, the use of traditional data collection/generation methods (such as surveys, interviews) in social sci-
ences will end.  

-0,774  

With big data, the role of qualitative research in social sciences is diminishing.  -0,752  
With the use of big data, sample surveys are losing their importance.  -0,722  
Research using big data in social sciences yields better quality results than research using traditional methods.  -0,643  
EFFICIENCY AND QUALITATIVE RESEARCH’S INTEGRATION (Efficiency and Integration)  
Compared to traditional research methods, big data facilitates the process of data collection and organization.  0,703  
The use of big data reduces research costs.  0,678  
Qualitative research approaches are essential for a better understanding of big data.  0,518  

Table 4. Sex, Age Group, Academic Title by Familiarity with Big Data, Competency in Big Data 
Familiarity with Big Data Competency in Big Data Use of Big Data 
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Sex** 
Male 79.1  20.9 1778 32.1 34.3 28.3 5.3 1407 35.7* 64.3* 955 
Female 74.9  25.1 1172 43.4 30.7 22.4 3.5 1289 35.8* 64.2* 730 
Age Group            
18-29 77.6  22.4 286 41.0 33.8 22.5 2.7 222 30.5* 69.5* 131 
30-39 77.5 22.5 1436 41.9 31.5 23.1 3.5 1113 34.8* 65.2* 647 
40-49 79.3 20.7 1180 35.3 33.7 26.5 4.6 936 36.6* 63.4* 606 
50-59 72.5 27.5 466 30.2 32.2 30.5 7.1 338 40.3* 59.7* 236 
60 years and above 66.0 34.0 156 30.1 30.1 31.1 8.7 103 31.9* 68.1* 72 
Academic Title***            
Research Asst. 77.1 22.9 717 45.6 32.9 18.3 3.3 553 30.9* 69.1* 301 
Lecturer 68.8 31.2 673 40.2 31.7 24.4 3.7 463 31.4* 68.6* 277 
Asst .Prof. Dr. 77.4 22.6 1048 36.9 32.1 26.6 4.4 811 38.3* 61.7* 512 
Assoc. Prof. Dr. 81.3 18.7 646 33.0 35.2 28.6 3.2 525 38.6* 61.4* 352 
Professor 82.2 17.8 433 30.3 30.1 30.9 8.7 356 37.1* 62.9* 248 
Total 77.0 23.0 3524 37.6 32.5 25.4 4.5 2712 35.8 64.2 1692 
*Categories do not have statistically significant difference according to Chi-Square Test at 0.05 significance level. 
**One of the answer categories was “I do not want to specify” which is not shown here as the frequency was below 25. 
***Other academic positions such as Post-Docs are excluded. 
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Table 5.  Academic Field, Type of University, SEDP)by Familiarity and Competency in Big Data 
Familiarity with Big Data Competency in Big Data Use of Big Data 
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Academic Field            
Educational Sciences 59.6 40.4 109 33.8 36.9 24.6 4.6 65 27,9* 72,1* 43 
Sociology and Cultural Studies 74.7 25.3 372 42.4 29.9 21.9 5.8 278 36.9* 63.1* 160 
History and Archeology 32.1 67.9 212 39.7 26.5 29.4 4.4 68 39.0* 61.0* 41 
Political Science 70.5 29.5 495 45.0 31.2) 21.2 2.6 349 30.2* 69.8* 192 
Finance, Banking, and Actuarial Sci-
ences 

84.2 15.8 279 26.4 34.0 35.3 4.3 235 38.2* 61.8* 173 

Economy/Economics 84.0 16.0 325 32.6 29.3 28.2 9.9 273 42.9* 57.1* 184 
Communication 90.7 9.3 322 31.8 41.1 25.3 1.7 292 32.2* 67.8* 199 
Management and Administration 85.2 14.8 738 38.2 30.8 26.4 4.6 629 38.8* 61.2* 389 
Marketing and Advertisement 95.4 4.6 197 43.1 32.4 22.9 1.6 188 31.8* 68.2* 107 
Tourism 75.5 24.5 220 41.0 36.7 21.1 1.2 166 30.6* 69.4* 99 
Other 66.3 33.7 255 37.3 30.2 24.3 8.3 169 34.0* 66.0* 106 
Type of University            
Public University 75.6 24.4 2837 38.3* 32.6* 25.0* 4.1* 2144 35.3* 64.7* 1322 
Private University 82.7 17.3 687 34.9* 32.0* 27.1* 6.0* 568 37.3* 62.7* 370 
SEDP**            
Level 1 82.3 17.7 1495 38.1* 32.1* 24.7* 5.0* 1230 36.4* 63.6* 761 
Level 2 75.3 24.7 632 39.3* 34.2* 23.7* 2.7* 476 32.9* 67.1* 289 
Level 3 75.6 24.4 422 36.1* 33.2* 24.5* 6.3* 319 37.3* 62.7* 204 
Level 4 73.2 26.8 336 32.9* 32.9* 30.5* 3.7* 246 33.9* 66.1* 165 
Level 5 72.1 27.9 333 42.9* 28.3* 24.6* 4.2* 240 36.5* 63.5* 137 
Level 6 62.8 37.2 261 34.8* 33.5* 28.7* 3.0* 164 35.5* 64.5* 107 
Total 77.0 23.0 3524 37.6 32.5 25.4 4.5 2712 35.8 64.2 1692 
*Categories do not have statistically significant differences according to the Chi-Square Test at a 0.05 significance level. 
**Academics who work abroad are excluded. 
 
Table 6.  Research Method Approaches Used by Familiarity with Big Data and Competency in Big Data 

Familiarity with Big Data Competency in Big Data Use of Big Data 
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QUAN Research Approaches            
Used QUAN 83.0 17.0 2349 40.1 32.1 25.2 2.6 763 38.1 61.9 1235 
Did not use QUAN 64.9 35.1 1175 36.6 32.6 25.6 5.2 1949 29.5 70.5 457 
Used only QUAN** 82.1 17.9 767 35.9 29.7 27.3 7.1 630 34.4 65.6 1288 
QUAL Research Approaches            
Used QUAL 78.8 21.2 2087 32.7 31.8 29.6 5.9 1067 38.7 61.3 718 
Did not use QUAL 74.3 25.7 1437 40.8 32.9 22.7 3.5 1645 40.1 59.9 404 
Used only QUAL** 66.0 34.0 497 50.6 28.4 18.9 2.1 328 26.5 73.5 162 
MM Research Approaches            
Used MM 80.0 20.0 1431 43.2 30.6 22.2 4.0 1567 32.8 67.2 890 
Did not use MM 74.9 25.1 2093 30.0 35.1 29.9 5.1 1145 39.0 61.0 802 
Used only MM 69.6 30.4 398 25.5 34.9 36.0 3.6 275 34.0* 66.0* 206 
Total 77.0 23.0 3524 37.6 32.5 25.4 4.5 2712 35.8 64.2 1692 
*”Used only MM” category do not have a statistically significant difference compared to “Did not use only MM” category according to the Chi-Square 
Test at a 0.05 significance level. 
**Used only QUAN” and “Used only QUAL” categories have statistically significant differences (Chi-Square: 0.05) with the ”Did not use only 
QUAN” and “Did not use only QUAL” categories, which are not shown here. 
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Table 7.  Competency in Research Method Approaches and Big Data by Familiarity, Competency and Use of Big 
Data 

Familiarity with Big Data Competency in Big Data Use of Big Data 
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Competency in QUAN            
Very low 51.1 48.9 186 73.7 18.9 7.4 0.0 95 8.0 92.0 25 
Low 70.3 29.7 451 59.3 30.3 9.5 0.9 317 22.5 77.5 129 
Medium 71.4 28.6 1302 43.3 35.6 20.0 1.1 930 31.5 68.5 527 
High 84.5 15.5 1215 28.6 34.3 33.1 4.0 1027 35.9 64.1 733 
Very high 92.7 7.3 370 19.0 24.5 37.0 19.5 343 52.2 47.8 278 
Competency in QUAL            
Very low 67.7 32.3 201 50.7 26.5 19.1 3.7 136 29.1 70.9 79 
Low 80.8 19.2 526 44.5) 32.0 18.8 4.7 425 29.2 70.8 243 
Medium 74.3 25.7 1191 40.2 33.2 23.8 2.7 885 33.9 66.1 737 
High 78.2 21.8 1264 32.9 34.1 28.5 4.6 989 39.5 60.5 547 
Very high 81.0 19.0 342 29.2 28.2 32.9 9.7 277 52.3 47.7 86 
Competency in MM            
Very low 68.3 31.7 306 62.2 23.4 13.4 1.0 209 29.1 70.9 79 
Low 76.1 23.9 695 54.1 31.4 11.9 2.6 529 29.2 70.8 243 
Medium 76.3 23.7 1537 37.1 35.2 25.0 2.6 1172 33.9 66.1 737 
High 81.4 18.6 855 21.4 32.8 38.4 7.5 696 39.5 60.5 547 
Very high 80.9 19.1 131 18.9 23.6 36.8 20.8 106 52.3 47.7 86 
Competency in Big Data*            
Low * * * - - - - - 14.4 85.6 881 
Medium * * * - - - - - 54.1 45.9 690 
High * * * - - -  - 86.8 13.2 121 
Total 77.0 23.0 3524 37.6 32.5 25.4 4.5 2712 35.8 64.2 1692 
*Respondents who are not familiar with big data concept were not asked about their competency in big data. Respondents who said they are “not at all” 
competent in big data weren’t asked if they have ever used big data. 
 

Table 8.  Research Methods Courses in the Curricula and Importance Given to Big Data by Familiarity, Compe-
tency and Use of Big Data 

Familiarity with Big Data Competency in Big Data Use of Big Data 
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Research Methods Courses***            
Undergraduate            
No course 73.5 26.5 431 43.8 27.4 24.6 4.1 317 33.1* 66.9* 178 
One course 76.2 23.8 1574 36.8 36.3 24.0 2.9 1200 33.4* 66.6* 758 
Multiple courses 80.0 20.0 1185 34.9 30.1 28.3 6.8 948 39.9* 60.1* 617 
Master’s            
No course 61.4 38.6 158 41.2 35.1 19.6 4.1 97 24.6* 75.4* 57 
One course 76.8 23.2 1762 39.3 33.0 24.4 3.3 1353 35.2* 64.8* 821 
Multiple courses 82.2 17.8 1094 32.8 32.6 28.4 6.2 899 38.9* 61.1* 604 
PhD            
No course 67.6 32.4 262 39.5* 32.2* 24.9* 3.4* 177 29.9* 70.1* 107 
One course 77.7 22.3 1249 37.5* 33.4* 25.7* 3.4* 971 35.9* 64.1* 607 
Multiple courses 82.4 17.6 992 34.6* 32.7* 26.8* 5.9* 817 38.6* 61.4* 534 
Importance Given to Big Data in the 
Curricula 

           

Very Low ** ** ** 56.8 26.1 15.4 1.8 969 29.1 70.9 419 
Low ** ** ** 39.0 39.8 18.7 2.5 674 31.9 68.1 411 
Medium ** ** ** 21.5 38.5 35.8 4.2 693 32.7 67.3 544 
High ** ** ** 15.9 25.3 48.5 10.3 233 50.5 49.5 196 
Very High ** ** ** 14.7 23.8 37.8 23.8 143 61.5 38.5 122 
Total 77.0 23.0 3524 37.6 32.5 25.4 4.5 2712 35.8 64.2 1692 
*Categories do not have statistically significant differences according to the Chi-Square Test at a 0.05 significance level. 
**Respondents who are not familiar with the big data concept were not asked about the importance of big data in their department’s curricula. 
***Each degree had a category of “This question is not suitable for me/I don’t know.” whose values are not shown here. 
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Table 9.  Big Data’s Presence in the Curricula and Attitude Factors by Competency in Big Data and Use of Big Data 
 Competency in Big Data Use of Big Data 
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Big Data’s Presence         
Undergraduate         
No course, no mentions 49.0 31.9 16.9 2.2 1255 29.2 70.8 583 
No course but mentions 25.2 40.8 30.3 3.7 779 34.0 66.0 583 
One course 18.5 22.0 48.7 10.8 232 51.9 48.1 189 
Multiple courses 8.1 18.7 48.0 25.2 123 65.5 34.5 113 
Master’s         
No course, no mention 52.9 30.3 14.6 2.2 944 29.2 70.8 640 
No course but mentions 28.8 40.2 28.2 2.8 886 33.1 66.9 631 
One course 15 26.5 50.0 8.5 294 50.0 50.0 250 
Multiple courses 5.8 20.4 49.6 24.1 137 62.0 38.0 129 
PhD         
No course, no mention 51.4 30.5 16.2 1.9 777 28.5 71.5 445 
No course but mentions 31.5 39.2 26.8 2.4 783 31.5 68.5 536 
One course 12.6 29.8 48.7 8.8 238 47.1 52.9 208 
Multiple courses 7.1 23.0 46.8 23.0 126 62.4 37.6 117 
Attitude Factors         
Openness 12.6 29.8 48.7 8.8     
Low 48.7 32.4 16.7 2.2 904 23.7 76.3 464 
Medium 35.0 35.3 26.2 3.5 904 33.7 66.3 588 
High 29.2 29.8 33.4 7.6 904) 46.4 53.6 640 
Impact         
Low 39.6 34.3 21.2 4.9 904 33.0* 67.0* 546 
Medium 37.1 31.8 26.9 4.2 903 37.1* 62.9* 568 
High 36.1 31.4 28.2 4.3 905 37.0* 63.0* 578 
Efficency and QUAL         
Low 41.5 33.0 21.5 4.0 903 28.6 71.4 528 
Medium 38.1 31.4 25.5 5.0 905 35.2 64.8 560 
Strong 33.2 33.1 29.3 4.4 904 37.0 63.0 578 
Total 37.6 32.5 25.4 4.5 2712 35.8 64.2 1692 
*Categories do not have statistically significant differences according to the Chi-Square Test at a 0.05 significance level. 


