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ABSTRACT

In this study, joint pf and df of any p order statistics of
innid discrete random variables are expressed in several form of
integral. Also, expressions connecting distributions of order
statistics of innid discrete random variables to that of order
statistics of 1iid discrete random variables are obtained. Finally,
some results related to pf and df of the order statistics are given.
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1. INTRODUCTION

The joint probability density function (pdf) and marginal pdf of
order statistics of independent Dbut not necessarily identically
distributed (innid) random variables was derived by Vaughan and
Venables [22] by means of permanents. In addition, Balakrishnan [3],
and Bapat and Beg [8] obtained the joint pdf and distribution function
(df) of order statistics of 1innid random variables by means of
permanents. In the first of two papers, Balasubmanian et al. [5]
obtained the distribution of single order statistic in terms of
distribution functions of the minimum and maximum order statistics of

some subsets of {Xl,szu,Xn} where Xi’s are 1innid random variables.

Later, Balasubramanian et al. [6] generalized their previous results
(1991) to the case of the joint distribution function of several order
statistics. Recurrence relationships among the distribution functions
of order statistics arising from innid random variables were obtained

by Cao and West [10]. Using multinomial arguments, the pdf of X

rin+l

(1<r<n+l) was obtained by Childs and Balakrishnan [11] by adding
another independent random variable to the original n wvariables

Xy X g X

identities satisfied by distributions of order statistics from non-
independent non-identical variables through operator methods based on
the difference and differential operators. In a paper published in
1991, Beg [9] obtained several recurrence relations and identities for
product moments of order statistics of innid random variables using
permanents. Recently, Cramer et al. [13] derived the expressions for
the distribution and density functions by Ryser’s method and the
distribution of maxima and minima based on permanents. A multivariate
generalization of classical order statistics for random samples from a
continuous multivariate distribution was defined Dby Corley [12].
Guilbaud [17] expressed the probability of the functions of innid
random vectors as a linear combination of ©probabilities of the
functions of independent and identically distributed (iid) random

n- Also, Balasubramanian, et al., [7] established the
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vectors and thus also for order statistics of random variables.
Expressions for generalized joint densities of order statistics of iid
random variables in terms of Radon-Nikodym derivatives with respect to
product measures based on df were derived by Goldie and Maller [16].

Several identities and recurrence relations for pdf and df of
order statistics of iid random variables were established by numerous
authors including Arnold et al. [1l], Balasubramanian and Beg [4],
David [14], and Reiss [21]. Furthermore, Arnold, et al., [1], David
[14], Gan and Bain [15], and Khatri [18] obtained the probability
function (pf) and df of order statistics of iid random variables from
a discrete parent. Balakrishnan [2] showed that several relations and
identities that have been derived for order statistics from continuous
distributions also hold for the discrete case. In a paper published in
1986, Nagaraja [19] explored the behavior of higher order conditional
probabilities of order statistics in a attempt to understand the
structure of discrete order statistics. Later, Nagaraja [20]
considered some results on order statistics of a random sample taken
from a discrete population.

In general, the distribution theory for order statistics 1is
complex when the parent distribution 1is discrete. In this study,
distributions of order statistics of innid discrete random variables
are obtained.

As far as we know, these approaches have not been considered in
the framework of order statistics from innid discrete random
variables.

From now on, subscripts and superscripts are defined in first
place in which they are wused and these definitions will be wvalid
unless they are redefined.

If 4,,d,,... are defined as column vectors, then matrix obtained

by taking M; copies of d;, M, copies of 4d,,.. can be denoted as [4,
m

a, ..] and perA denotes permanent of a square matrix A, which is
my

defined as similar to determinants except that all terms in expansion
have a positive sign.

Let X X X, be  innid discrete random variables and
X £X,, ... X, be order statistics obtained by arranging the n X;'S
in increasing order of magnitude.

Let Fi and fi be df and pf of Xi (i=1,2,..,n), respectively.

S S S . . P .
Moreover, Xi, Xy, .y X are order statistics of iid discrete random

nn

variables with pf f° and dr FS, respectively, defined by

fs:iZfi (1)

ns ies
and
1
FF=—>"F. (2)
ns ies
Here, s 1is a subset of the integers {1, 2,.., n} with nszzl
elements.
In this study, df and pf of Kims Koo er:n
(Ozny<q<rg<."<rp<rw1:n+1, p=1, 2,., n ) are given. For notational
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convenience we write E:}: E: and E: instead of

oMy, Ky 2y, iy
-1 n-n-1rn-n-1n-r-1 r-r,-1 n-r,

AR IR M YD Y Y YR IDIDIS WEE

n =K ,=0  m,=0 = =0 2,=7 73=2, Z,=7,,

the expressions below, respectively (Xi=:0,1,2“_)(20=:0).

2. RESEARCH SIGNIFICANCE

In general, the distribution theory for order statistics 1is
complex when the parent distribution 1is discrete. In this study,
distributions of order statistics of innid discrete random variables
are obtained. As far as we know, these approaches have not Dbeen
considered in the framework of order statistics from innid discrete
random variables. From now on, subscripts and superscripts are defined
in first place in which they are used and these definitions will be
valid unless they are redefined.

3. DISTRIBUTIONS OF ORDER STATISTICS FROM DISCRETE VARIABLES

In this section, three expressions related to pf of
Xﬁm,xﬁmw” er:n are given.

Consider

Xn =X X g =X X = X3, X <X <o <X (3)

Probability function of (3) can be written as
frl,rz ..... rp:n(xl’XZ""!Xp) = F){Xrl:n = Xl’ sz:n = XZ""’ er:n = Xp} .

Joint pf of order statistics of innid discrete random variables
can be expressed in form of integral by permanent as follows.

frl,rz,.,.,rp;n (X11 X2,..., Xp) =

Fc(l)(xl) Fay(x)  Fax)
55 i

£2p p+l
D Z J. I v[ (H per [V —v" P [gy, 1 /1) JH per[dvt)][th/ ), (4
Moy Nz, oMoy F(l)(xl ) Fu)(xz ) F§(1)(Xp*) w=l Tt L
Zp
p+l 2p

where D :H[(rw - —1)!]_1 , z denotes sum over U G, for which
= Moy Neg, Mg =1

2p+l

gumg3:¢ for L# 9, U g”={1’2’._,,n},

]f<m>(m)

t  _ [ t _ _ Sow
Vi, =l ~Fo (%) (%) Pap ) and
{3, if 7 even
6 = (D,
{gé vg/ N -ugg : : }, |f KOdd

In (4), v =™V vy dv® = (dv™,dvi?, ., dvY
v®=0=(00,...,0), ana VPP =1=(11,..,1) are column vectors. A[g,/.) is

matrix obtained from Aby taking rows whose indices are in S, .
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Using expansion of permanent in (4), we get
|,1 (%) Firz (x2) Flrp( p+l 1,1

frlvrb___’rp:n(xl,xz,...,xp):DZ I j J' HH[V(W) (wl)] Hdv(t)

P Ry 007) B, () Ry () \WLT=Mg o
where 2: denotes sum over all n! permutations aviw""ho of
P
F (&, )] ( o).
Furthermore, using expansion of permanent in (4), (4) can also
be written as follows.

S. ¢ s p
fnnlaleeX)= 2 [ [ [T T W8, v ave - (®
2 w

Ny N n;ZpFﬁ(l)(Xl_) Ffu) (x-) F
o < c

(1,2,.,n) and V" =[v"-

1.l

t t g w
where V&h) kgh (D(&‘O] 2 1 F i (%).
2w-1 (1)( ) Saw-1
If X=X, =...= Xp =X, it should be written ”I instead of J‘

in (1) , where IJHJ. is to be carried out over region:
@ (2 <« (p) @)
(n(x )<V<1)—V(1)— .SV(1)SF(1)(X), (n(x )<V(1>— (1)(X)
(2 (p
(n(x )<:V(n = 5n(x)r sy (n(x )<:V(n = 5n(x)-
4 2p
Moreover, 1if &;SXZS._S)%, it should be written II“J instead

of I in (1) , where JI._I is to be carried out over region:

V(l(z) < V(%l)) <..= V((PR ’ F (1 (Xl_) < v((l) = ggl) (Xl) ’ (1) (X ) < V((l) - ggl) (XZ) ’ sy

<1> (X, )<V(<1> S gu) (Xp) -
2p

In general, the identities in (4)-(6) for pf and df of order
statistics of innid discrete random variables are complicated.

However, df and pf of order statistics of innid discrete random
variables can be obtained easily from the identities in the following
theorems.

Furthermore, the following theorems connect pf and df of order
statistics of innid discrete random variables to that of order
statistics of iid discrete random variables using (1) and (2).

Theorem 3.1.

fr1r2 2 (% x) ZZ”'DHJ V(sw) V(sw-l)]r a1 ﬁdv(s,t) 7
t=1

X <X, <...< Xp , Where V(S’O) =0, V(S’p+l) =1 and III is to be
carried out over region: F*(X-) <veh < Fo(x), F°(x,-) <vG? < F*(x,),

L P, ) SvEP < FA(x))
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Proof. Consider

r1 Iy el n(X1 XZ' " p) = P{xrl:n = Xi’xrz:n = XZ""’er:n = Xp}

=ZZP{X;n=x1,Xf2:n=x2,...,Xfp:n:xp}. (8)

In (4), (5) and (6), it is taken into account (8). Thus, (7)
obtained.

If X=X, =..=X, =X, ”I in (7) is to be carried out over
region: F*(x =) <vOY <vE2 < <y <F(x), F°(x-)<vEeY <F°(X),
F(x2)<VvE?2 <F(x), ..., F*(x)<vOP <F%(x).

Moreover, if X1SXZS...SXp, J.J.J.
over region: VOY <vE2 < <yEP - E(x ) <vEY <Fi(x),

Fo,-) SVED <Fo(X,), ..., F*(x,=)SVEP <F°(x,).

is

is to be carried out

Theorem 3.2.

FE OO Fo (%) FP(%p)/ pa1 p
Pty oy (0 X1 Xp) = > > niD I I I [H[V(SW) vS*Wl)]“W‘“Wl‘lj | ARNE)

MO
Proof. It can be written

I:rl,rz,...,rp:n (Xi’ X2""’ Xp) = Z frl,rz,...,rp:n (217 ZZ""’ Zp) .

The above identity can be expressed as

Frlvrzn--,l’p:n (Xla X2""! Xp) =

Fi () F*(z,) FS(ZD)(FJH

S Sy [ [ . H[V(S’W)—V(S'W”]’W‘r““‘l]ﬁdv‘s")

Zyrnlp g w=1

F(n-)F* ()  F*(z,-)

Thus, the proof is completed.

4. RESULTS
In this section, results related to pf and df of
X:n,X:n, ,Xfﬂ1 are given. We express following result for pf of rth

order statistic of innid discrete random variables.

Result 4.1.
F*(x)
f (5,1) -1 1_v(s,l) n-n dv(s,l) (10)
nn (l) ZZ l)|(n ) F(_[ )[ ] [ ]

Proof. In (7), if P=1, (10) is obtained.

Specially, in (10), by taking Nn=2, p=1and Q:ZZ,
following identity is obtained.
FS(X1)
_ (s ,,(s.0) 1
fzzz(xl)—zzz J.VS dv® ZZ( (s ))

FS (x-)

the

L oS SIFE ) - (F o)

F* (%)
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- YIF 0 - (Fr e f1+ 2 SHF 00)f - (F* %))

ns—i

= _E{[(Fl(xl))z - (Fl(xl_))z] + [(Fz (Xl))2 - (Fz (Xl_))z}

+ 2{( Fl(xl) + Fz (Xl))z _( Fl(xl_) + Fz (Xl_)Jz}
2 2

- _%{[Fl(xl) - Fl(xl_)] fl(xl) + [Fz (Xl) - I:2 (Xl_)] f2 (Xl)}

+ %{[Fl(xl) + Fz (Xl) + Fl(xl_) + Fz (Xl_)][fl(xl) + fz (Xl)]}

= %{Fl(xl) fz (Xl) + Fz (Xl) fl(Xl) + F1(X1_) fz (Xl) + Fz (Xl_) fl(xl)}

= %{[2 Fl(Xl) - fl(xl)] fz (Xl) + [2 Fz (Xl) - fz (Xl)] fl(xl)}

=F (%) F(x) + F () f1(%) = F.0¢) f,(%,)
In Result 4.2-4.3, pf of minimum and maximum order statistics of
innid discrete random variables are given, respectively.

Result 4.2.
F*(x)

() =220 [ [-ved] vt (11)
F*(x-)

Proof. In (10), if =1, (11) is obtained.

Result 4.3.
F*(x)

fn() =220 [ VT dve” (12)
F*(x%-)

Proof. In (10), if KL =N, (12) is obtained.

In the following result, we express joint pf of Xf:n,Xzin,...,X;:n .

Result 4.4.

o (X0 X X ) = ZZ(n p)|H _[[ V(sp)]"pHdv(“’ (13)

X <X, S...SXp,where III is to be carried out over region:
Vel <y < <y RS (x ) <V <FO(x), FP(x,-) <V <F(x,),
s (s.p) s
o PP ) SVEP SE(X) .

Proof. In (8), if K =1r,=2..,r =p, (13) is obtained.

We now give three results for df of single order statistic of
innid discrete random variables.

Result 4.5.
F* (%)

ﬁ (Xl) ZZ 1)'(['] r)l I [V(s,].)]rlfl[l_V(S,l)]nfrldv(s,l) (14)
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Proof. In (9), if p==1, (14) 1is obtained.

Result 4.6.
FS(Xl)

R0 =S5 [ oveRp e 1s)
0
Proof. In (14), if I =1, (15) is obtained.

Result 4.7.
FS(Xl)

Fn:n(x1)=zzn J [V(s,l)]n—ldv(s,l) (16)

0
Proof. In (14), if K =N, (16) is obtained.

In the following result, we express joint df of an,Xgn“_,X;m.

Result 4.8.
FRO)Fo(p)  FPOx) P

F1,2,...,p:n(X1'sz"'!xp)zzzn—! '[ I I[l_v(s,p)]n—p Hdv(s,t) (17)

(n'_ p)! 0 YD D t=1

Proof. In (9), if G =1 1r,=2,..,r =p, (17) is obtained.
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