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Some statistical cluster point theorems
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Abstract
In this paper, we present results related to sets of statistical limit points
and cluster points of sequences and their matrix transformations, single
and double sequences and stretchings of sequences.
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1. Introduction
In real analysis there are many characterization theorems of the type- if f : R −→ R,

then F , the set of discontinuities of f , is a closed set and conversely, if F is any closed
subset of R then there exists a function f : R −→ R, whose set of discontinuities is
precisely F .

R.C. Buck ( [1] , [2] , [3] ), in a series of articles considered similar questions concerning
subsequential limit points of a given sequence. Pratulananda Das [5], at the suggestion of
Brian Thompson, continued the inquiries of Buck [1].Our initial result showed that if (xn)
is a bounded sequence of reals, having L as its set of (subsequential) limit points, and if
M , M 6= ∅, is any closed subset of L, then there is a subsequence (xnk ) of (xn), whose
set of (subsequential) limit points is precisely M . Fortunately Cihan Orhan pointed out
to us, that in fact, we had rediscovered a known result, pointing us to Theorem 1.62 II,
on page 142 in Cooke [4].

Here we consider statistical cluster point analogues of the result mentioned above.
Statistical limit points and statistical cluster points were first considered by Fridy in
[6]. Our results are concerned with single sequences as well as with double sequences.
Similarities between our results and core theorems (for example [10], [12]) will be apparent
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to the reader. Also we present a result about stretchings of sequences. Miller and
Patterson have previously had stretching results.

2. Preliminaries
If K is a subset of the positive integers N, then following Fridy [6], Kn denotes the set

{k ∈ K : k ≤ n} and |Kn| denotes the number of elements in Kn. The natural density of
K (see [4] , Chapter 11) is given by δ(K) = limn→∞ n

−1|Kn|. In the case that δ(K) = 0
we say that K is thin, and otherwise we say that K is non-thin. We continue following
Fridy [6] .

2.1. Definition. We say that a number λ is a statistical limit point of a sequence of
reals (xn) if limk→∞ xnk = λ for some non-thin subsequence (xnk ) of (xn).

2.2. Definition. Given a sequence of reals (xn), a stretching of that sequence is any
sequence of the form x1, x1, . . . x1, x2, x2 . . . , x2, . . . , xn, xn, . . . , xn . . ..

2.3. Definition. We say that a number γ is a statistical cluster point of a sequence of
reals (xn) if for every ε > 0 the set {k ∈ N : |xk − γ| < ε} is non-thin.

We also consider bounded double sequences x = (xn,k) and 4-dimensional bounded
regular matrix transformations.

2.4. Definition. A double sequence x = (xn,k) of reals is said to be bounded if there
exists an M such that |xn,k| < M for all n, k.

2.5. Definition. A double sequence x = (xn,k) has Pringsheim limit L (or in what
follows, just limit L) denoted by limxn,k = L, if given any ε > 0, there exists N ∈ N
such that |xn,k −L| < ε whenever n, k > N. Briefly, we say that x is convergent and has
limit L.

Let A = (as,t,n,k), denote a four dimensional summability method (see [8]) that maps
the double real sequence x into the double real sequence Ax where the s,t-th term of Ax
is defined as follows:

(Ax)s,t =

∞,∞∑
n,k=1,1

as,t,n,kxn,k

and is called an A-mean. For the above definition and for what follows see Móricz [11].
We say that a double sequence is A-summable to the limit L if the A-means exist for

all s, t = 1, 2, 3 . . . and
lim
s,t

(Ax)s,t = L.

2.6. Definition. The four dimensional real matrix A is said to be bounded regular if
every bounded convergent double sequence with real entries x is A-summable to the same
limit and the A-means are also bounded.

Finally, a classical theorem, ( [8], [13]) characterizes bounded regular four dimensional
matrices.

2.7. Theorem. Necessary and sufficient conditions for A = (as,t,n,k) to be bounded
regular are

lims,t as,t,n,k = 0 for each n and k
lims,t

∑∞,∞
n.k=1,1 as,t,n,k = 1

lims,t

∑∞
n=1 |as,t,n,k| = 0

lims,t

∑∞
k=1 |as,t,n,k| = 0∑∞

n=1

∑∞
k=1 |as,t,n,k| is convergent; and

there exist positive integers A and B such that
∑

n,k>B |as,t,n,k| < A for each
s, t.
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3. Results
Our first result is the statistical cluster point analogue of the result (see [4] ) mentioned

in our introduction.

3.1. Theorem. Suppose x = (xn) is a bounded sequence and L is the set of limit points
of x. If M ⊆ L, M is closed and nonempty, there exists a subsequence y = (yn) of x such
that M is the set of statistical cluster points of y.

Proof. Since M is closed and separable, there is a countable subset of M , {am : m ∈ N}
such that its closure is M . Now for m ∈ N, fix a subsequence of (xn), (xnk,m)∞k=1),
converging to am and contained in (am − 1

m
, am + 1

m
).

We construct y = (yn) as follows:
y1, y3, y5, . . . , y2j+1, . . . will be chosen from (xnk,1),
y2, y6, y10, . . . , y2(2j+1), . . . will be chosen from (xnk,2),
y4, y12, y20, . . . , y4(2j+1), . . . will be chosen from (xnk,3),
. . .
y2m−1 , y2m−1·3, y2m−1·5, . . . , y2m−1·(2j+1), . . .
will be chosen from (xnk,m),
. . .

where
y1 = xn1,1 , and
y2 = xnk,2 where k is the smallest number so that nk,2 > n1,1

if y1, y2 . . . yi−1 have been chosen, and i = 2m−1(2j + 1) we choose yi = xnk,m

so that k is the smallest number such that the index nk,m is bigger than the
indices of y1, y2 . . . yi−1 in terms of x.

Hence (yn) is a subsequence of x. Also (y2m−1·(2j+1))
∞
j=0 has density 1

2m
in (yn) so am

is a statistical limit point (and cluster point) of (yn). Also it is clear that every a ∈ M
is a statistical cluster point of (yn). Likewise for every a ∈ R \M , there is a sufficiently
small neighborhood around it that is disjoint from (yn) (since M is closed), so the set M
is precisely the set of statistical cluster points of (yn). �

3.2. Corollary. If x = (xn) is bounded and M ⊂ L, M closed and nonempty, where
L is the limit point set of (xn), then there exists a regular summability method A such
that M is the set of statistical cluster points of (Ax).

Proof. Suppose that (xnk ) is the subsequence of (xn) with M as the set of its statistical
cluster points from Theorem 3.1. If A = (akm) has entries aknk = 1 for all k and akm = 0
otherwise, then (Ax) = (xnk ) and the corollary follows. �

Next, we show the analogous result for stretchings of sequences.

3.3. Theorem. Suppose x = (xn) is a bounded sequence and L is the set of limit points
of x. If M ⊆ L, M is closed and nonempty, there exists a stretching of x, y such that M
is the set of statistical cluster points of y.

Proof. Suppose that (xnk ) is the subsequence of (xn) with M as the set of its statistical
cluster points constructed in the proof of Theorem 3.1. We construct the following
stretching of the sequence (xn):

x1, x2, x3, . . . , xn1−1 remain as before,
xn1 , xn1 , xn1 , . . . , xn1 , . . . will be repeated 2n2 times, followed by
xn1+1, xn1+2, xn1+3, . . . , xn2−1 ,
xn2 , xn2 , xn2 , . . . , xn2 , . . . will be repeated 4n3 times, followed by
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xn2+1, xn2+2, xn2+3, . . . , xn3−1

. . .
xnk−1 , xnk−1 , xnk−1 , . . . , xnk−1 , . . . will be repeated 2k−1 · nk times, followed by
xnk−1+1, xnk−1+2, xnk−1+3, . . . , xnk−1 ,
xnk , xnk , xnk , . . . , xnk , . . . will be repeated 2k · nk+1 times, ,
. . .

It is easy to check that the part of the new sequence that was not stretched (the
odd numbered rows above) is thin (has density 0). Also since 2 · n2 < 4 · n3 < . . . <
2k−1 · nk < 2k · nk+1 < . . . we see that M is still the set of all statistical cluster points of
the stretched part of the new sequence (even rows) and consequently of the whole new
sequence (stretching).

�

Now, as mentioned in the introduction, we consider the two-dimensional analogue of
our corollary. First we mention that we say l is a limit point of (xn,k) if there exist
nj →∞ and kj →∞ such that limj→∞ xnj ,kj = l and we notice that L the set of limit
points of (xn,k) is always closed.

3.4. Theorem. If x = (xn,k) is a bounded double sequence, andM is a closed nonempty
subset of L, the set of limit points of x, then there exists a four dimensional bounded
regular matrix transformation A of double sequences such that the set of limit points of
Ax is exactly M .

Proof. Without loss of generality, assume that x is contained in the interval [0, 1]. We
define

I1 = [0, 1
2
], I2 = [ 1

2
, 1];

I3 = [0, 1
4
], I4 = [ 1

4
, 1
2
], I5 = [ 1

2
, 3
4
], I6 = [ 3

4
, 1];

I7 = [0, 1
8
], I8 = [ 1

8
, 1
4
], etc.

and so on. . . .
Let (si) be the sequence of integers satisfying Isi

⋂
M 6= ∅. For each i, pick a yi ∈

Isi
⋂
M . Since yi ∈M ⊆ L, for each i, there exists ui →∞, vi →∞, such that

|yi − xui,vi | <
1

i
.

Now we define the required matrix A = (am,n,u,v). For any m,n, if m + n = i (i =
2, 3, . . .), let am,n,ui,vi = 1 for (i = 2, 3, . . .), and am,n,u,v = 0 otherwise. It is easy to see
that A satisfies the conditions in Theorem 2.7 and that the set of limit points of Ax is
exactly M . �
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