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Keywords Abstract: Iteration methods are an important field of study in fixed point theory
Iteration Method, and have an extensive literature. Different types of iteration methods were defined
Convergence, in many spaces by researchers, and the results such as convergence, rate of
Data Dependence,

convergence, stability and data dependence of these methods were examined. In

Stability this study, a new iteration method of Jungck Type was defined and the
convergence of this method for a certain mapping class was investigated. Then,
using this mapping class for this iteration method, the results of stability and data
dependence were obtained. Additionally, the rate of convergence of the newly
defined iteration method with Jungck CR iteration method was compared under
suitable conditions and an example supporting this result was given.

Jungck-Tipi Iterasyon Yontemi I¢in Veri Bagliliginin Incelenmesi

Anahtar Kelimeler Ozet: iterasyon yontemleri sabit nokta teorisinde énemli bir calisma alani olup

Iterasyon Yontemleri, genis bir literatiire sahiptir. Arastirmacilar tarafindan bir¢cok uzayda farkl tiirden

Yak}nsa}<111<: iterasyon yontemleri tanimlanarak, bu yontemlerin yakinsakligi, yakinsaklik

XZ;;rBl?Ell(lhgl’ hizlar, kararlilig1 ve veri baglilig: gibi sonuclar irdelenmistir. Bu ¢alismada, Jungck

tipi yeni bir iterasyon yontemi tanimlanarak bu yontemin belirli bir déniisiim sinifi
icin yakinsaklig1 incelenmistir. Daha sonra bu iterasyon yontemi i¢in s6z konusu
doniisim sinift kullanilarak kararliik ve veri baglhiligi sonuglar: elde edilmistir.
Ayrica yeni tanimlanan iterasyon yonteminin uygun sartlar altinda yakinsaklik hizi
Jungck CR iterasyon yontemiyle karsilastirilarak bu sonucu destekleyen 6rnek
verilmistir.

*{lgili Yazar, email: mmaldar@aksaray.edu.tr
1. Introduction

There is a wide range of interest in literature of fixed point theory. In this context, many newly iteration
methods have been introduced, and strong convergence, data dependence, stability, and rate of convergence of
various iteration methods have been studied by researchers (see [1]-[6]). In 1976, Jungck defined the Jungck
iteration method [7]. After that, obtaining fixed point results of some iteration methods for Jungck type has been
the concept of research. Such studies have became the subject of various researchs (see [8]-[10]). Below, some of
these studies has been given in a chronological order:

In 2005, Jungck-Mann iteration method was defined by Singh et al. [11], in 2008 Jungck-Ishikawa iteration
method and Jungck-Noor iteration method were defined by Olatinwo [12], [13], in 2011, Jungck-SP iteration
method was defined by Chugh et al. [14], in 2013, Jungck-CR iteration method and Jungck-Sahu iteration method
were defined by Hussain et al. [15], Jungck-Agarwal iteration method was defined by Chugh et al. [16], in 2014,
Jungck-Khan iteration method was defined Khan et al. [17], in 2016 Jungck-Mann hybrid iteration method was
defined by Akewe [18], in 2019 Junck type iteration method was defined by Atalan [19].

2. Material and Method

We need some definitions, lemmas for the new Jungck-type iteration method and main results.
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Definition 2.1. Let X be Banach space, Y an arbitrary set and S,T:Y — X such that T(Y) € S(Y). For x, €Y,
following iteration method:

Sxny1 = f(T,xp) = Txp (1)

for all n € N. If § = (unit mapping) and Y = X in the above equation, it is easily seen that Picard iteration
method is obtained. This iteration method is called Jungck iteration method [7].

Definition 2.2. The pair S,T:Y — X is called contractive if there exist a real number § € [0,1) and a continuous
function ¢p: R* - R* such that ¢(0) = 0 and for all x,y € Y, we have

ITx — Tyll < ¢(lISx — Tx|]) + 5[ISx — Syl (2)
[12].

Definition 2.3. Let X be a nonempty setand S, T: X — X be mappings. If Tx = Sx, then x € X is called coincidence
point of T and S. If x = Tx = Sx, then x € X is called common fixed point of T and S. If p = Tx = Sx for some
x € X, then p is called the point of coincidence of T and S. If TSx = STx for all x € X, then a pair (S, T) is called
commuting. If TSx = STx whenever Tx = Sx for some x € X, then a pair (S, T) is called weakly compatible [20].

Lemma 2.4. Let {0, };—, and {u,, };—, be nonnegative real sequences satisfying the following inequality
Ont1 = (1 - An)o-n + un

where 1, € (0,1) foralln = ng, Yoo A, = o and ‘;i — 0asn — oo. Then lim,,_,., g, = 0 [21].

Lemma 2.5. Let {0, };r-, be nonnegative real sequence. Assume that there exists n, € N, such that for all the
n = n, one has the inequality

On+1 < (1 - An)an + Anpn

where 4, € (0,1) foralln € N, Y.y A, = o, and p,, = 0. Then the following inequality holds:

0 < limsup g, < lim sup p,,
n—-oo n-oo

[22].

Definiton 2.6. Let {a,,}5—; and {b, };—, be two sequences of real numbers with same limit c. If

d(anc) _

Mo G o) = (3)

then we say that {a, };_, converges faster than {b,};_, to ¢ [23].

Definition 2.7. Let S,T:Y » X, T(Y) < S(Y) and p = Tx = Sx. For any x, € Y, let the sequence {Sx,}r-,
generated by the iteration method Sx,,, = f(T,x,) converges to p. Let {Sy, };, € X be an arbitrary sequence
and set

€n = d(Syns1, f(T,¥)),n =012, ...

Then the iteration method f(T,x,) will be called (S,T)-stable if and only if lim,_. €, =0 implies that
lim,,_, Sy, = p [11].
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Definition 2.8. Let (S, T), (S,T):Y — X be nonself-mapping pairs on an arbitrary set Y such that T(Y) € S(Y)
and T(Y) € S(Y). We say that the pair (S, T) is an approximate mapping pair of (S, T) if for all x € Y and for fixed
€, = 0,6, = 0, we have

|Tx = Tx|| < €, ||Sx = Sx|| < e,
[17].

[teration methods which is given below, are used for results we obtained. Thus, let us go through with Jungck-

Type iteration method CR [15] as follows:

Sxpiq = a- an)SYn + a,Tz,
SYn = (1 - ﬂn)Txn + ﬂnTZn (4)
Szn = (1 - yn)an + ynTxn

where {an};o:w {'Bn}:zo' {yn}oo

n=0

c [0,1].
We have defined a new Jungck type iteration method as follows:

Sxny1 = (1 — a)Tyn + an Tz,
Syn = (1 - ﬁn)Txn + ﬁnTZn (5)
SZn = (1 - yn)sxn + ynTxn

where {an},‘;"zo,{ﬁn}:zo,{yn}:zo c [0,1].

3. Results
We use the following assumption in this paper: C(S,T) denotes the set of coincidence points of @ and &.

Theorem 3.1. Let (X, ||.||) be a Banach space, S,T:Y — X satisfies condition (2), where T(Y) € S(Y),S(Y) is a
complete subset of X and assume that there exist a z € C(S,T) such that Tz = Sz = p. Let {Sx,,}s—, be iterative

sequence (5) with {a,}7 -0, {ﬂn}:;O, {yn}:;O c [0,1] and Y3, @B, Y, = % . Then, {Sx,};_, converges to p.

Moreover, p is a unique common fixed point of (S, T) provided that Y = X, and S and T are weakly compatible.

Proof. By using iterative sequence (5) and condition (2), we have

I1Sx0+1 =PIl < (A = @) ITy, — pll + anllTz, — pll
< (1 = ap)élISyy — Szl + ¢(|ISz — Tz|))
+a, 615z, — Sz|| + ¢(|ISz — Tzl|)

= (1 = an)8l|Sy, — pll + @n6llSz, —pll (6)

and

152, = pll < (1 = y)lISxn =PIl + ¥l T2z, = pli

< (X = ylISxy = Szl + yub11Sxy, — Szl + ¢([ISz — T2z||)

= [1 =1 = ®]lISx, — pll (7)
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also

ISy = pll = (1 = BIIITxn = pll + ByllT 2z, — pll
< (1 = B)blISxy — Sz|l + (1 = Bn) ¢(llSz — Tzl
+Bn6ISzn — Szl + Brp(lISz — T2z||)
= (1= Bu)blISxy — pll + BnblISzs — pll
< 8[(1 = B) + B = Bu¥n(1 = O)]IISx, — p

< 8[1 = Baya(1 = O]IISx, — pI. (8)

Substituting (7) in (6) and (7), (8) in (6) respectively, we obtain

”an+1 - p” < (1 - an)8[1 - Bn(l - 6)]”53(-,1 - p”

+an[1 =y, (1 = 5)]lISx, — pll

1= apfnyn(1 = 68) + apfpyn(1 —6)
S 6{ nrnrn nrEnrn } an _
_anﬁn)/n(l - 5) ” p”
< O[1 = anfryn(1 — O]lISx, — pll. (9
Then
1S%041 — pll < 6™ [Tl — i Bivi (1 — O)]IISxpiq — DI (10)
1
< 5"+1m”5% -pll.

Taking the limit the above inequality, it can be seen that lim,,_,,||Sx, — p|| = 0.
We prove that p is a unique common fixed point of S, T, when Y = X.

Assume that there exist another point of coincide g of the pair (S,T). Then there exist r € C(S,T) such that
ST =Tr = q We get,

0<llp—qll =Tz = Tr|l < ¢(lISz = Tzl|) + §l|Sz — Sr|| = 5llp — 4l

which implies that p = q. S, T are weakly compatible and Sz =Tz = p, then Tp =TTz = TSz = STz implies
Tp = Sp. Hence, Tp is a point of coincidence of the pair (S,T) and because point of coincidence is unique, then
Tp = p = Sp and thus p is a unique common fixed point of S and T.

Theorem 3.2. Let (X, ||.||) be a Banach space, S,T:Y — X satisfies condition (2), where T(Y) € S(Y),S(Y) is a
complete subset of X and assume that there exist a z € C(S,T) such that Tz = Sz = p. Let {Sx, }5, be iterative
sequence (5) with 0 < a1 < a,,,0 < ﬁl < ﬁn, 0 <y, <y, converges to p. Also let {Su,}w_o € X be an arbitrary
sequence and let €, = d(Sun+1,f(T, un)),n = 0,1,2,.... Then iteration method (5) is (S, T)-stable.

Proof. Let lim,, ., €, = 0 such that €, = [|Supy1 — (1 — )TV, + @y Twy)||.

”Sun+1 - P|| < ”Sun+1 - ((1 - an)TUn + anTWn)”
+I(1 - a)Tv, + a,Tw, —pl|

<€+ A —a)llTv, — Tz|| + a,||[Tw, — Tz||
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<e,+6(1—ay)lSv, — Sz|l + (1 — a)$(|ISz — Tzl|)
+oanl|Swy — Szl + an ¢ (IISz — Tzl|)

=€yt 6(1 - an)llsvn - p” + 6an||SWn - p” (11)

and
ISwy, — pll = (1 = v)lISuy — pll + V2l Tu, — pli
< (1 =y lISun — pll + ¥a6lISuy — pll + v @ (ISz — Tz|[)

< [1 =% = ®]lISu, —pll (12)

and moreover

ISv = pll < (1 = BIIITun — pll + BullTwy, — plI
< (1 = B)blISun = Szl + (1 = By) ¢(lISz = Tz|))
+Bn @ISz — Tzll) + Bp8lISwy, — Sz||
= (1 = Bn)élISun — Sz|l + Bn6llSwy, —pll +
< 8[(1 = Bp) + Br(1 = ya (1 = ENIISup — plI
< 6[(1 = Bn) + B = Bu¥n(1 = O)]lISun — pll

S 8[1 = Bava (1 = O]1lISuy — plI. (13)

If we combine (11) in (12) and (13) then, we have

ISuns1 =PIl < €n + 8[1 = anBuya (1 = O]lISuy — pll. (14)
Hence 0 < a; <@, 0<f, <fB,0<y, <y,andd € [0,1), we get

[1-anB,y,d -] <[1-a1f,y,1-8] <1

Then we obtain lim,,_,,, u,, = p.
Now, we suppose that lim,,_,, u,, = p. It will be shown that lim,,,, €, =0:

€n = ||Suns1 — (1 — @) T, + a,Twy,) —p + ||
< NSupsr = pll + (1 = @) ITvy, — Tzl + anlTw, — Tz||
S NSupss = pll + 61 — @) lISz = Svull + (1 — ay)p([|Sz — Tzl))
+ayllSwy, — Szl + a,¢(1Sz — Tz|))
< Supss = pll + 861 = ap)lISv, — pll+anllSw, — pl.
From (13) it can be seen easily ||Sv, — pl| < 6[1 — Br¥n(1 — 8)]lISu, — pll. Then we get
€n < [ISupsq = pll + 6[1 — (1 = 8)]IISwy, — pll

Also, from (12), ||ISw,, — pll < [1 — y,,(1 — 8)]|ISu,, — p|l. We obtain

n < ”Sun+1 - P|| + 8[1 - anﬂnyn(l - 6)]”Sun - P||
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Taking the limit in the above inequality, it can be seen that lim,,_,,, €, = 0.

Theorem 3.3. Let (X, ||.||) be a Banach space, (S, T), (5, T"): Y — X satisfies condition (2), where T(Y) € S(Y) and
T(Y) € S(Y).S(Y) is a complete subset of X and assume that there exista z € C(S,T) anda Z € C(§,T) such
that Tz = Sz = p and TZ = §% = p Let {Sx,,}>°_, be iterative sequence (5) with {a,}>_o, {Bn}o 0, Voo < [0,1]

satisfying Yoo @ Bn¥n = © and {5un+1}:=0 a sequence defined by

Stupsr = (A — ay)Tv, + a,Tw,
Svp, = 1- .Bn)Tun + BnTWn (15)
Swy = a- Yn)Sun + v Tu,

Assume that {Sx,,,1}n= and {§un+1}:=0 convergence to p and p. Then we have

Iy =5l = —=

Proof. By using iterative sequence (5), iterative sequence (15), condition (2), and Definition 2.8

152041 = Stpaa|| < (1 = @)||Tyn — Tvn|+an[| T2, — Twi|

< (1= a)lITyn = Topll + (1 = @p)|| T, — Ty |
+ T2y — Twyll + | Twy, — T |
< (1 - a)8lISy, — Svall + (1 — @) d ISy, — Tyl
+a,,6||Sz, — Sw,||+a,, ¢(||Sz, — Tz,||) + €;

< (1= a)8|[Syn = Sva|| + 1 = @)8||Sv, — Sva|

+ (1= @) UISYn = Tynll) + @n8||Sz, — Swar|

+n 6[|Swy, — Swn |+t $UISz, — Tz ll) + €

< (1= ap)8]|Syn = Sval| + (1 — @) pUISyn — Tyull)

+a,0||Sz, — Swy||+an ¢Sz, — Tz, 1) + €, + Se, (16)

and

152, = Swnll < (1 = IS = St + a0 = ]
< (1= 1120 = Stl| + vl Ton = TuL|| + vl Tt — Tt
< (1= Y)|[Sxn = Stta| + us + 1 (IS, — Ty 1)
+87n|S2n = Sun| + ¥ [|Stey — Sty

< (1 - (1 - S)Vn)nsxn - S:un” + Vn¢(”5xn - Txn”) + Yn€1 + é‘}/1162 (17)

and

1Sy = Svnll < (@ = BI|Txn — Tun|| + Bul| T2 — Twi|
<A =BITxy, — Tuyll + (1 — ,Bn)”Tun - Tun”

+.8n”TZn - TWn” + .Bn”TWn - TWn”
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< (1= BadblISxy — Supll + (1 = B lISx, — Txpll)
+BnblISzy — Swyll + Brd ISz, — Tzyl) + &

< (1 - B6lISxy — Supll + (1 = )@ ISx, — Txpll)
+Bnb€s + Pnd ISz — Tzpll) + €1 + Bnb8Yn€r + Prl¥n€s

+ BpS (1 = (1 = &)y)|[Sxn — Sun|| + Bub¥nd(I1Sxy, — Tx,ll)
< (1= Buva(1 = 8))||Sxs = Sun|| + (1 — B)8E,

+Bnb€s + P 1Sz — Tzpll) + €1 + Bnb8Yn€r + Prd¥n€s

+ Bn6Yn¢(||an - Txn”) + (1 - .Bn)(p(llsxn - Txn”)
Using 1 — &, BnVn < @,fnVn and combining (16), (17) and (18)

”an+1 - S;un+1” < (1 - anﬂnyn(l - 6))”an - S~un” + zanynﬁnqb(”'sxn - Txn”)

+2anynﬁn¢(”5yn - Tyn”) + zan)/nﬁnd)(llszn - TZn”) + 4’(61 + 62)

and
1Sz, — Tz, |l < ISz, — pll + T2, — TZl|
< ISz, —pll + 6115z, — Sz|| + (l1Sz — T=z|)
S A+ O = y)Sxn + vuTxn, — pll + ¢Sz — Tzl|)
<@ +8)A = y)lISx, — pll + vullTxn, — Tzl + ¢(1Sz — TZz||)

< (A +8A =) +v)lISx, = pll + A + y)b(IISz = Tz||)

and

I1Sxn = Txnll < ISy = Pl + 1T, — Tz]|

< (@ +8)ISx, —pll + @ISz — Tz||)

and

”SZn - P” < (1 - yn)llsxn - P” + yn”Txn - P”
< (1 = v)lISx, — pll + ¥R 61ISx, — 2l + v ISz — TZzI|)

=[1 = ¥u(1 = ®)lISx, — pll + va@ ISz — TZzl|)

and

1Sy, = Tyl < ISyn — oIl + 1Ty, — Tzl
S @A+ )Sy, —pll + ¢Sz — Tz||)
S@A+)NA =B ITx, + BTz, — pll + oISz — Tz|)
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<@ +8)QA = BITxy, —pll + (1 + 8)BullTz, — pll + ¢(IISz — Tz|])
<@+ = BIISxn —pll + (X + 8)BnllSzn — pll + $(IISz — Tzl])
< (1 + 6)((1 - ﬂn) + ﬁn[1 - yn(l - é‘)])stn - P”

+n @ISz — TzI)) + ¢(lISz — Tzl)) (22)

o = ||Sxn — Suy|

/1n = anﬂnyn(l - 6)
_ 20ISxn = Txal) + 2¢(ISyn = Tynll) + 2¢ISzn — Tzal) +8(es + J€,)
Taking the limit in both sides of the (19), (20), (21) and (22) inequalities, it can be seen that lim,_,., ¢ (||Sx,, —
Txn") =lim,_q ¢(”5le = Tyull) = lim, o ¢(”SZn —Tz,|) = 0.

Hence an application of Lemma 2.5 and we obtain

Ip =51l = =55

Theorem 3.4. Let (X, ||.||) be a Banach space, S,T:Y — X satisfies condition (2), where T(Y) € S(Y),S(Y) is a
complete subset of X and assume that there exist a z € C(S,T) such that Tz = Sz = p. Let {Sx, }o, be iterative
sequence (5) with Yoo @, Bn¥n = and lim,,,a, =0. Let {Su,};., be iterative sequence (4) with
limy, e Br, = 0. Assume that p is the unique common fixed point of the pair (S, T). Then {Sx,};-, converges to p
faster than {Su,};-, for x, = uy €Y.

Proof. From inequality (16) in Theorem 3.1., we have

1Sxn41 =PIl < 8™ [TiLo[1 — @iBivi(1 — ]IISxo — Pl (23)

By using iteration method (4) and condition (2), we have

ISwn = pll < (1 = v lISup = Szl + yullTun — T2l
< (A =y)lISun = Szll + v, 8|Suy — Szl + ¢(lISz - Tz|))

= [1 - Vn(l - 6)]"5un - P”

and

ISv = pll < (1 = BIIITu, — pll + BullTwy, — pli
< (1= Bu)blISun, — Szl + (1 = B) ¢(lISz — Tz|))
+Bn6ISwn, — Szl + Brd(lISz — Tz))
< 8[(1 = Bn) + B = Buva(1 = O]lISu, — pli

< 8[1 = Buyn (1 = O)1IISu, — pli

and
ISunsr —pll = (A = a)IISv, — pll — anlITwy, —pl|
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= (1= ap)llSv, — Szl + ISz — Tz|) — a,SlISwy, — Szl — ¢Sz — Tz||)
- Bn)/n(l - 6) + anﬁnyn(l - 6) - - 5)]”Sun - P||
= [1 - an(l - 6) - Bnyn(l - 6)]||Sun - P”

= [1 - (1 - 6)(“11 + .Bnyn)]llsun - P||

Also, we have

>[1-a, Sa, + a,y,(1

||an+1 P” < 50+ [Toll — a;Bivi(1 — O]IISx, — pll
SUn1 — [Tol1 = (e + Biv) (1 — OISy — pll
Define

. = 5D [Ti=o[1 — a;Bivi(1 — O]1IISxo — plI

oll = (a; + Biy) (A = O)]lISuo — pllI’

We get lim % < 1 Thatis lim ¢»,, = 0 which implies that {Sx,, };_, converges to p faster than {Su, };-o .
n—oo n n—oo

[0,1] € R be endowed with usual metric. Define operators T,S:[0,1] = [0,17] with a
— 5and Sx = 17x2. Itis clear that T([0,1]) € S([0,1]) and S([0,1])

The convergence result for two

Example 3.5. Let ¥ =
coincidence point p = 17 by Tx = 24x — 2x5
is a complete subset of [0,17]. Let § € (0,1),x, = 0.6 and a, = B, = Vn = %
Jungck-type iteration methods (5), and (4) to p = 17 = S1 = T1 are listed in the following tables:

Table 1: Convergence of iteration Method (5) with initial point x, = 0.6

Iteration Iteration Method (5) Sx, Tx,

Steps
1. 0,60000000000000 6,12000000000000 9,24448000000000
2. 0,83405675327201 11,82606135053700 14,21011215711840
3. 0,95226046870888 15,41560000451620 16,28818988746500
12. 0,99999994528445 16,99999813967140 16,99999923398220
22. 0,99999999999999  16,99999999999970 16,99999999999990
23. 1,00000000000000  17,00000000000000 17,00000000000000
33. 1,00000000000000  17,00000000000000 17,00000000000000
34, 1,00000000000000  17,00000000000000 17,00000000000000

Table 2: Convergence of iteration Method (4) with initial pointx, = 0.6

Iteration Iteration Method (4) Sxp, Tx,

Steps
1. 0,60000000000000 6,12000000000000 9,24448000000000
2. 0,76145692681088 9,85688307360059 12,76298187191080
3. 0,88034295744818 13,17506328638630 15,07070884153580
12. 0,99998051894755 16,99933765066840 16,99972725767560
22. 0,99999999913855 16,99999997071070 16,99999998793970
23. 0,99999999968392 16,99999998925330 16,99999999557490
33. 0,99999999999999 16,99999999999970 16,99999999999990
34. 1,00000000000000 17,00000000000000 17,00000000000000
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4. Discussion and Conclusion

It is showed that in Theorem 3.1, the newly defined iteration has convergence. In Theorem 3.2, it is indicated that
stability results can be obtained by using the new iteration method (5) for certain mapping classes. Moreover,
Theorem 3.3 has mentioned results of data dependence. In Theorem 3.4, the rate of convergence for two
iterations are compared. Applications provided from Theorem 3.4 that is shown in Table 1 and Table 2, has
investigated the new iteration method which is faster than the other in the literature. This research
also contributes to the literature.
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