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ABSTRACT 

Considering that there are hundreds of Enterprise Resource Planning (ERP) software on the market, it is of utmost 

importance that businesses choose the ERP system for which they will be most profitable. Existing business areas are 

similar in many respects, but each job has its own special qualities. If perfect harmonization is expected from a system, all 

details should be analysed from the point of view of the operator. In this study; to select the most suitable ERP software 

for businesses, ERP software from SAP is a global brand, with the LOGO of the leading software in Turkey, was intended 

to make a comparison for SMEs and big businesses. Using the Analytical Hierarchy Process (AHP) method, which is one 

of the Multi Criteria Decision Making Methods, an evaluation for the SMEs was first made in the Expert Choice program; 

followed by the same evaluation taking into account big businesses. It is analysed and the results are displayed, which is a 

better choice among the two ERP programs for SMEs and big businesses. Differences and similarities between evaluation 

criteria are presented. According to the results obtained from Expert Choice program, LOGO ERP software is the most 

suitable choice for the SMEs with 56,9% ratio in the selection of SAP and LOGO ERP Software. For big businesses, SAP 

program with 62.5% is more suitable. 

 

Keywords: ERP, SAP, LOGO, Expert Choice, AHP 
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1. INTRODUCTION 
 

Developments in information technologies and 

information systems have begun to take place in the 

forefront. Software for companies and the information 

they contain are a condition for survival in a competitive 

environment. One of the biggest developments in the field 

of information technology is Enterprise Resource 

Planning (ERP) software which is among the 

indispensable companies. 

ERP, emerging in the 1960s is system that 

production-oriented Materials Requirement Planning 

(MRP) and extension of Manufacturing Resource 

Planning (MRP II) systems to include other production 

related functions. These systems have a technologically 

augmented structure that allows all business functions to 

be integrated through a common database instead of 

independent business functions appearing in classical 

enterprises. These commercial software packages 

promise the seamless integration of all the information 

flowing through a company-financial and accounting 

information, human resource information, supply chain 

information, customer information. For managers who 

have struggled, at great expense and with great frustration, 

with incompatible information systems and inconsistent 

operating practices, the promise of an off-the-shelf 

solution to the problem of business integration is enticing 

(Davenport, 1998). 

Offering a comprehensive information management 

system for organizations, ERP’s work integrates the 

different processes of the business by eliminating 

redundant elements while allowing data sharing between 

business functions. The coordination of an organization's 

global and geographically distributed planning and audit 

activities and the integration of top-level information can 

be achieved through ERP. ERP is a system that uses the 

most sophisticated information technologies that respond 

to all of these needs (Beşkese, 2004). 

A successful ERP system benefits process 

rationalization, standardization, error reduction and cost 

reduction (Su and Yang, 2010).  In the opposite case, the 

inability to create an effective ERP system will not only 

lead to cost and time loss, in addition, ERP can lead to 

serious loss by causing damage to company cultures, 

minimizing production, introducing excessive training 

needs, and misleading customer requests. The researches 

revealed that the main reason for the emergence of these 

problems is that the enterprises regard this system as a 

technology investment and they cannot be harmonized 

with their aims, objectives, business processes, they are 

more interested in purchasing costs. Therefore, when 

ERP projects are structured, firstly the objectives and 

future goals of the business should be clearly defined, the 

general operation and business processes should be 

examined and then the ERP software should be targeted 

for the enterprise's organizational structures (Görener, 

2011). 

In addition, in the increasingly competitive and 

globalizing markets, SMEs are forced to take advantage 

of ERP systems, which enable them to live their lives, 

organize in-house processes and provide integrated 

solutions in coordination between departments. The first 

step in doing this is to ensure that the appropriate ERP 

program is selected to be compatible with the operation. 

At the same time, it is very important to select the 

appropriate ERP software because the installation of the 

ERP system is very costly, the installation and recycling 

takes a long time, and the wrong operation of the process 

leads to serious loss in the short and long term, because 

each ERP system has its own unique structure. 

In this study; to select the most suitable ERP software 

for businesses, ERP software from SAP is a global brand, 

with the LOGO of the leading software in Turkey, was 

intended to make a comparison for SMEs and big 

businesses. Using the Analytical Hierarchy Process 

(AHP) method, which is one of the Multi Criteria 

Decision Making Methods, an evaluation for the SMEs 

was first made in the Expert Choise program; followed by 

the same evaluation taking into account big businesses. It 

is analysed and the results are displayed, which is a better 

choice among the two ERP programs for SMEs and big 

businesses.  

 

2. LITERATURE REVIEW 
 

The academic study on ERP, a short history, has 

gained momentum in the last few years. In our country, 

ERP software is becoming increasingly popular 

especially in large-scale enterprises and becoming 

popular in many sectors. 

Many studies have been done in the literature about 

determining the criteria and choosing the appropriate 

software. Evaluation methods between SMEs and big 

businesses, installation process analysis and selection 

criteria have been evaluated by different authors. Wei et 

al. (2005) present a comprehensive ERP selection method 

using AHP by presenting a seven stages procedure of 

ERP system selection framework. Özbir (2006) examined 

the approaches that Turkish firms have shown in the 

selection and installation processes of ERP systems. 

Köktener (2009), has announced key decisions taken at 

the initial stage of the ERP project carried out in SMEs in 

Turkey. Köstence (2009) tried to determine the 

distinction between ERP software system selection and 

installation points, and differences between ERP 

packages and institutional preference. Özdemir (2009) 

analyzed SMEs implementing ERP systems operating in 

the manufacturing sector in Kayseri and perceived 

performance changes after ERP implementation. 

Yeşildağ (2010) conducted a survey on the selection and 

implementation of correct software for selected SMEs in 

the province of Muğla in Turkey. Turan (2011) examined 

the adaptability of ERP software to SMEs. Kılıç et al. 

(2015), applied ANP and PROMETHEE method for 

SME selection of ERP. 

In addition to these studies, ERP selection has been 

emphasized by drawing attention to different sectors. Gül 

(2010) analysed the problems encountered during the 

selection and implementation of ERP software in the 

textile sector. Tanrıverdi (2010) examined the 

implementation of ERP systems in the retail sector. 

Hidalgo et al. (2011) studied about ERP selection in 

Metal transformation sector. They used AHP as the 

decision-making approach for a firm in Spain using ERP 

success factors. Çolakoğlu (2012) investigated the stock 

management process of a company operating in the 

automotive subsidiary industry in Aksaray and using the 

SAP R/3 ERP system. Yontar (2014) has been working 

on the company that manufactures harvester spare parts 

in the agricultural machinery sector. Kasay (2016), 

studied the ERP selection for the railway sector in Turkey. 

Authors who refer to SMEs and big businesses and 
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different sectors often want to incorporate innovation into 

their literature by using different methods in their work. 

These studies have improved day by day, but ERP 

selection studies seem to use approaches based on the 

Analytical Hierarchy Process (AHP) method, which was 

developed mostly by Saaty (1980). Of them; Alanbay 

(2005) and Rouyendegh et al. (2011) reached the 

resolution using Expert Choice software for AHP. 

Başlıgil (2005), Lien and Liang (2005), Ayağ and 

Özdemir (2007) and Razmi et al. (2009), evaluated the 

application by combining the fuzzy logic theory and the 

AHP method. Büyüközkan et al. (2004), used the 

extended fuzzy AHP method. Kahraman et al. (2010), 

combines blur theory with AHP. Onut and Efendigil 

(2010) used the fuzzy AHP method under cost and quality 

constraints. Hamidi (2015) used Fuzzy AHP in order to 

select the most suitable ERP system because the chosen 

selection criteria were numerous and fuzzy. Lesani (2016) 

performed its work using the AHP and the Fuzzy Analytic 

Hierarchy Process (FAHP). Kasay (2016) conducted a 

study combining AHP and TOPSIS methods. After 

examining these studies with AHP method, it is aimed to 

solve the method applied in this study more complexly in 

Expert Choice program. At the same time, no comparison 

has been made between SMEs and large enterprises 

regarding the ERP program, emphasizing the originality 

of the article. 

 

3. SAP AND LOGO SOFTWARE 
 

SAP and LOGO ERP software are programs that are 

open to evaluation to choose between different criteria 

and different types of businesses. The SAP firm is a 

software company with world-wide recognition; LOGO 

firm is a software company with the highest revenue and 

awareness in Turkey. 

Founded in 1972, SAP (System Analyse und 

Programmentwicklung) is a global company 

headquartered in Walldorf, Germany. The legal corporate 

name is SAP SE. SAP is the market leader in enterprise 

application software. The company is also the fastest-

growing major database company. Globally, more than 

76% of all business transactions worldwide touch an SAP 

software system. With more than 345,000 customers in 

more than 180 countries, the SAP Group includes 

subsidiaries in all major countries and employs more than 

84,100 people. 

The SAP firm has carried out its first major product, 

R/1, which made instant accounting transactions in 1973. 

The SAP firm introduced R/2 for 6 years, and R/3 (R: 

Real-time data processing) ERP system in 1992 

(Farhoomand, 2007). 

With strong business partners, strong research and 

development capabilities, strong financial position, 

ability to reach different geographies and markets, big 

data, cloud computing and mobile application needs 

continue to make the SAP company strong in this market 

(Saylam et al., 2016). 

Logo Software is very advantageous with its wide, 

experienced and knowledgeable distribution network, 

simple and easy to use products and low prices according 

to international competitors. In this regard, Logo, and it 

focuses on SMEs in Turkey's market. 

Having entered the industry in 1984 by developing 

application software for personal computers, Logo is one 

of the largest software companies in Turkey. It is the 

innovative leader in the Turkish software industry with 

various solutions, services and innovations. As one of the 

fastest growing companies in the industry with more than 

800 dealers and an extensive network of distribution 

channel, more than 85,000 companies are actively using 

Logo products.  

Having invested in new business models and 

technologies throughout its 30 years of software industry 

experience, Logo has strengthened its position in the 

market with strategic acquisitions since 2010. Market 

share, which is 14.4% in 2012 as shown in Fig.1, has 

expanded both its product range and its geographical 

presence by adding Netsis to its portfolio in 2013 and 

followed by a market share of 23.3%. Logo, which 

operates with the goal of becoming a global brand, 

operates in 41 countries. 

 

4. AHP METHOD-EXPERT CHOICE 
 

The enterprise that will select ERP software should 

first decide whether an ERP solution will give positive 

results in terms of business. Deciding whether the 

implementation of the ERP system is necessary is as 

important as choosing the right system. Although there 

are no strict rules for implementing an effective electoral 

method, there are certain criteria that the business 

operator should particularly consider and some steps that 

must be taken to successfully complete the electoral 

action. At this point, selection can be concluded by 

adopting Multi Criteria Decision Making Methods. 

 

 

 
 

Fig. 1. LOGO Software market share by years 
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The Analytic Hierarchy Process (AHP) used in this 

study is one of Multi Criteria Decision Making Method 

that was originally developed by Prof. Thomas L. Saaty. 

Also, in 1983, Dr. Saaty joined Dr. Ernest Forman, a 

professor of management science at George Washington 

University, to co-found Expert Choice. 

The Analytic Hierarchy Process (AHP) is a powerful 

and flexible decision-making process to help people set 

priorities and make the best decision when both 

qualitative and quantitative aspects of a decision need to 

be considered. By reducing complex decisions to a series 

of one-on-one comparisons, then synthesizing the results, 

AHP not only helps decision makers arrive at the best 

decision, but also provides a clear rationale that it is the 

best. 

The AHP is based on three basic principles used in 

problem solving. These principles are decomposition, 

comparative judgments and synthesis of priorities 

(Başkaya and Akar, 2005). Decomposition principle 

consists of structuring the hierarchy to determine the 

basic elements of the problem. An effective way of doing 

this is by going from the upper level criterion to the lower 

level criterion connected to it. After that, go to the third 

level subcriteria and then alternatives (Saat, 2000). This 

leads to a more general and sometimes vague, more 

specific and distinctive one. 

Comparative judgments principle is used in the 

construction of a matrix to make binary comparisons of 

the relative importance of the elements of a level of the 

hierarchy in terms of common criteria at a higher level 

(Saaty, 1988). The eigenvector of this matrix gives the 

priority of the criteria (Yetim, 2004).  

Synthesis of priorities principle is to set priorities for 

the whole of the problem, or for the target at the top of the 

hierarchy, moving from the priorities derived from the 

lowest level of the hierarchy (Saaty, 1988).  

The AHP identifies the set of criteria that will affect 

multipurpose decisions in real life, and the relative 

importance of these criteria to the relative importance of 

their actions, based on the evaluations of experts. Thus, a 

quantitative performance measurement with a systematic 

approach is combined with subjective evaluations to 

obtain healthy results (Tektaş and Hortaçsu, 2003). 

The Analytical Hierarchy Process decision stages are 

generally given as follows (Saaty, 1988):  

• Defining the Decision Problem 

• Establishing Hierarchical Structure 

• Creating Binary Comparison Matrices 

• Transformation to Priorities Vectors 

• Calculation of Compliance (Consistency) Ratio 

• Sorting of Options 

The Expert Choice program, which is based on the 

AHP methodology, helps us to export through the correct 

computer without dealing with calculations. Each step 

used in the AHP method gives us convenience in the 

Expert Choice program. 

The AHP and Expert Choice software engage 

decision makers in structuring a decision into smaller 

parts, proceeding from the goal to objectives to sub-

objectives down to the alternative courses of action. 

Decision makers then make simple pairwise comparison 

judgments throughout the hierarchy to arrive at overall 

priorities for the alternatives. The decision problem may 

involve social, political, technical, and economic factors. 

 

4.1. ERP Selection Application for SMEs and Big 

Businesses 

 
The success of the information system projects in the 

enterprises is ensured by choosing the right software. A 

properly selected software will support the business 

processes of the business, and the decision maker will 

provide accurate and up-to-date information. 

The problem created in this study is to identify the 

best SAP and LOGO ERP Software for SMEs and big 

businesses. A hierarchical structure (Fig.2) was created in 

order to select the most suitable ERP software system for 

these two business groups and this hierarchical structure 

has been used for both SMEs and big businesses. With the 

same evaluation criteria, SAP and LOGO ERP Software 

were selected. 

 

 
Fig. 2. Hierarchical structure for ERP selection 

 

The hierarchy consists of the following components: 

I. Goal: SAP or LOGO  

II. 12 Criteria (Initial purchase cost, costs during 

use, suitability for company, references of the 

software company, consultancy and training 

services of software company, ease of use of 

the software, after sales support, reliability and 

technical infrastructure of software, cost and 

infrastructure requirement of software, 

software installation process, fast response 

during peak periods, answering special 

requirements)  

III. 2 Alternatives (SAP, LOGO)  

Criteria considered in the study were placed in the 

hierarchy by determining the most important and the 

common issues that constitute the basis of ERP in the 

final ERP selection of the literature review. For the 

solution, the Expert Choice program was used, following 

the steps of the AHP method. Expert Choice is a program 

developed for the AHP technique and used effectively.  
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Fig. 3. ERP criterion comparison matrix 

 

 
 

Fig. 4. Weights of criteria 

 

Criteria and alternatives are entered into the program 

to form a decision application. It allows to enter verbal 

and numerical data in comparison of criteria and 

alternatives. Once the decision structure is established 

within the program, Expert Choice calculations are made. 

In the study, 12 hierarchical matrices (Fig.3) were created 

in Expert Choice after the hierarchical structure was 

established. At this point, the opinions of 5 decision 

makers who are experts in the field of SMEs (3) and large 

enterprises (2) were consulted. The evaluation of the 

criteria was scored by taking the opinions of these experts. 

As shown in the matrix created in the Expert Choice 

program (Fig.3), some of the data are colored red and 

some are colored black. The comparison matrixes are 

constructed on the basis of the comparison of row element 

and column element. The Expert Choice program makes 

it easier to understand the data in matrixes; the row 

element is black if it has a higher weight than the column 

element; the column element is colored in red if it has a 

higher weight than the row element. 

By entering the programme matrixes and the data, the 

program calculates the weight of each criterion and the 

alternative, and the consistency ratio, which is the 

reliability of the matrix. For example, according to the 

weights of the comparison matrices of the criteria in Fig.4 

the first purchase cost criterion was 19.8% more 

important than the other criteria. The consistency rate was 

0.06. Thus, it has been found that the comparisons result 

in evaluations and the reliability of the result obtained. 

Because the consistency rate is 0.06 <0.1. 

 

 

 
 

Fig. 5. Initial purchase cost for SAP and LOGO software selection for SMEs 

 

 
 

Fig. 6. Software installation process in SAP and LOGO software selection for big business 
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After the criteria, alternatives (SAP and LOGO) are 

added at Expert Choice. Then, each matrix of alternatives 

has been constructed in terms of all sub criteria, the 

weight of each alternative is calculated. First, a matrix of 

criteria for alternatives to SAP and LOGO was created, 

taking into consideration the ERP choice for SMEs. Then 

the weights of the alternatives are calculated as a result of 

the matrixes created. Then the same operations were done 

considering ERP selection for big business. In Fig. 5, the 

initial purchase cost for SAP and LOGO software 

selection for SMEs was determined as 8.01 for LOGO. In 

the same way, LOGO's SAP weight is determined to be 

2.25 in comparison to big business. 

Again, in Fig. 6, SAP and LOGO software for large 

enterprises are evaluated in the software installation 

process criterion comparison matrix, and SAP's LOGO 

software has a weight of 3.33. When SMEs are 

considered, SAP's LOGO software has a weight of 1.45. 

Thus, two separate results emerged from the same 

evaluation criteria on two separate problems. 

In addition to these differences, references of the 

software company, consultancy and training services of 

software company, after sales support, reliability and 

technical infrastructure of software, answering special 

requirements, fast response during peak periods criteria 

have the same values in the comparison matrix. 

By entering the comparison matrices generated as a 

result of the programme evaluations and calculating the 

weight of each alternative, the final result tables given in 

Fig.7 are used to decide on ERP selection for SMEs, Fig. 

8 are used to decide on ERP selection for big business. 

 

 
 

Fig. 7. SME-Results table 

 

 
 

Fig. 8. Big businesses-Result table 

 

According to the results obtained from the Expert 

Choice program for SMEs in Fig.7 SAP and ERP 

software selection LOGO with a rate of 56.9% in the first 

rank, SAP was included in second with 43.1%. In other 

words, as a result of evaluating the criteria by comparison, 

it is concluded that the most suitable choice for SMEs is 

LOGO. 

In Fig. 8 SAP and LOGO ERP for big business SAP 

ranks first with 62.5% and LOGO second with 37.5%. 

Here again, SAP program is more suitable for big 

businesses by evaluating the same criteria. 

 

5. CONCLUSION 
 

The choice of ERP software for businesses is a 

strategic decision that requires a large number of factors 

to be taken into consideration. The most important feature 

of successful companies in ERP projects; they choose 

their solutions in accordance with their own sectors, 

institutional structures and technological systems. Errors 

in software selection will not only cause time and cost 

loss but will also result in problems in terms of effective 

and efficient use of the system. 

In this study, it is desired to make an ERP selection 

for SMEs and big businesses, taking into consideration 

the different criteria that play a role in the selection of 

ERP software. SAP and LOGO ERP Software programs 

which were compared with the 12 criterias that were 

created as a result of the literature review were evaluated. 

For the solution using the AHP method, the Expert 

Choice program was applied. 

According to the results obtained from Expert Choice 

program, LOGO ERP software is the most suitable choice 

for the SMEs with 56,9% ratio in the selection of SAP 

and LOGO ERP Software. For big businesses, SAP 

program with 62.5% is more suitable. Also, Kasay's 

(2016) study showed that the best ERP alternative for 

both Private Sector Company and state-owned company 

according to selection criteria is SAP. At another study 

Özdemir (2009), 90% of manufacturing SMEs in Kayseri 

who participated in the research went to provide ERP 

systems from domestic firms. Only the global ERP 

suppliers were able to take part in the SAP Kayseri market. 

At the same time, Uluköy and Vatansever (2013), the 

SAP with the highest ranking among the 5 software 

alternatives in the ERP selection in the big business, and 

LOGO 3rd place. 

The proposed method can enable companies to 

analyse the problem by taking into consideration the 

factors that affect ERP software selection decisions (SME 

or big businesses) and to choose the most suitable ones 

from among the alternatives. On the other hand, the easy 

and flexible use of the method makes it possible to adapt 

it to real life problems. The proposed approach can be 

applied to all software selection problems, with some 

changes specific to the firm, by providing the managers 

with a perspective on how to make software selection 

decisions. 
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ABSTRACT 

Ball burnishing process rapidly developing and applied in many applications.  The process's advantageous aspects on the 

material increase the quality of the product surface. In this study, a surface quality research was made on 6013 series of 

aluminum alloys which are used frequently in the industry. As a result of the experiments, it was seen that the ball 

burnishing process increased the surface qualities extremely. At the same time, the results obtained were mathematically 

analyzed. 
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1. INTRODUCTION 
 

Aluminum’s production availability and usage area is 

increasing day by day. The high strength stiffness to 

weight ratio and high corrosion resistance make 

aluminum popular in material selection (Miller et al., 

2000).  Aluminum is easy to shape and process according 

to other ferrous materials (Nouari et al., 2003). Even if 

the machined material is aluminum, the surfaces obtained 

after the treatment may not always be satisfactory. 

Because of this, surface finishing is required after 

machining process. Operations such as grinding, electro 

polishing, etc., provide only topographic correction on 

the surface of aluminum. During the surface finishing 

process, the ball burnishing process causes the surface 

hardness to increase due to the deformation toughness of 

the surface as well as the topography of the surface. Ball 

burnishing is easy to apply and relatively inexpensive 

(Buldum et al., 2017; Buldum et al., 2017). Once the 

appropriate parameters have been determined, it is a 

convenient method of operation in terms of processing 

time and consumable expenditure. This advantage is a 

considerable advantage for the manufacturer. There is no 

standard ball burnishing tool in the market. Its application 

is simple, and the tool is low cost product. 

In this work, the 6013 series aluminum was roughly 

machined on a lathe and an average Ra 6.00µ value 

surface roughness was obtained. This surface was 

improved by ball burnishing under different process 

parameters. The results are also modelled and optimum 

conditions were defined.  

 

2. EXPERIMENTS AND METHODS 
 

In this study, the Al 6013 alloy was used which 

dimensions are 150 mm length and 25 mm diameter as 

shown Fig. 1. Also, the chemical properties of the Al 

6013 materials used in the experiments are given in Table 

1. 

 

 
Fig. 1. The machined specimens for ball burnishing 

process 

 

Table 1. Chemical composition of the 6013 alloy as wt.%. 

 

Al Mg Si Cu Mn 

Balance 0.91 0.67 0.86 0.7 

 

Three samples were used for experiments and surface 

of the sample was divided to sections for each experiment 

 In the experiments, a universal lathe was used. The 

ball burnishing tool adopted tool post sections and a 

loadcell application was used to measure the applied force 

on specimen. The ball burnishing tool shown in Fig. 2. 

Medium cleanliness provided to prevent the chip or dust 

contact between part and tool during the operation 

(Ugurlu et al., 2017). 

 

Fig. 2 The ball burnishing equipment (Buldum and 

Cagan, 2017) 

 

The all specimens were coarse turned in lathe and 

6.0µ Ra was obtained. The groves are machined to 

separate the experimental regions. In the experiments 

three different input variables were used and 

experimental scenario designed with Taguchi L9. In this 

study, three input parameters (levels) were selected as 

force, feed rate, passes. Three levels and three levels’ 

factors were used. These factors and levels presented in 

Table 2. The Taguchi L9 experimental design also was 

given in Table 3. 

 

Table 2. Ball burnishing parameters  

 

 Levels 

Factors 1 2 3 

Force (N) 100 200 300 

Feed (mm/min) 0.05 0.1 0.2 

Number of passes 1 2 3 

 

Table 3. Experimental layout using an L9 orthogonal 

array 

 

Experiment 

Number 
Force Feed 

Number of 

Passes 

1 1 1 1 

2 1 2 2 

3 1 3 3 

4 2 1 2 

5 2 2 3 

6 2 3 1 

7 3 1 3 

8 3 2 1 

9 3 3 2 

 

The Taguchi method is generally used for to define 

the select the optimal parameters used in experiments. 

The method systematic and effective usage area. It 

provide low cost technical information for qualified 

systems  (Pavani et al. 2015; Gaitonde et al., 2016). The 

experimental design also provide to reach shortly to 

results with time and cost (Pavani et al., 2015). The 

system let the user to choose results evaluation approach 

like ‘Nominal is better’, ‘Smaller is better’ and ‘Larger is 

better’ (Pedersen et al., 2016). In this study, surface 

roughness values are getting importance when they have 

lower roughness values. So, in the options “Smaller is 
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better” was selected. Those options computed with 

following equations.  



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21
log10   (1) 

 

Where Yi is the surface roughness value, n is the 

number of tests and N is the total number of data points 

for equation (1). 

 

2.1. Experimental Tests and Analysis 
 

Surface roughness is commonly use to define the 

characterization materials. The topographical shift on 

surface the parts measured and the surface roughness 

average “Ra” was taken accordance for ISO 4287 

norm and the Ra value can be expressed by the following 

equations (Arbizu et al. 2003): 

 

( )a

0

1 1
R

L

ui lj

S
y dx S S

L L L
= = + = 

  (2) 

 

Therefore,   

 

( )a t u lR R S S= +
    (3) 

 

 

 
 

Fig. 3 Scheme of surface roughness (Aldas et al. 2014) 

 

After experiments, the surface roughness values were 

measured performed using a Mitutoyo portable roughness 

meter model Surftest SJ 201and in different points and 

arithmetic means are noted. 

 

3. RESULTS AND DISCUSSION 
 

In this experiments, different process conditions such 

as the effect of the force, feed rate and number of passes 

effects on Al6013 surface roughness were investigated. 

The obtained surface roughness values were also 

mathematically modelled and S/N ratios calculated. That 

values are presented in Table 4. 

 

Table 4. Parameters and results after burnishing process 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Experiments 

Parameters Results 

Force Feed rate 
Number of 

Passes 
Ra (µm) S/N Ra (µm) 

1 100 0.05 1 0.2615 11.6506 

2 100 0.1 2 0.1830 14.7510 

3 100 0.2 3 0.7680 2.2928 

4 200 0.05 2 0.3960 8.0461 

5 200 0.1 3 0.8900 1.0122 

6 200 0.2 1 1.4070 -2.9659 

7 300 0.05 3 0.5330 5.4655 

8 300 0.1 1 1.3450 -2.5744 

9 300 0.2 2 1.1050 -0.8672 
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Fig. 4 S/N ratios effects on surface roughness value  

 
In S/N ratios shows the effects of the input 

parameters. In Fig. 5, a section shows the force inputs and 

that trend of the plots show lowering tendency similarly 

with B section which is feed rate. On the other hand, C 

section Number of Passes exhibit irregular behaviors. The 

high points in S/N graphs show the optimum values 

considering the others. In this regards, A1, B1 and C2 

parameters can be chosen optimum values.  

The relative of the importance parameters can be 

defined by ANOVA technique. In this study ANOVA 

modelling was conducted and the results are presented as 

pie graphs in Fig. 5. As seen in the graphs Force input 

values is the most effective parameters between others 

with 43%. However, feed rate has also significant values 

with the 37% ratio. Number of passes values show the 

lower impact values considering feed rate and force input 

values. Error rate is 5% and that proves the reliability of 

the study.  

 
 

Fig. 5 Contribution of the input parameters on surface 

roughness 

Table 5. The analysis of analysis of variance for surface 

roughness  

 
Source DF Adj SS Adj MS F-Value P-Value 

  A 2 137.64 68.818 9.11 0.099 

  B 2 119.26 59.629 7.89 0.112 

  C 2 47.83 23.917 3.17 0.240 

Error 2 15.11 7.555 
      

Total 8 319.84    
      

 

In ANOVA modelling the R² is found as 95.28%. The 

high score of the high R² make reliable the equation for 

this modelling. The mathematical regression equation 

presented in Table 6 with coefficients.  

 

Table 6. Coefficients of the regression equation  
 

Term Coef SE Coef T-Value P-Value VIF 

Constant 4.090 0.916 4.46 0.047 
 

A 
     

1 5.47 1.30 4.23 0.052 1.33 

2 -2.06 1.30 -1.59 0.253 1.33 

B 
     

1 4.30 1.30 3.32 0.080 1.33 

2 0.31 1.30 0.24 0.835 1.33 

C 
     

1 -2.05 1.30 -1.58 0.254 1.33 

2 3.22 1.30 2.48 0.131 1.33 

 

5. CONCLUSION 
 

In this study, the effect of the force, feed and number 

of passes were investigated on surface roughness. The 

results are given below: 

• The optimum parameter combination for the 
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lowest surface roughness was calculated using an analysis 

of the signal-to-noise ratio. The parameters for optimum 

surface roughness are obtained as A1B1C2. 

• According to the results of ANOVA, force and 

feed the most effective parameters on the surface 

roughness with a contribution ratio of 43% and 37%, 

respectively. Also, it is observed that number of passes 

15% play roles in minimizing the surface roughness. 

• While as force and feed ratio increasing the 

surface roughness decreasing. However, that is not 

validated for number of passes. 
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ABSTRACT 

The inimitable features of multivariable, instability, non-minimum phase and non-linearity has established an inverted 

pendulum system as benchmark to investigate and test new emerging control schemes. In this paper, the objectives are to 

explicitly model the system dynamics of an inverted pendulum and implement different control algorithms that will stabilize 

the pendulum in the upright vertical position by controlling the input force applied to the cart in the horizontal position. 

The mathematical model is derived based on the energy property of Lagrange approach and the control algorithms are 

expanded on the derived mathematical model in MATLAB-SIMULINK environment. Hence, we proposed four different 

controls algorithms proportional-integral-derivative controller (PID), pole placement feedback controller (PPFC), linear 

quadratic regulator controller (LQR) and linear quadratic regulator with estimator (LQR+Estimator) for the control of the 

linearized inverted pendulum system. The study compares the proposed control algorithms in terms of system response and 

performance.  

 

Keywords: Mathematical modeling, Control algorithms, Inverted pendulum, Euler-Lagrange, Simulink 
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1. INTRODUCTION 
 

Inverted Pendulum system (IPS) is a classic example 

of practical model to demonstrate system dynamics and 

control theory due to its unique features such as 

multivariable, instability, non-minimum phase and , non-

minimum phase and non-linearity. (IRFAN et al., 2013; 

Ilyas et al., 2017; Krishna et al., 2016; Kumar et al., 

2013,). IPS is gaining tremendous attention among the 

researchers and scholars as a result of its dynamics 

dominant features that emulates many factual systems in 

the field of control systems. Also, these dynamics 

characteristics of inverted pendulum has been established 

as a baseline to investigate and test new emerging control 

algorithms. Inverted Pendulum are widely used in 

balance control of robot manipulator, model flight of 

rockets and missiles, Segway, unicycle, stabilization of 

satellite fighting and earthquake resistant of building  

(Guo and Unversity, n.d.; Kafetzis et al., 2017; 

Siradjuddin et al., 2017). Recently, IPS are on increasing 

demand for flying drone especially for balance control of 

a quadcopter. Inherently, inverted pendulum systems are 

underactuated mechanical system with complex 

dynamics which are nonlinear. Instinctively, inverted 

pendulum possess two equilibrium states i.e. stable state 

and unstable state (Eizadiyan & Naseriyan, 2015). 

However, stabilization of the inverted pendulum in an 

unstable state is a fundamental problem for engineers and 

scientists.  So, several control algorithms have been 

proposed, implemented and adopted over the past few 

decades and the quest for new development of inverted 

pendulum control still continues. Adam and Matlab 

software based simulation of inverted pendulum is 

proposed in İlgen et al. (2016), a model reference 

adaptive controller in Krishna et al. (2016), Fuzzy control 

and Genetic Algorithms in Dastranj et al.( 2012), PID and 

LQR in  Eizadiyan and Naseriyan, (2015); Jose et 

al.(2015), fuzzy controller in  Sangfeel et al.( 2015),state 

feedback control in Nithya and Vivekanandan,(2014), 

linear quadratic regulator control, LQR in Chandan et 

al.(2012), performance comparison model of optimal 

linear model and Jacobian linearization is proposed in 

Ababneh et al., 2011, Lagrangian differential 

transformation approach is proposed in Agarana and 

Ajayi, (2017), fuzzy and adaptive neuro-fuzzy inference 

system (ANFIS) in Goswami,(2013),fractional order PID 

controller in Mishra and Chandra, (2014), Neural network 

and PID controller in Lee et al.(2009). In the work of 

Přemysl, Strakoš, Jiří, (2017), a mathematical model of  

linear inverted pendulum in both state space and transfer 

function model are derived and  pole placement feedback 

method and a full state observer are implemented. The 

simulation results justify the superiority of state observer 

over pole-placement approach. Prayitno et al.(2017), 

presented a linearized model of an inverted pendulum 

with three control algorithms, PID, LQR and MPC to 

stimulate the dynamics of the IPS.  

In the research work, the model was analyzed for 

cases with disturbance and without disturbance and 

initially controlled with PID controller and later the 

combined action of PID and LQR, MPC were 

implemented to compare performances. Hence, it was 

concluded in the study that the combined action of PID 

and LQR show better performance over PID alone. Singh 

and Ph (2015) presented a robust controller to augment 

the inverted pendulum performance. In their study, a 

novel H-infinity fuzzy PID controller was proposed and 

the performance was compared with the conventional 

PID controller. Simulation results revealed that the new 

scheme has the affinity to enhance the robustness, 

transient and steady performance than the PID controller.  

The use of output feedback controller for inverted 

pendulum stabilization is addressed in Lee et al.( 2015) 

while pole-placement PI-state feedback controller is 

designed to stabilize the inverted pendulum cart system 

in Bettayeb et al. (2014) . Chen et al.( 2018) proposed a 

novel control algorithm to address the repeatability 

associated with the inverted pendulum when driven by a 

rotary motion and transmission system. However, Prado 

et al (2017)  analytically and numerically examined the 

stability of the inverted pendulum based on parametric 

excitation and large random frequencies. Wang (2011 

employed PID controller to address stabilization and 

tracking problem of three type inverted pendulum and the 

same problems was addressed via combined action of PD 

controller and fuzzy PD controllers for a rotational 

inverted pendulum in Oltean (2014).  

In this paper the main objectives are to explicitly 

model the system dynamics of an inverted pendulum and 

implement different control algorithms that will stabilize 

the pendulum in the upright vertical position by 

controlling the input force applied to the cart in the 

horizontal position. 

 

 

Nomenclatures 

 

m1, m2 Mass of the cart and the pendulum respectively 

k Spring stiffness coefficients of the cart 

b  Friction of the cart 

L Lagrange’s function 

T Kinetic energy 

V Potential energy 

D Rayleigh’s dissipative function 

x Cart position coordinate 

θ Pendulum angle from vertical 

Qi Generalized forces 

𝒈 Center of gravity 

 

Abbreviations 

IPS Degree of freedom 

PID Proportional Integral Derivative Controller 

LQR Linear Quadratic Regulator 

PPFC Pole-Placement Feedback Controller 

  

 

2. MATHEMATICAL MODELING OF IPS  
 

We derived the dynamics equation of the inverted 

pendulum using a set of non-linear, second-order, 

ordinary differential equations and to simulate the 

dynamics accurately the Lagrangian and Euler-Lagrange 

was adopted. The motivation for chosen Euler’s Lagrange 

approach over Newton approach is a result of its 

simplicity, robustness and energy based property. The 

mathematical model is formulated based on the energy 

property of Lagrange method and the control algorithms 

are expounded on the derived mathematical model. 

However, the Lagrange’s equation does not account for 

dissipative force in the mechanical system, hence, 
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Rayleigh’s dissipation function is integrated into 

Lagrange’s equation to form augmented Lagrange’s 

equation. In order to describe the physical motion of the 

inverted pendulum system, we choose the cart position 

and pendulum angle as the generalized coordinates.  The 

inverted pendulum shown in fig.1 consists of a cart of 

mass m1 and position x, acted upon by a parallel spring-

damper configuration with spring stiffness coefficient k 

and viscous damping coefficient b and the cart suspended 

a pendulum consisting of a uniform rod of length l, and 

mass m2, pivoting about point A. The force U (t) acts on 

mass of the cart in the direction of x.  Subsequently, we 

derive the differential equations that describes the 

dynamics of the inverted pendulum using augmented 

Lagrange’s equation in this form: 
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The Lagrange function L is defined as the difference of 

the system’s kinetic and potential energy. So, kinetic 

energy of the IPS as a function of cart and pendulum 

position and velocity is expressed as: 
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Where, 






 .

,M  is the nxn inverted pendulum mass 

matrix and the subscript I denote 1 and 2. Hence, the total 

kinetic energy of the IPS is the sum of the cart and the 

pendulum kinetic energies (T1 and T2). 
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Fig. 1. Inverted Pendulum System (IPS) 

 
To evaluate T1 and T2, we need to write the position 

equations for m1 and m2 at point A and subsequently 

differentiate the respective position to obtain the 

corresponding velocity and using inner product to obtain 

the square of the velocity for the cart and pendulum 

respectively. 
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Let define the velocity as: 
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Similarly, v2
2 is computed in the same view   
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Substituting v1
2 and v2

2 in equation (3), we obtain the 
kinetic energy of the inverted pendulum as follows: 
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So that the total kinetic energy of the inverted pendulum 
is obtained from equation (12) and (13) and presented as 
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Reference to the cart level of the IPS (considered as a 
zero potential), the potential energy of the system is the 
sum of the potential energies of the cart and pendulum. 
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The Rayleigh’s dissipative function account for 

damping force in the cart and it is expressed as: 
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Generalized forces: 

 

( ) 0; 21 ==  tU  

 

The Lagrange formulation defines the behaviour of a 

dynamic systems in terms of  work and energy stored in 

the system (Urrea & Pascal, 2017). The augmented 

Lagrange function L is denoted as: 
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We evaluate the following partial derivatives based on 

equation (16) and (18) and using chain rule as: 
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For the generalized coordinate x, the Lagrange’s 

equation is: 
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Substituting the partial derivatives of Eq. (19), (20), 

(21), (25) into Eq. (27) leads to: 

 

( ) ( ) ( )

( )tukxxb

lmlmxmm

=+

+−++

.

..

2

..

2

..

21 sincos 
   

 

Similarly, for the generalized co-ordinate   , the 

Lagrange‘s equation is: 
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Substituting the partial derivatives of Eq. (22), (23), (24), 

(26) into Eq. (29) leads to:  
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Equation (28) and (29) describe the IPS equations of 

motion. For simplicity, these equations can be written in 

terms of inertial matrix, centrifugal force, Coriolis force 

vector and gravity force in compact matrix form using the 

generalized coordinate as a column vector . Thus, (28)-

(29) can be equivalently written as 
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Where the matrices ( ) ( ) GCM ,,,
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The moment of inertia I   has be proven to equal 
12

2

2 lm
 

in (Bogdanov, 2004). Apparently, the IPS is strongly 

nonlinear as a result of the states that exist as product of 

trigonometric function, however, this function make the 

system complex in dynamics and challenging to control. 

Observe now that the inertial matrix ( )M  is 

symmetric and nonsingular for every  , since it 

determinant is always positive for all  . So the 

determinant is  
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To reduce the complexity and to simulate the dynamics 

accurately, the IPS is linearized around the (upright) 

equilibrium point such that the system is within the 

neighborhood of the linear system. This is hold for small 

deviations in the linear region such that the system state 
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Under these approximations equation (28) and (29) 

become 
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2.1. State Space Representation of the Model 
 

A state space representation is a time domain 

approach of modeling complex dynamics of single input 

multiple output and multiple input multiple output 

systems. However, complex system with many degree-

of-freedom and description of such systems with 

differential equations are often demanding and 

exhausting. So, state space representation of the system 

replaces the higher-order differential equations with a 

first-order matrix differential equations to reduce the 

system complexity in compact matrix form. Hence, the 

state and output equations are given in (Norman S, 2011) 

as: 
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Where, x, y, u, A, B, C, D are the state vector, output 

vector, input vector, system matrix, input matrix, output 

matrix and feedback matrix respectively. Let define the 

column vector as the state variables 
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Hence, equation (33) and (34) can be written in state 

space representation form as   
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Equivalently, equation (37) is presented in terms of A, B, 

C and D matrices of equation (35) as  
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3. CONTROL ALGORITHMS FOR IPS 
 

Four different control algorithms are implemented on 

the IPS to effectively control and compare of the model 

dynamics performances after linearization around 

equilibrium point. This includes the proportional-

integral-derivative controller (PID), Pole –placement 

approach, Linear Quadratic regulator (LQR) and LQR 

with Estimator. Since the last three controllers are 

designed via state space analysis, the model 

controllability and observability are the key control 

requirements for arbitrarily closed loop poles placement 

and state measurements respectively. However, the 

stability criteria ensures that all eigenvalues of IPS state 

matrix have a negative real part. 

 

3.1 PID Controllers for IPS 
 

PID controller is widely used in control and 

mechatronics applications because of its robustness, 

simplicity in control configuration and suitability for 

linear system. Hence, Two PID controllers are 

implemented to control the system such that when the cart 

reaches a desired position, the inverted pendulum 

stabilizes in the upright position. The PID controller 

algorithm combines the P-action, I-action and D-action to 

adjust the model error. The time domain description of 

the PID controller is given as: 
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Where u (t) is the control signal, the error signal e (t) is 

defined as e (t) =r (t)-y (t), and r (t) is the reference input 

signal. Fig.1 shows the PID controller Simulation model 

of an IPS and the parameters value are presented in Table 

1. 

 
 

Fig. 2. Simulink implementation of PID controller 

for IPS 

 

Table 1. parameter of the IPS 

 

Parameter of the IPS Value Unit 

Mass of the cart          m1 0.5 kg 

Mass of the pendulum 

m2 

0.2 kg 

Friction of the cart      b 0.1 Ns/m 

Spring coefficient of the 

cart                            k 

 

0.4 

 

N/m 

Length to pendulum 

center of mass                        

l 

0.3 m 

Inertial of the pendulum  

I        

 

0.006 kg-m2 

External force applied to 

the cart                       u 

Cart position coordinate   

  

x 

Pendulum angle from 

vertical                        θ   

 

 

 

 

 

 

 

Centre of gravity          g 9.8 m/s2 

 

3.2. Pole-Placement Feedback controller (PPFC) 

for IPS 
 

The dynamics behaviour of the IPS is determined by 

its closed loop poles position and it is desirable to ensure 

that the system is fully controllable such that the rank of 

(39) 
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the controllability matrix 

 BABAABAQ n

c

12 ... −=
 is non-zero. 

Hence, closed loop poles can then be arbitrarily assigned 

through a static state feedback to the pre-specified 

position. The control signal u is chosen such that 

kxru −=  and the closed loop state space model can 

be written as 

            

( ) CxyBrxBkABuAxx =+−=+= ,)
.

                                    
 

This method depends on the performance criteria such as 

settling time, steady state error, peak time, maximum 

overshoot etc. In this design, we want to ensure that the 

system fulfill less than 5s settling time and overshoot of 

theta less than 20%. Invariably, the desired characteristic 

equation of the IPS is formulated from the performance 

criteria and compared with the IPS closed-loop system’s 

characteristic equation using Ackerman’s approach. The 

dominant close-loop poles of 
02 22 =++ nnss 

is evaluated from the complex domain specification using 

the following formulas 

                  

( )
( )

nnd

n

sT
OSIn

OSIn






=−=


+

−
=

,1

4
,

100
%

100
%

2

22

         
( )41

         
 

The resulting values from equation (41) are  

7,7,89.9,707.0 ==== dn rad 
 

 

So, that the complex dominant poles, dj −  is 

approximated as 77 j− . The matrices A and B after 

substituting the parameters value in Table1 turn out to be  

 



















=



















−−

−−
=

5455.4

0

8182.1

0

,

01818.314545.08182.1

1000

06727.21818.07273.0

0010

BA

       
( )42

                            
                                            













+−

−−

−

=

i

i
Poles

7543.09721.0

7543.00721.0

5521.5

5897.5

               
( )43

                             
 

However, the eigenvalues of A which is the dynamics of 

the system as depicted in equation (43) are not stable 

since one of the four poles lies on the right hand side of 

the s-plane. However, the rank of the controllability 

matrix confirmed that the system is controllable because 

the determinant is a non-zero.  So, the pole placement 

approach is computed using a MATLAB function acker 

() which taken the matrices A, B and poles P as an 

argument. Where (A, B) is the state space model, P is a 

vector containing the desired pole positions.  

 

3.3. Linear Quadratic Regulator Controller 

(LQR) for IPS 
 

It is a known fact that all the desired requirement 

cannot be satisfied as result of the various tradeoffs that 

must be made and limitations of the design techniques, 

hence, optimization based technique that requires some 

measures of performance index to minimize a cost 

function is incorporated. We define a cost function 

depending on the position and the input and minimize it 

with respect to these parameters, so as to minimize the 

performance index 

                                          

( )dtRuuQxxJ TT




+=
0                              

( )44
                    

 

Where Q and R, are weight matrices for each parameter 

and the relative weighting chosen for Q and R determine 

the relative importance of error reduction and control 

energy saving. Hence, the controller K, that minimize the 

cost function J is based on finding the positive definite 

solution of algebraic Riccati equation (ARE) 

 

                                         

01 =+−+ − QPBPBRPAPA TT

                             
 

Such that ( ) ( )tPxBRkxtu T1−−=−=  is optimal 

for any initial x (0) state. The weighting matrices Q and 

R are chosen as  

                                                        

1,

0000

000

0000

000

=



















= R
y

x

Q

                              
( )46

 
 

 

The matrix Q is selected as indicated in Eq. (46) such that 

the controller can be easily tuned by changing the non-

zero x and y elements in the Q matrix of the m-file 

function to enhance desirable response. Also, x and y 

have been used to describe the relative weight of the 

tracking error in the cart's position and pendulum's angle 

versus the control effort. 

 

3.4. Linear Quadratic Regulator control with 

Estimator for IPS 
 

To improve the performance of the IPS, the LQR and the 

state estimator are combined. The full-order estimator 

estimates all the state that are not measured. Before we 

design our estimator, we will first verify that our system 

is observable. The property of observability determines 

whether or not based on the measured outputs of the 

system we can estimate the state of the system. For the 

system to be completely state observable, the 

observability matrix 



















=

−1

.:

n

o

CA

CA

C

Q
 must have rank n 

where n is the number of state variables of the system. In 

(40) 

(45) 
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this case, the system is observable since observability 

matrix has a maximum of 4. Hence, an m-file function is 

generated in MATLAB for simulation and the results are 

discussed extensively.   

 

4. RESULTS AND DISCUSSION 
 

The mathematic dynamics equations of the linearized 

model is programmed in m-file function of MATLAB and 

the simulations are run for all the control algorithms. For 

the PID controller a simulator is built in SIMULINK and 

the performance of all the control schemes are compared. 

The control of the inverted pendulum angle is 

implemented with four different control algorithms 

namely; 

1. Two PID controllers 

2. Pole placement feedback controller 

3. Linear Quadratic Regulator, LQR and  

4. Combination of LQR with Estimator. 

 

Fig 3, 4, 5 and 6 show the graphical step response of 

the cart’s position and the pendulum angle’s for all the 

four control algorithms. In Fig 6 and 7 the cart position 

and pendulum angle for all the four control schemes are 

superimposed to facilitate easy performance comparison. 

In this figure, the responses for the both cart’s position 

and pendulum angles of PID, PPFC, LQR and LQR 

+Estimator are in cyan, red, blue and magnate 

respectively. In fig 9 and 10, the cart’s position and 

pendulum angle’s step response for all control algorithms 

are presented for system performance evaluation. Table 2 

shows the summary of the performance of the pendulum 

angle. 

 

Table 2. Pendulum angle simulation results for all control 

algorithms 

 
Time 

response 

specification 

PI

D 

PPF

C 

LQ

R 

LQR+Estimat

or 

Settling Time 

(Ts) 

1.5

s 

1.58

s 

1.5s 1.48s 

Max.Oversho

ot (%) 

10 16 10 9.98 

Steady State 

error 

0 0 0 0 

 

It is evident from the Table 2 that the combined action 

of LQR and Estimator has a settling time of 1.48sec and 

overshoot of 9.89% which compensate for fast response 

and stabilize the pendulum angle with minimum 

overshoot when compared to other algorithms. However, 

the PID controller and LQR show similar time response 

characteristics but their overshoot is a lit bit higher when 

compared with combined action of LQR and Estimator. It 

can also be deduced that the pole placement feedback 

controller shows a worst system response. According to 

the fig 9, it can be deduced that the LQR and Estimator 

controller exhibit better response and performance. It can 

be concluded that the combined action of LQR and 

Estimator is capable of minimizing the error since all the 

state are available for measurement so as to stabilize the 

inverted pendulum in the upright position via selecting a 

weight matrices Q and R that we save control energy and 

ensure a fair tradeoff between the performance and 

control effort. 

 

 
Fig. 3. Step response of PID controller 

 

 
Fig. 4. Step response of PPFC controller 

 

 
Fig. 5. Step response of LQR controller 
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Fig. 6. Step response of LQR + Estimator controller 

 

 
Fig. 9. Step Response for superimposed control 

algorithms on cart position 

 

 
Fig. 10. Step Response for superimposed control 

algorithms on pendulum angle 

 
Fig. 7. Step response of cart's position for the control 

algorithms 

 

 
Fig. 8. Step response of pendulum angle's for all the 

control algorithms 

 

5. CONCLUSION 
 

The dynamic model and control algorithms designed 
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of an inverted pendulum has been successfully 

formulated and implemented in this paper. The IPS 

dynamic model was anatomized based on Lagrangian and 

Euler-Lagrange approach and to simulate the dynamics 

accurately, the inverted pendulum system is linearized 

around the upright point such that the system is within the 

neighborhood of the linear region. Hence, four different 

control algorithms are implemented with 

MATLAB/Simulink environment on the linearized model 

to investigate the performance characteristics of the IPS.  

By relating the responses of all the control algorithms 

of the Table 2, it is found that there is a tradeoff between 

the response and overshoot of PID as the gain increases 

or decreases and this significantly influence the PID 

controller performance. Although, the performance of the 

of pole-placement feedback controller is higher than other 

control algorithms as a result of arbitrarily pole location 

of the poles that require turning for optimal performance 

at the expense of performance.  The response of LQR and 

LQR+Estimator are similar but it is obvious that LQR 

+Estimator controllers is a little improved compared to 

the LQR as it contains an estimator that estimate all the 

state that are not measured, which in turn contributes to 

error minimization.    Among all the proposed control 

algorithms, the combined action of LQR+ estimator 

control scheme gives a better response and performance. 

This relative performance investigation for this baseline 

system substantiates that the proposed LQR+Estimator 

approach is simple, effective and robust for controlling 

linearized model of dynamic system. 
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ABSTRACT 

In this study, titanium carbide nanoparticles (TiC) were coated on the surface of X40CrMoV51 (H13) hot work tool steel 

by laser coating method. Two stage laser cladding method was employed for coating processes. In the first stage, TiC 

powders were mixed in the phonelic resin and precoated at 50 µm thickness on the surface of steel substrate under vacuum. 

In the second stage, laser was directed to the surface and then hard coating layers were obtained on the steel surfaces. A 

CO2 laser with 2000 W power was operated at continuous-wave mode in the experiments. All laser cladding processes 

were performed under N2 atmosphere and various laser powers were selected to show the effect of laser power on the 

quality of coated steel surfaces. The morphology and phase structures were examined by scanning electron microscopy, X-

ray spectroscopy and optic microscope, respectively. The hardness of coating layers and bonding strength was defined with 

micro hardness tests and scratch test. The thickness of the coatings layers were measured in the range of 15-130 µm 

depending on laser powers. It is seen that crack-free, smooth and homogenous coating layers can be obtained at 237 W 

laser power. According to the hardness and micro-scratch tests results, hardness was improved significantly, and all coating 

layers had a good metallurgical strength to the substrate. 
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1. INTRODUCTION 
 

With improvements in manufacturing technologies, 

the usage of tool steels has been increasing in recent years 

(Barra et al., 2003; Dosbaeva et al., 2015; Ozkul et al., 

2017). Especially, H13 tool steel, which is widely used in 

plastic injection molding, casting, forging and extrusion 

etc., attracts significant attention due to its high elevated 

temperature strength, ductility, good annealing resistance 

and cost (Wei et al., 2011) Despite the fact that, H13 hot 

work tool steels are mostly used as structural material and 

intensively used in machine manufacturing, it is not 

preferred in the applications requiring high wear 

resistance due to its low wear properties.  Particularly, 

under continuous mechanical and thermal loads, severe 

wears occur in tool steels (Medvedava et al., 2009; Luong 

et al., 1981) and these situations limits the usage of these 

materials (Bailey et al., 2017; Telesang et al., 2014; 

Mangour et al., 2016). Therefore, in some cases to 

eliminate these problems whole part or relevant part of 

the workpieces are coated by various coating methods 

(Reza et al., 2048; King et al., 2004; Recco et al., 2007). 

As it is known, while coatings improve the surface 

properties, it might also affect adversely the properties of 

the materials such as toughness, hardness etc. so that 

coating methods should be selected correctly according to 

substrate and coating materials. Recently, coating studies 

with nanoparticles showed that tribological and physical 

properties of materials can be improved significantly with 

usage of nanomaterials (Li et al., 2006; Lehman et al., 

2012). Various methods are used for the coating of 

nanoparticles. Laser cladding method is one of the 

important method among them and it is intensively 

preferred in recent years. By using the superior features 

of laser beam, hard, homogenous, crackfree and 

nonporous layers with high wear and corrosion resistance 

can be obtained on the metal surfaces. A lot of coating 

studies with different laser sources can be seen in the 

literature. Most of these studies are conducted with CO2 

and Nd:YAG lasers but it is also seen that usage of fiber 

and diode laser are increased over time (Campanelli et al., 

2017; Yan et al., 2017; Eerfanmanesh et al., 2017; Weng 

et al., 2017; Zhang et al., 2017; Riverio et al.,  2014; 

Adraider et al., 2012). All these studies specified that 

bonding between pre-cladding process and substrate 

before the cladding as well as selected laser parameters 

such as laser power, laser scanning speed, feed rate, 

diameter of laser spot, shielding gas and its pressure, play 

a fundamental role on quality of the cladding (Chew et 

al., 2017; Cheng et al., 2017; Weng et al., 2017; Shi et 

al., 2018; Emamian et al., 2011).  

In this study, TiC nanoparticles were pre-coated on 

the surface of H13 hot work tool steel under vacuum 

without any additive material and then laser clad at 

different laser powers by using 2 kW CO2 laser while 

other parameters were kept constant. Coatings 

microstructures and bond strength to substrate were 

investigated.  

 

2. EXPERIMENTAL METHOD 
 

In laser cladding experiments, as coating material TiC 

nanoparticles with 10 nm crystallite size was used while 

commercial H13 tool steel was used as substrate. The 

steel substrate was prepared in the size of 100 (length) X 

15 (width) X 1.5 (thickness) mm. The chemical 

composition of the substrate is given in Table 1 (Simsek, 

2010). 

 

Table 1. Chemical composition of DIN 1.2344 

X40CrMoV51 (H13) tool steel 
 

 
 

Before the coating, the steel surfaces were 

sandblasted and cleaned with acetone-ethanol for 

purification from oil, rust and similar undesired 

contaminants. Phenolic resin was used in order to bond 

the nanoparticle to substrate. 5 wt% TiC nanoparticles 

were mixed with vinyl-phenolic resin (Araldit 71) and 

pre-coated at 50 µm thickness to metal surfaces carefully. 

In order to have a strong bond to metal surface, samples 

were dried in 20 mbar vacuum at 200 ˚C for 4 hours 

(Yilbas et al., 2013). Prepared samples were exposed to 

the cladding process under N2 atmosphere with 2 kW CO2 

laser (Amada, LC-2415 α III) at continuous-wave mode. 

Fig. 1 shows the schematic view of laser experiments 

setup. 

 

 
 

Fig. 1. The schematic view of laser experiments setups 

 

Laser coating parameters are given in Table 2. The 

laser beam profile was Gaussian type. The laser beam 

focused on the layers was 300 μm in diameter and the 

nominal focal length of the lens was held at 127 μm. The 

overlapping ratio of the laser spot during the scanning 

was 80%, which formed continuous melting throughout 

the laser coating process. In the laser cladding 

experiments, laser energy density were changed while 

other parameters were kept constant. Table 2 shows the 

parameters selected during the cladding processes. These 

parameters were optimized after performing a series of 

experiments that provided the crack and cavity-free and 

non-porous coating layers. In the processing of materials, 

the following (Eq. 1) describes the energy density of a 

laser beam (also known as beam exposure). At 

sufficiently high energy densities, lasers can be used to 

cut through sheet metals, weld materials together, sinter 

powders together to form solids.  Although, the energy 

density is an important indicator of energy input, there 

seems to be a strong correlation between energy density 

and some basic properties of laser coated parts such as 

porosity, microstructure and phase ratio at the surface 
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during coating. 

 

      Eρ = P / (H.V)                                                            (1) 

 

where, 

Eρ = laser energy intensity (J.cm-2) for single layer 

deposition  

P = laser power (W) 

H = Hatch space (μm) calculated as per [Overlap = (Spot 

size – Hatch space) / Spot size] 

V = scan velocity (cm.s-1)   

 

Table 2. Laser cladding conditions 
 

 
 

Phase structures of nanoparticles were analysed by 

using X-Ray diffraction spectrophotometer (XRD, 

Rigaku, D/MAX-2200) with Cu–Kα radiation generated 

at 40 kV, 30 mA, in a range of 2θ from 20 to 80o, at 8o/min 

scanning rate. Scherrer’s formula was used to calculate 

the crystallite size (Equation 2). In Equation 2, 𝝉 

represents the crystallite size, K is a constant taken 

depending on the crystal shape (0.89), λ is the x-ray 

wavelength (1.54Å), β is the full width at half maximum 

(FWHM) of the peak and θ is the Bragg angle. The 

FWHM and the position of (100) peak in the XRD pattern 

of TiC phase were used for crystallite size calculations. 

International Center for Diffraction Data (ICDD) powder 

diffraction files were used in the identification of 

crystalline phases. 

 

         𝜏 =
𝐾 .  𝜆

𝐵 .  𝐶𝑜𝑠 𝜃
                         (2) 

 

Coated layers microstructures were characterized via 

optical microscope (Leica M205 C) and scanning electron 

microscope (FEI Quanta 200F). Laser coated specimens 

were cut by using a precise abrasive disc and polished by 

abrasives. For the microstructure examinations; the 

specimens were etched in a 5 % nital solution for 10 

seconds. Micro hardness was measured by using a 

hardness tester (CSM instrument) under 200 mN load for 

10 seconds with Berkovich B-K32 diamond tip. The 

measurements were repeated five times carefully in the 

similar area and the mean values were taken. The bond 

strengths were examined by scratch tester (CSM 

Instruments MST). In the scratch test; the load was 

applied in such a way that it would increase from 0.5 N to 

20 N at 3 mm distance with a 100 µm diameter Rockwell 

diamond tool. Scratched surfaces were also examined by 

optical microscope (Simsek, 2010). 

 

3. RESULTS AND DISCUSSION 
 

The XRD pattern and SEM images of coating 

materials are given in Fig. 2. It is noticed that powders are 

consisted of cubic titanium carbide (ICDD Card No: 2-

1179, cubic system, space group Fm-3m) (Sivkov et al., 

2016). There were also some WC impurities because of 

worn of milling vial and balls used during synthesis 

procedures. It is seen that particles are mostly in irregular 

shape and morphology and crystallite sizes of the 

nanoparticles were calculated as approximately 10 nm by 

Scherrer’s equation (Simsek, 2010). 

 

 

 
 

Fig. 2. a) XRD pattern and b) SEM images of the coating 

materials (Simsek, 2010). 

 

Laser power was chosen in the range of 13-237 W in 

the experiments for the purpose of preventing any 

possibility of evaporation during the laser surface 

treatment. It seen that power below and above this values 

also caused the intensive crack and pores on the coated 

layers. The pictures of laser coating during process, 

precoated and laser treated surfaces are given in Fig. 3a-

c, respectively. 

 

 
Fig. 3. a) Laser coating process b) Precoated samples c) 

Laser coated samples 
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Fig. 4. SEM images of the laser coated layers a) 13 W laser power b) 73 W laser power 

 

 
 
Fig. 5. SEM images of the laser coated layers at 237 W laser power 

 

When the cross-section images in Fig. 4 were 

examined, it was seen that a thinner cladding layer was 

obtained at low laser power compared to high laser power 

(Fig. 5) since surface of base material was less molten. 

Cracks and cavities were observed on the surfaces of the 

samples cladded at 13-73 W laser power when compared 

to the cladding layers obtained at other high powers due 

to the thermal shocks caused by heat input and immediate 

cooling (Fig. 5). In the experiments with low laser power, 

there was no diffusion between the material surface and 

the coating material. It is also seen that the TiC 

nanoparticles were not dispersed homogeneously and 

agglomerated. 

Thickness in the sample cladded at 13 W was 

determined as approximately 15 µm while thickness was 

not regular at the 73 W laser coated layers. At higher laser 

powers, transition amount of cladding material increased 

due to excess of melt amount occurring on the substrate 

surface. Thus, the thickness of the cladding layer was 

higher compared to the cladding layers obtained at lower 

powers (Fig. 5). Cracks and cavities occurring after rapid 

cooling decreased since there was a sufficient wetting 

between the ceramic phase and the substrate. It is also 

observed that the nearly similar problems were occurred 

with experiments conducted at 160 W laser power. 

However, no fractures and cavities were seen at layers 

obtained at 237 W laser power. This was attributed to the 

self-annealing effect of the layers formed by laser 

scanning tracks. Each scanned tracks modified the heat 

conduction and cooling rates in the coating area to be 

more thermally conductive. Furthermore, it was specified 

that cladding thickness was within the range of 110-130 

µm depending on the increase in the laser power. Cross-

sections examinations showed that coating layers with 

good metallurgical bond to the substrate can be obtained 

on the surfaces without any porosity and cracks (Fig. 5). 

Heat affected zone thickness was measured about 30 µm 

and gradually increased from cladding layer to the 

substrate. The results showed that the laser power was a 

very effective factor on the cladding quality (Simsek, 

2010).  

Comparative variation of the average hardness is 

given in Fig. 6. The measurements were repeated five 

times carefully in the similar areas and the mean values 

were taken into account. It was found that the hardness of 

substrate which was measured about 480 HV, increased 

up to approximately 1200 HV on the coated surface. In 

the experiments performed at low laser powers, the 

diffusion was very low and the substrate was melted less. 

Furthermore, due to the problems such as intensive cracks 

and pores, the hardness values were not taken properly so 

that the coated layers obtained at 237 W laser power were 

used in the microhardness and scratch tests. In literature, 

similar hardness values were also reported in Ignat et al 

studies. They specified that hardness of low carbon steel 

surface was increased from 200 HV to 1200 HV after 

cladding processes (Ignat et al., 2003). In another study 

conducted by Jiang et al with TiC/H13 powder mixtures, 

they reported that after laser coating processes hardness 

of the AISI 4140 steel was increased from 200-250 HV to 

860 HV (Jiang et al., 2007).
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Fig. 6. Optic images and microhardness graphs of coated layers at 237 W (Simsek, 2010). 

 

Normally, smooth surfaces are required for scratch 

tests otherwise the results can be deceived. Due to the 

nature of the laser coating process, the roughness of the 

surfaces after laser processing is not as smooth as the 

surfaces of the PVD or CVD coating. Scratch test results 

such as acoustic emission and penetration depth values, 

depending on the scratch distance were given in Fig. 7.  

Surface images of coated layers were also examined by 

optical microscope.  It can be seen from acoustic emission 

graphs that critical load was 8.30 N at the 1.20 mm 

distance and scratch trace and surrounding small-sized 

fractures can be seen in the optic microscope images of 

the samples coated with 237 W laser power (Fig. 7a). 

Second critic load was observed around 12.20 N (Fig. 7b). 

Then continuous cracks were observed at 14.15 and 

continued up to 16.10 N load (Fig. 7c, d).  Furthermore, 

it was seen that the penetration depth of the scratcher 

showed a regular increasing trend in the all coated layers. 

 
 

 
 

Fig. 7. Acoustic emission, penetration depth and optical microscope (X120) images of the coated layers under progressive 

load of 0.5-20 N  
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4. CONCLUSIONS 
 

It is seen that TiC nanoparticles can be successfully 

coated to surface of H13 hot work tool steel under 

optimum conditions and careful precoating process. 

When the microstructures of the resulting coatings were 

examined, it is found that the laser power is very 

important factor on the coating quality. In the 

experiments with low laser power, there was no diffusion 

between the material surface and the coating materials.  It 

is found that intensive cracks and pores were observed in 

the coatings and nanoparticles did not disperse 

homogeneously on the surfaces and get agglomerated. 

However, the most successful coatings were obtained at a 

thickness of approximately 130 μm at the surface of the 

H13 tool steel with the laser power of 237 W under N2 

atmosphere. The hardness was improved nearly 3 times 

when compared to substrate. It was also determined that 

hard and wear-resistant phases on the surface increased 

the resistance of the cladding layer against scratching. 
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ABSTRACT 

The main objective of the study is to quantify main changes in urban area of Akdeniz district of Mersin province using 

Pan sharpen SPOT 5 MS (with 3 bands) satellite images. In this study, land cover and land use maps of 2006 and, 2014 

are produced using Maximum Likelihood supervised classification technique to detect the growth of urban area in the 

selected area. Preprocessing methods, including geometric and radiometric correction were performed. From to changes 

method was applied to determine the land cover/land use transformation in the region. An accuracy assessment was 

conducted using overall accuracy and Kappa statistics. Results show that maps obtained from images for 2006, and 2014 

had an overall accuracy of 82.96%, and 84.00%, and a Kappa coefficient of 0.80, and 0.82, respectively. The results 

showed that between the selected years the district faced a huge transformation from agricultural fields and bare lands to 

artificial surfaces. Change detection between 2006 and 2014 shows that most of the agricultural fields (6295,1 ha) have 

been increased; moreover, artificial surfaces and green houses have also increased. The largest decrease has occurred for 

bare lands area of which approximately 3942,5 ha. According to the results, artificial surfaces was increased by 189 ha 

from 2006 to 2014 in Akdeniz District of Mersin.  
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1. INTRODUCTION AND AIM OF THE 

STUDY 
 

Acquired Earth Observation data (EO) by remote 

sensing satellites has greatly provided a temporal broad 

view of earth surface and remote sensing has improved 

an important tool to monitor and manage land surfaces. 

Compared to field-based studies, remote-sensing 

technology has many advantages for quantitatively 

measuring and forecasting land-cover changes due to 

practical data acquisition, effective cost, and application 

of spatiotemporal data. Change detection is the process 

of identifying differences in the state of an object or 

phenomenon by observing it at different times (Coppin 

et al., 2004). Accurate and reliable change detection of 

land-use/land-cover (LULC) has an important role in 

order to determine and control local, regional, and global 

urban sprawl and development around city (Lu et al., 

2004, Bektas and Goksel, 2005; Bozkaya et al., 2014; 

Bozkaya et al., 2015).  Management and monitoring of 

land use features within a time plan is significant for 

local and regional authorities. Besides, it is highly 

essential for maintaining life quality of both urban and 

rural environment and their habitants, and utilizing the 

existing sources effectively. 

Remote sensing allows for determination of land 

use/land cover statistically and visually based on time 

and location in a fast and economical way (Banister et 

al., 1997; Goksel, 2016; Hellawell, 1991; Jat et al., 

2008). A commonly used approach for image analysis is 

digital image classification. The purpose of image 

classification is to label the pixels in the image with 

meaningful information from the real world to produce 

thematic maps. Subsequently, these thematic maps used 

to apply change detection. Several studies have stated 

the crucial necessity to obtain consistent, accurate, and 

up-to-date spatial information on land cover and the 

scale of its change for the Earth’s resources (Weng, 

2002; Dogru et al., 2006; Serra et al., 2008; Yagoub and  

Bizreh, 2014)  

Traditionally, various pixel-based techniques usually 

were used to create LULC classifications (Bozkaya et al., 

2015, Bektas Balcik & Karakacan Kuzucu, 2016). The 

pixel-based techniques include either a supervised or 

unsupervised classification or a combination of these 

(Bektaş Balçık, 2010). In this study, conventional 

Maximum likelihood supervised classification method 

conducted to determine main LULC categories in 

selected district using 3 bands of SPOT 5 MS data.   

There are two fundamental methods for temporal 

change detection established on remotely sensed data; 

pre-classification and post classification techniques. 

Though numerous algorithms of pre-classification 

techniques for instance image rationing, principle 

components analysis or vegetation indices are applied to 

define the change or no change maps, post classification 

techniques compare the classification results of different 

dated satellite data to produce “from–to” map to map 

change information (Fung and Siu, 2000; Jensen, 2004). 

In this study, change detection of land cover and 

land use classes were investigated and evaluated for 

Akdeniz District of Mersin province, Turkey. Selected 

region has developed rapidly over the last three decades 

due to emerging industries, urbanization, and tourism. 

Maximum likelihood of supervised classification was 

used to extract land use/cover information from the 

remotely sensed data. The main objectives of this 

research were: (1) to derive land cover and land use 

categories of Akdeniz district of Mersin for the years of 

2006 and 2014. (2) to apply post processing from-to 

change detection method to explore the LULC 

transformations and the impacts on surrounded 

environment in the selected districts that produce; (3) to 

experience and discuss the potential of 3 bands pan-

sharpened SPOT 5 MS data in a heterogeneous study 

area using conventional supervised classification method 

and error matrix. The research outcomes showed the 

transformations and changes in LULC categories of the 

selected region that has a huge economical and strategic 

importance in Mediterranean region of Turkey. 

 

2. STUDY AREA AND DATA  
 

Based on the National Strategies on Regional 

Growth, Mersin is defined as a potential metropolitan 

city which can be alternative for Istanbul, Ankara and 

Izmir in Turkey. Based on EU’s regional growth 

systematics NUTS (The Nomenclature of territorial units 

for statistics), Turkey is divided into three levels, twelve 

regions, twenty-six sub-regions and eighty-one cities. 

Mersin is classified as TR62 (Mediterranean 

region/Adana-Mersin sub-region). Mersin, region, sub-

region and country location and administrative structure 

within the transportation network was evaluated in terms 

of Turkey's is one of the important city.  

Mersin province lies between 36-37° northern 

latitudes and 33-35° east longitudes. This plain city is 

located in the mid-south region of Anatolian Peninsula 

and has a coastal line in Mediterranean Sea and 

surrounded with Toros mountains. Together with its 13 

counties and 304 districts, Mersin is the second biggest 

city in Cukurova region with a surface area of 16.245 

km². The city of Mersin, which is one of the populated 

urban centers located in the eastern Mediterranean 

region of Turkey (Alphan and Celik, 2016). This region 

has developed rapidly over the last three decades due to 

industries, urbanization, and tourism. Mersin 

International Port, which is one of the largest ports of 

Turkey, lies to the east of the city. Geographic locations 

of the port and the industries have led the city of Mersin 

to grow on the west coast since the early 1980s.  

The selected region, Akdeniz district, has a 

significant role in Mersin in terms of economic and 

cultural aspects, with its 1.783 km² surface area, and 

total population of 276000. Akdeniz District is located 

in the eastern part of Mersin, Turkey (Fig. 1). The region 

has Mersin International Port, which is one of the largest 

ports of Turkey. Subsequently, this part of the city is 

mostly occupied by industrial and/or commercial units 

that are associated with the port. The district is an area 

that experienced a fast increase of urban population in 

the recent decades in Mersin (Report, 2016). Rapid 

urbanization and industrialization have important effect 

on natural resources, agricultural fields and urban 

environment (Alphan, 2013; Alphan and Sonmez, 2015; 

Burak et al., 2004). The remote sensing technique using 

satellite imagery has been recognized as an effective and 

powerful tool in monitoring and detecting land use and 

land cover changes. 

 

http://link.springer.com/search?facet-creator=%22M.+M.+Yagoub%22
http://link.springer.com/search?facet-creator=%22Abdallah+Ahmad+Al+Bizreh%22
http://link.springer.com/search?facet-creator=%22Abdallah+Ahmad+Al+Bizreh%22
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Fig. 1. Study Area 

 

For change detection of land use/land cover, two 

pan-sharpened SPOT5-MS images, dated 2006 and 2014, 

were used. The SPOT5-MS images included 3 bands 

and the spatial resolution of the images was 5m. In 

addition, 1/25000 scaled standard topographic maps and 

1/5000 scaled digital orthophotos were used with these 

satellite images for rectification and ground truth. 

 

3. METHODOLOGY 
 

In this study, SPOT 5 multispectral data processed 

using conventional methods and supervised 

classification. Figure 2 shows the flowchart of the 

detailed application steps of the study used to derive 

from to changes in Akdeniz district, of Mersin Province.  

 

 
 

Fig. 2. Flowchart of the study 

 

3.1. Image Preprocessing  

 
In change detection studies, it is inevitable for 

obtaining accurate results that satellite images should 

have the same coordinate and projection system 

(Richards and Jia, 2006). First, geometric correction was 

applied to eliminate systematic and nonsystematic errors 

for the dataset consists of more than one frame having 

different acquisition dates. The SPOT5 images with 5m 

spatial resolution were processed as ortho (Level 3A) 

level. The images that are processed in this level are 

produced by using The Shuttle Radar Topography 

Mission Digital Terrain Elevation Data 1 (SRTM- 

DTED1) and satellite orbit parameters and have ±30 m 

positional accuracy. Then, topographic normalization 

process was carried out. In ortho-imagery production 

stage, the ortho-photos belonging to the study area were 

utilized by means of “map to image” method. 2D 

geometric correction with 1st degree polynomial 

transformation was applied in order to increase the 

positional accuracy of images for accurate change 

detection analysis. On one hand, geometric correction 

for 2014 dated SPOT5 MS image was executed with 148 

homogenously distributed ground control points. On the 

other hand, 120 ground control points were used for the 

geometric correction for 2006 dated SPOT5 MS image. 

In this context, nearest neighborhood method was 

chosen for resampling due to its ease of computation and 

capability of avoiding data loss. Root means square 

errors (RMSE) were calculated as 7.72 m and 4.98 m for 

2006 and 2014 dated images, respectively. The 

rectification process applied for whole Mersin area and 

the RMSE values were calculated at acceptable accuracy 

to produce 1/50 000 scaled Environmental Master Plan 

of Mersin. 

In the second stage, histogram equalization as a 

radiometric correction technique was applied. As a third 

step, mosaicking was executed, and then the images that 

will be classified were prepared based on corresponding 

province and county borders. As a last step, Maximum 

Likelihood supervised classification algorithm was 

applied to determine land cover and land use changes of 

the Akdeniz region in Mersin. 

 

3.2. Classification of Satellite Images 
 

Classification of a remotely sensed imagery is a 

process of transforming digital data obtained by satellite 

images having different spectral resolution to images 

illustrating land use/land cover. The main goal of 

classification is to cluster pixels having similar 

reflectance and assign them to corresponding attribute 

class in real world (Elachi and van Zyl 2006).  

In this study, Maximum Likelihood which is one of 

the pixel-based supervised classification techniques was 

applied.  In this method, training sites are identified by 

the analyst (Liu and Mason 2009; Mather 2004). An 

extensive field survey within the study was conducted 

for determination of ground truth. Photos of study area 

were taken at 60 seconds period, with a high resolution 

camera mounted with 120° on the front window of the 

survey vehicle. In addition to photographs, GPS 

coordinates of ground control points were recorded 

simultaneously. By this way, location information was 

acquired related to land use/land cover features that 

lacks of information. Therefore, 1/5000 scaled ortho-

photos were used for ground truth. For classification 

process, 200 training sites were identified. The land 

use/land cover classes are defined based on Corine Level 

1. Figure 3 illustrates the classification results for 2006 

and 2014, respectively and Table 1 shows the area of 

each LULC categories for 2006 and 2014. 
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Fig. 3. Akdeniz district LU/LC classification results A) 2006, B) 2014 

 

 

Table 1. Area of land cover types for 2006 and 2014 

 

Classes 
Area (ha) 

(2006) 

Area (ha) 

(2014) 

Water surfaces 66.17 126.38 

Forest 573.55 243.53 

Sparsely vegetated area 6710.13 4206.95 

Agricultural fields 10472.10 16767.20 

Bare lands 7296.07 3353.54 

Artificial surfaces 2954.72 3144.03 

Green houses 2376.27 2607.42 

 

The significant limitations of the classification can 

be listed as contrasting differences caused by seasonal 

changes and cloud coverages in the images, mixing 

greenhouses and bright surfaces (such as quarry and 

industrial regions, or the type of soil and rock), mixing 

water features and forests due to SPOT5 imagery 

consisting of 3 bands. Pixel based traditional supervised 

classification algorithms are based on spectral 

information of each pixel of an image and don’t take 

into account the problem of mixed pixels. If a pixel of 

remote sensing images contains several land cover types, 

such pixels are known as mixed-pixels (Zhu, 1995). 

Heterogeneous landscapes of Akdeniz district and 

selected classification algorithm are the main reasons for 

mixed pixel problem and the average accuracy 

assessment results.  

 

 

 

3.3. Accuracy Assessment 
 

Accuracy assessment of classification is essential to 

assure the quality of thematic maps produced using 

remote sensing data. Additionally, accuracy assessment 

is very important for understanding the detected change 

results and employing these results for land 

management, urban land planning and decision making 

(Foody, 2002). To evaluate the error ratio in the 

classified image data, in other words, to determine the 

consistency of the classified image and the ground truth, 

accuracy is assessed by comparing the training sites 

selected in the classified image with the ground truth 

(Congalton, 1991; Sertel and Akay, 2015). Aerial 

photos, maps, plans, GPS data and the photos acquired 

during field survey are used as a reference (ground 

truth). For assessing accuracy, creating error matrix and 

computing kappa coefficient (κ) regarding to this matrix 

is the most widely used method. Kappa statistic (κ) 

values are between 0 and 1 and 0.8-1 interval indicates 

the ideal classification results (Cohen, 1960). 

Within the study, the accuracy of the classification 

results was assessed by comparing classified images 

with the GPS data, the photos acquired during field 

survey and higher resolution satellite images. In this 

context, 270 points were selected as field collected 

training sites. Table 2 shows the accuracy assessment 

results for 2006 and 2014 dated classified images.  
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Table 2. Accuracy assessment results 

 

SPOT 5 

MS 

image 

Number of 

control 

points 

Overall 

Accuracy 

Kappa 

Statistics (κ) 

2006 270 % 82.96 0.80 

2014 270 % 84.00 0.82 

 

3.4. Change Analysis 
 

The changes in land use/land cover are regarded as 

driving forces of transformation and modification of 

earth surface (Turner, 1990). These changes are 

performed by the decisions of authorities within the 

social, economic, cultural, political, environmental and 

ecological procedures (Aspinall and Hill, 2008). To 

determine the changes accurately, firstly; geometric, 

atmospheric, and radiometric correction should be 

carried out and secondly; the images should be classified 

with high classification accuracy.  

For this study, “from-to” analysis for two classified 

images (2006 and 2014 dated) was employed and the 

analysis results indicating the differences between two 

images were presented in detail in Table 3. The change 

statistics below gives an explanation on the question of 

where land use/land cover changes are occurring (Table 

3). The results include sparsely vegetated areas, 

agricultural fields, bare lands and greenhouses. 

 

Table 3. From-To change detection results 

 

Classes (ha) 2006 

From 

Artificial Surfaces Area (ha) 2014 

To 

Bare Lands Area (ha) (2014) 

To 

Sparsely vegetated area 321.40 640.98 

Agricultural fields 593.16 947.207 

Bare lands 730.99 - 

Green houses 481.723 67.06 

Total unchanged area 12541.77  

 

4. RESULTS 
 

This study has explored the potential of pan-

sharpened satellite-remote sensing and geospatial 

technologies in producing land use/land cover maps and 

statistical analysis of the selected study area. This 

research, with the aim to determine the urban 

development and its effects on Akdeniz district of 

Mersin province, shows changing land use/land cover 

dynamics in an objective way by utilizing different dated 

two SPOT5 MS images with a series of processing 

procedures and field surveys. Although SPOT 5 pan-

sharpened images have high spatial resolution, 3 bands 

have disadvantages to produce land use/cover maps and 

statistics because of mixed pixels and similar spectral 

characteristics of targets in heterogeneous 

Mediterranean landscape.  

General pattern and trajectories of land use and land 

cover in the Akdeniz district were evaluated through the 

years, 2006 and 2014. Land use/land cover maps were 

produced with an overall accuracy of over 82.00% by 

using Maximum Likelihood supervised classification 

method. The magnitude of change was calculated and 

“from–to” change information derived from classified 

images. The results of change trends in classification 

showed that the dominancy of artificial surfaces tends to 

increase at the coastal part of the district in a short 

period of time (i.e., from 2006 to 2014). 

Especially, in the inland areas that includes sparsely 

vegetated areas and forest a huge transformation were 

occurred from sparsely vegetated areas to artificial 

surfaces and bare lands. Therefore, from-to changes 

results indicated that total unchanged area is 12541.7 ha 

in the study area. The highest transformation was seen 

from bare lands to artificial surfaces in the region. 

Therefore, the agricultural fields were changed to 

artificial surfaces and bare lands.  

 

 

Regarding to the temporal change detection results 

for Akdeniz district which has geographic and strategic 

importance, following remarks can be expressed: 

- Built-up areas were increased, especially in 

the coastal line (residential tourism areas) 

- Rich agricultural areas were transformed into 

bare land or residential areas.  

- In bare lands around Mersin International Port, 

the built-up areas belonging to logistics 

industry were increased. 

- Based on the general change detection results, 

green houses were increased in the district. 

Akdeniz is crucial not only for industry or service 

sector, but also for agriculture and undercover 

greenhouse activities. Agriculture, industry and service 

sector are actually the fundamental components of 

sustainable development for both Akdeniz district and 

whole Mersin. 

These results and analyses can be used as a base 

study for sustainable environmental management of 

heterogonous Mediterranean region of Turkey. In this 

context, monitoring using remote sensing technology 

has a huge importance to keep sustainable management 

under control. 
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ABSTRACT 

Internet of Things (IoT) is a new and advanced network technology that incorporates inter-object communication and 

sensor technology that connects almost every controllable electronic device to be used in daily life with a different Internet 

Protocol (IP) address in a network environment. In a such large-scale network, data transmission, process monitoring, data 

processing and network traffic are also required to be addressed. Today's Internet architecture uses the TCP / IP protocol 

stack for communication and is insufficient to meet the needs of the large-scale IoT network. Therefore, it will be a big 

advantage to reduce the data traffic in an IoT network where large amounts of data will be generated. In this study, a new 

method for reducing the data traffic in a designed IoT network is proposed and the data traffic on the network is reduced 

by preventing the transfer of useless / repetitive data in the network environment. A four layered (sensing layer, 

internet/network layer, transport layer and application layer) IoT architecture has been proposed by Çavdar and Öztürk in 

2018. In the sensing layer, it is aimed to prevent unnecessary and repeated data from being transferred in the network 

environment by analyzing and eliminating the data. In addition, preventing the transmission of unnecessary and repetitive 

data to the network environment will bring many advantages such as storage, data traffic speed and storage cost. 

 

Keywords: Internet of Things, Big Data, Sensor Technology, Data Transmission 

 

 

 

 

 

 

 

 

 

 



Turkish Journal of Engineering (TUJE) 

Vol. 3, Issue 1, pp. 39-42, January 2019 

 

 

40 

 

1. INTRODUCTION 
 

The Internet has begun to be used to share limited 

data packets in the 1980s, and there has been an increase 

in the number of devices connected to the internet 

Quentin Stafford-Fraser, Paul Jardetzky and their 

colleagues connected a camera to the coffee machine 

shown in Figure 1 to observe the amount of coffee in the 

coffee machine in the unit named Trojan Room in 

Cambridge University and transfer it to a common 

network, pulling the pictures of the coffee machine at 

certain time intervals, e.g. a snapshot every 30 seconds. 

This developed system is regarded as the Internet 

application of the first objects (Stafford-Fraser, 2001). 

 

 
 

Fig. 1. Trojan Room coffee machine 

 

In later years, an idea was born that each object could 

be numbered with a different IP number and actively used 

in the internet environment. Followingly, a toaster 

machine was invented by John Romkey in early 1990s, 

which can be opened and closed over the internet 

(Romkey, 2017). IoT, which has taken its place in 

everyday life as a practical application on a very small 

scale, was conceptually used in 1999 by Kevin Ashton in 

a presentation for a company. 

Along with the developing technological 

infrastructure, a large number of different objects that can 

be connected to smart devices, mobile phones and 

internet environment have been produced and continues 

to be produced. In IoT, the concept of an object is defined 

as any device that can be connected to the internet and 

send / receive data (Çavdar and Öztürk, 2018). 

Companies such as Intel, IBM, and Cisco, which have a 

large share of information technology in the marketplace, 

are also continuing to develop various products under IoT 

(Bozdoğan, 2015). Innovation and progress in the field of 

information and communication technologies, which 

have become a part of our developing and everyday life, 

keeps up evolving, especially in the last thirty years. 

As the use of the Internet began to spread, the sharing 

of information was accelerated, and the technical 

progresses have taken a long way. Electricity, which is 

regarded as the greatest invention of the 19th century, 

nowadays has left its place to the internet and information 

technologies. Especially, in the past quarter century we 

have made great progress in science through the 

developments in the information technologies. In other 

word, the world has taken its path in science and 

technology for centuries in the past quarter century 

(Öztürk et al., 2017). In the years when information 

technology and the internet are actively used, 

development rate differs by one to seven when compared 

to the years when information technology is not available. 

More developments are observed than in the seven years 

that they have never been used in information technology 

and the active use of the internet (Stafford-Fraser, 2001). 

There are many definitions in the literature for IoT. 

For example; A. Al-Fuqaha and others have preferred the 

following definition for IoT: The physical objects of IoT 

are the systems that control or organize viewing, 

perception, thinking, decision-making, data sharing and 

communication with each other (Al-Fuqaha et al., 2015). 

The International Communication Union (ITU)'s 

definition as follow "Any time any object / device can be 

connected to any technology." (ITU, 2012). Çavdar and 

Oztürk have formulated in a different manner; "It is the 

whole of the global systems that allow objects (smart 

mobile devices, televisions, cars, etc.) to be addressed and 

used anytime and anywhere." (Çavdar and Öztürk, 2018). 

 

2. SUGGESTED METHOD 
 

As in all disciplines, a specific road map is created at 

first step for any project and depending on this road map 

the work is started. This is similar in Information 

Technologies (IT). In the IT era, the structure (that can be 

considered as a road map) and a set of rules constitute the 

reference model. For this reason, when an application or 

a project is developed in IOT, with a reference 

architectural model the system efficiency will be 

increased and total cost will be reduced. 

With the increasing number of things connected to the 

IoT network, the protocols and architectures that are used 

today are inadequate and will have difficulties for future 

needs. There are tens of proposed architectural models 

existing in the literature due to the lack of a well-defined 

architectural model. In order to solve this problem, a new 

four-layered (sensing, internet/network, transport and 

application layers) architectural model has been proposed 

by Çavdar and Öztürk, which addressed as a reference 

architectural model for IoT. It has been thought that it 

could be useful to select and eliminate the repetitive / 

useless data in the sensing layer of this proposed model. 

In the data analysis phase, the detection and the 

elimination of the redundant data reduce the storage costs. 

It will also be a good step in terms of minimizing the 

transaction complexity. 

In Figure 2, the 4-layered IoT architectural model 

proposed by Çavdar and Öztürk in 2018 (Çavdar and 

Öztürk, 2018), unlike the architectural models in the 

literature, the data evaluation phase is performed at the 

detection layer, which can be characterized as physical 

layer. The transmission of this data in the network 

environment only for emergency cases will help both in 

processing large data and avoiding data garbage. The data 

collected from the sensors should be analyzed to prevent 

the data from being continuously sent to the network 

environment if there is no abnormal situation. Thus, data 

transmission rate can be reduced, the rules defined by the 

users can be accommodated and the further data 

transmission can also take place in emergency cases. In 

addition, if a request is made directly by the client or by 

the application layer for remote control and inspection, 

the decision sublayer sends the required data to the upper 

layer and does not require a separate emergency signal to 

be transmitted in the network environment. 
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Fig. 2. 4 layered IoT architectural model proposed by 

Çavdar and Öztürk. (Çavdar and Öztürk, 2018) 

 

In Fig. 3, the flow chart of the data detection, 

evaluation and routing stages of the decision sublayer are 

shown. The data coming from the detectors are first 

compared entirely with the help of the rules defined for 

the decision sublayer. 

The mentioned rules are contained in a modem and 

central unit are reachable through an interface where the 

sensors and actuators are connected. The comparisons are 

performed in this interface, through which the 

comparison result is sent to the upper layer if it is 

necessary for different objects and applications, or if the 

data is requested by the client. Otherwise, the operation is 

continued by the running connection with the agents and 

the unnecessary data is terminated. The rules in the 

decision-making layer, which is the underlying 

framework to which the sensors are attached for physical 

conditions such as heat, temperature, humidity, smoke, 

vibration, etc., bear the conditions that must be under 

daily and normal conditions. In the simulations, those 

conditions are chosen as the values closer to normal 

values. But, in real applications, meteorological data can 

be sampled in advance and compared with the perceived 

data during the day to perform more realistic evaluations.  

Thus, the system will become more useful and more 

efficient, and the delays to be experienced due to 

differences in the sensing and data transmission 

capacities of detection technologies will be partially 

overcome (Öztürk, 2018). 

 

 

 
 

Fig. 3. The internal structure and functioning of the 

decision sublayer 

 

In the decision sublayer, at the time of unit data 

transmission the number of data packets (network traffic 

in an IoT network) can be mathematically formulated as 

follows in case of a normal network condition: 

 

Total Number Of Packages = ∑
[(𝑺+𝑵)∗𝑷]

𝑻
       (1) 

 

In a network where the proposed model is used, the 

number of packets at the time of data transmission in unit 

time; 

 

Total Number Of Packages = ∑
[((𝑺−𝑮)+𝑵)∗𝑷]

𝑻
       (2) 

 

S: Number of sensors 

N: Number of complex things (PCs, Phones, etc.) 

P: Average number of incoming packets 

T: Time  

G: Data forwarded to actuator without being 

transmitted to the network environment.  

 

As given in the equations (1) and (2), the increase in 

the number of sensors leads to an increase in unnecessary 

data in the network environment. With the help of the 

proposed method, this data can be eliminated, and the 

network environment can be used more efficiently. It is 

more probable that data traffic will diminish considerably 

when a large number of sensors is considered. Also, 

mathematically expressed, The decision sublayer and the 

defined functionalities for large scale IoT networks 

including large data sets associated with the detection 

phase and the evaluation process of the traditional and 

innovative techniques hosted by IoT increase the 

efficiency of the system. (Öztürk, 2018). 

 
 

Fig. 4. Comparison of the network data densities in the 

normal and proposed method. 
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In accordance with the simulations conducted in 

Matlab environment, Fig. 4 shows the data density of the 

network, in which a normal network architecture and the 

proposed architecture are used. Accordingly, a significant 

reduction in the number of packets opened on the internet 

and the number of packets opened on the network and in 

the data traffic on the network was observed before the 

Internet (taken from the sensors) from the objects / 

devices and from some of the data received from the 

sensors. Here, the reduction in the number of data packets 

does not cause any packet loss. On the contrary, the data 

packets excluding the emergency signals coming from the 

sensors are routed to the actuators. 

 

 
 

Fig. 5. Observation of network data traffic. 

 

The data is transmitted to the internet environment 

after analyzing the data coming from the client and the 

detectors in the decision sublayer. The other remaining 

packets are forwarded to the agents without being 

transferred to the internet environment and the expected 

action is performed at that moment. According to the 

simulation results depicted in Fig. 5, the data traffic in the 

network decreases over time through the employment of 

the proposed method.  

 

3. CONCLUSION 
 

In this study, general information about IoT is given 

at first. Then, with respect to the detection layer of the 

previously proposed architectural model, data analysis 

and elimination of repetitive / useless data are explained 

and the results are examined. Since there are no 

simulation studies about the subject, comparison of the 

proposed method with any other technique could not be 

performed. 

Through this work a new method has been developed 

to point out the importance of the usage of proposed 

paradigm, to meet the needs of different applications, to 

provide meaningful information transfer and to make 

resources quick and easy to use, since the IoT envisages 

a world in which billions of devices connect and 

communicate with each other through wired and wireless 

networks. Also, from a technical point of view, in a 

heterogeneous system, extensibility among objects, 

scalability, functionality, reliability, privacy/security and 

interoperability are all dependent on the data traffic of the 

network. In conclusion, this study provides general 

information about IoT and proposes a new method to 

reduce data traffic by preventing redundant data 

communication and transfer of useless data to the network 

environment in multi object links. The proposed method 

is explained theoretically, the data flowchart is given , the 

developed technique is evaluated throughout various 

simulations, the results are examined and interpreted. 
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ABSTRACT 

In this study, we work on the effect of Ni doping on the crystallographic structure, morphology, and optical properties of 

ZnO nanoparticles. ZnO and Ni doped ZnO nanopowders were synthesized by sol-gel technique with different Ni 

concentration (5%, 10%, and 15%). The crystallographic structure was characterized by conventional X-ray Diffraction 

(XRD) technique. The results confirm that Ni doping does not change the single hexagonal phase existing in pure ZnO 

whereas in high Ni doping concentration (10% and 15%) causes to grow a secondary phase due to presence of NiO.  

FE-SEM, EDX, FTIR techniques are used for morphology, elemental, and chemical analyses of the samples. Optical 

properties of the samples are investigated by using UV-VIS spectrophotometer. 
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1. INTRODUCTION 
 

Recently, zinc oxide (ZnO) being a member of II-VI 

group has attracted much attention due to its potential 

applications in diverse fields (Vijayaprasath et al., 2016; 

Kittilstved et al., 2006). For instance, ZnO with a direct 

wide-band gap (in bulk form, 3.37 eV at 300 K), large 

exciton binding energy (60 meV), remarkable 

piezoelectric, electro-optic properties, and great 

chemical stability, (Bappaditya et al., 2015; Dietl, 2007; 

Pearton et al., 2005) has received eminent attention for 

its electronic and photonic applications (Yildirimcan et 

al., 2016) such as photodetectors (Kind et al., 2002), 

photodiodes (Lee et al., 2002), light emitting diodes 

(Saito et al., 2002), surface acoustic wave filters 

(Emanetoglu et al., 1999), photonic crystals (Chen et al., 

2000), optical modulator waveguides (Koch et al., 

1995), room-temperature ultraviolent (UV) lasers 

(Huang et al., 2001),  gas sensors (Mitra et al., 1998; 

Godavarti et al., 2017), and solar cells and flat panel 

displayers (Law et al., 2005; Martinson et al., 2007; 

Shoushtari et al., 2017; El-Hilo et al., 2009; Ellmer et 

al., 2008).  

It is known that the physical properties of nanosized 

materials are greatly affected by their size and shape 

(Romeiro et al., 2015). There are several methods to 

synthesize nanoparticles. Some of the methods to 

prepare ZnO nanoparticles are in following: microwave-

assisted synthesis (Schneider et al., 2010), wet chemical 

(Toloman et al., 2013), hydrothermal synthesis (Li et al., 

2001), aerosol spray analysis (Motaung et al., 2014), 

hydrolysis condensation (Cohn et al., 2012), and sol-gel 

processing (Bahnemann et al., 1987). Doping ZnO with 

transition metal (TM) such as Cr, Fe, Co, Mn, or Ni 

results in some important changes in microstructure and 

further in physical properties such as optical, electrical, 

and magnetic properties. It is expected that Ni2+ ion 

thanks to its smaller ionic radius (0.55 Å) compared to 

Zn2+ (0.60 Å) (Bappaditya et al., 2015) have a larger 

solubility in ZnO, which is mostly crystallized in 

hexagonal wurtzite structure (mainly with 110 preferred 

orientation) with tetrahedrally coordinated O2- and Zn2+ 

ions (Samanta et al., 2018). It was reported that the 

chemical stability on Ni2+ ion upon occupying Zn2+ sites, 

makes it unique and identifies it as one of the most 

efficient doping element because it enhances ZnO with 

optical and electrical properties (Fabbiyola et al., 2017; 

Raja et al., 2014).  

There are also some other studies about Ni doped 

ZnO using sol-gel method (Srinet et al., 2013; Liu et al., 

2014), low temperature hydrothermal method (Xu et al., 

2016), low temperature wet chemical method (Rana et 

al., 2016) and about shape controlled magnetic 

nanoplatelets of Ni doped ZnO (Jadhav et al., 2016). 

The crystallographic structure and morphology of Ni 

doped ZnO, and further physical properties, are affected 

by preparation technique and external conditions such as 

concentration of Ni, reaction temperature, reaction time, 

annealing temperature, pH value, starting precursors, 

solution concentration, and etc. 

In this study, ZnO nanopowders doped with 

different Ni concentration were synthesized by sol-gel 

technique using zinc nitrate hexahydrate 

(Zn(NO3)2.6H2O) and nickel nitrate hexahydrate 
(Ni(NO3)2.6H2O) at pH value of 10. The samples were 

annealed at 500°C for 2h. The crystallographic structure 

of the samples was investigated by conventional x-ray 

diffraction (XRD) technique and morphology of the 

samples was investigated by field emission-scanning 

electron microscopy (FE-SEM) along with elemental 

analysis by energy dispersive x-ray (EDX). Besides, 

Fourier transform infrared spectroscopy (FTIR) 

technique is used to analyse the chemical bonding and 

constituting elements of the samples. Further, the optical 

properties of Ni doped ZnO nanopowders were 

investigated by using UV-VIS spectrometer and the 

results were presented in detail. 

 

2. EXPERIMENTAL PROCESS 
 

ZnO and Ni doped ZnO nanopowders were prepared 

by using sol-gel technique. The zinc nitrate hexahydrate 

(Zn(NO3)2.6H2O, Acros Organics), nickel nitrate 

hexahydrate (Ni(NO3)2.6H2O, Sigma Aldrich, for Ni 

doped ZnO), polyethylene glycol (PEG300, Aldrich 

Chemistry) and ammonia (NH3, Analar Normapur) were 

used as precursors. As a first step, 2.97 g of 

Zn(NO3)2.6H2O  was dissolved in 100 mL of distilled 

water (Yildirimcan et al., 2016). As a second step, 3.36 

g PEG300 was added into the existing solution. The pH 

of the solution was adjusted to 10 by using ammonia 

(NH3). The resulting solution was mixed overnight at 

80oC using a magnetic stirrer to get a homogeneous 

solution in which precipitates were visible. Then, the 

water in the final solution was evaporated at 100oC. 

Finally, the precipitate was annealed at 500oC for 2 h.  

The similar procedure was followed in order to produce 

Ni doped ZnO nanopowders. Ni(NO3)2.6H2O was 

dissolved in distilled water at certain ratios. The 

prepared Ni solution was added into the pure ZnO 

precursor solution at stoichiometric ratios, 5%, 10% and 

15%. Also, Ni doped ZnO nanopowders were produced 

at pH=10 and annealed at 500oC for 2 h.   

The crystallographic structure of the samples were 

investigated by using x-ray diffraction (XRD) (Bruker 

D8 Advanced Series powder diffractometer) (40 kV, 40 

mA, CuKα  λ=1.5405 Å) in steps of 0.02° in the rage of 

20° ≤ 2θ ≤ 85°. Field emission-scanning electron 

microscopy (FE-SEM) (Zeiss/Supra 55 FE-SEM) was 

used in order to determine the morphology of the 

samples. The Zeiss/Supra 55 FE-SEM was equipped 

with an energy dispersive x-ray spectrometer, which was 

used to record the EDX diffractogram for elemental 

analysis. Fourier transform infrared (FTIR) spectra were 

recorded by using Perkin Elmer spectrometer with ATR 

unit in order to analyse the chemical bonding and 

constituting elements of the samples. 

 

3. RESULTS AND DISCUSSIONS  
 

Structural, elemental and morphological analyzes 

along with determination of optical properties were 

made in detail and results were presented in the 

individual parts in following. The results were compared 

with literature and discussed.  

 

3.1. Structural Analysis of the ZnO and ZnO:Ni 

Nanoparticles  
 

It is known that the possible growth mechanism of 

the nanomaterials can be described on basis of chemical 
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reactions and nucleation process (Rana et al., 2016). The 

possible chemical reactions, which are responsible for 

the growth on Ni doped ZnO nanostructure were already 

given in (Rana et al., 2016). The XRD diffraction 

patterns of the pure ZnO and Ni doped ZnO 

nanopowders synthesized by sol-gel technique are 

shown in Fig. 1(a), enlarged in Fig. 1(b), respectively.  

 

 
Fig. 1. (a) X-ray diffraction patterns for Ni doped ZnO 

nanocrystals depending on Ni concentration; (b) 

expanded view of (100), (002) and (101) peaks in all of 

the samples  

 

The sharp peaks in Fig. 1 are evidence that pure and 

Ni doped ZnO nanoparticles are well crystallized. Pure 

ZnO exhibits a hexagonal phase of wurtzite type with 

(101) preferred growth direction and it is phase pure, 

which means no extra peaks, are observed. In other word, 

all the major diffraction peaks for the sample x=0 can be 

perfectly indexed with pure ZnO (phase: hexagonal, 

lattice: primitive, JCPDS 036-1451).  Doping ZnO with 

different Ni concentration does not change the 

hexagonal phase. However, for the samples with x=0.10 

and x=0.15 a secondary phase is observed. The 

diffraction peaks occurred at 2θ=37.01° and 2θ=43.09° 

are attributed to presence of NiO (JCPDS 004-0835). 

This is in agreement with the literature (Srinet et al., 

2013) in which a secondary phase is observed for Ni 

concentration of 6%. Our sample with x=0.05 prepared 

with sol-gel technique is phase pure whereas it was 

observed in literature that the sample with x=0.05 

prepared with ball milling technique existed a secondary 

phase due to NiO/Ni (Bappaditya et al., 2015). The 

lattice parameters (a, c) of pure and Ni doped ZnO 

nanopowders were calculated using the XRD data with 

the help of Bragg Law 

 

2𝑑𝑠𝑖𝑛𝜃 = 𝑛𝜆                                        (1) 

 
(n=1; λ is the wavelength of incident X-ray used) and 

following formula, which is defined for hexagonal 

phase: 

 

1

𝑑2
=

4

3
⌊
ℎ2+ℎ𝑘+𝑘2

𝑎2
⌋ +

𝑙2

𝑐2
                       (2) 

 
where d is the distance between two different planes and 

(hkl) are the Miller indexes (Yildirimcan et al., 2016).  

The calculation of a, c and d were made with respect to 

(100), (002), (101) diffraction peaks and then average 

values were calculated and the values were given in 

Table 1.  

 

Table 1. Lattice parameters of a, c, and d of the pure 

ZnO and Ni doped ZnO 

 

Sample  a (Å) c (Å) d (Å) 

x=0 3.2235 5.2640 2.6299 

x=0.05 3.2238 5.2645 2.6302 

x=0.10 3.2228 5.2628 2.6293 

x=0.15 3.2232 5.2634 2.6296 

Note: x is mol of Ni concentration. 

 

The average crystallite sizes of pure and Ni doped ZnO 

nanopowders are calculated by applying Debye-Scherrer 

formula: 

 

𝐷ℎ𝑘𝑙 =
𝐾𝜆

𝛽cos𝜃
                                            (3) 

 

where D is the average crystallite size, β is the full width 

half maximum (FWHM) of the 2θ peak (100), K is the 

shape factor of the particles (used as 0.9), θ is the Bragg 

angle, λ is the wavelength of incident X-ray used.  

The calculated crystallite size, dislocation density, 

and strain of pure ZnO and Ni doped ZnO nanopwders 

are listed in Table 2. The FWHM (β x10-3)(rad) values 

are 3.799, 3.473, 3.850, and 4.616 for the samples with 

x=0, x=0.05, x=0.10, and x=0.15, respectively. 

 

Table 2. Crystallite size, dislocation density, strain of 

pure ZnO and Ni doped ZnO nanopowders 

 

Sample Crystallite 

size (nm) 

Dislocation 

density  

(x10-4 

lines/nm2) 

Strain 

(x10-4) 

x=0 37.93 6.950 9.135 

x=0.05 41.50 5.808 8.351 

x=0.10 37.43 7.138 9.257 

x=0.15 31.20 10.262 11.10 

Note: Calculations were made with respect to (100) peak 

of XRD. x is mol of Ni concentration. 

 

The crystallite size is increased from 37.93 nm to 

41.50 nm with 5% Ni doping into ZnO, which is also 
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confirmed by (Vignesh et al., 2014). However, for 

higher Ni doping causes a decrease in the crystallite size 

for example it is 37.43 nm for the sample with x=0.10 

and 31.20 nm for x=0.15. There is no linear correlation 

between concentration of Ni and crystallite size of the 

samples. This situation was concluded in the literature 

(Rana et al., 2016) that the reason might be dissimilar 

conditions for different doping concentration as well as a 

lot of distortions in the host ZnO lattice that turns out 

lattice relaxation or compression in the host lattice 

because of the vacancy and/or interstitial defect already 

existing in the host lattice. The sample with x=0.05 

having the highest crystallite size showing the smallest 

dislocation density and the smallest strain. 

 

3.2. Elemental Analysis of the ZnO and Ni:ZnO 

Nanoparticles 
 

The EDX diffractogram of pure ZnO and Ni doped 

ZnO are shown in Fig. 2. The diffractogram confirm the 

presence of the elements Zn, Ni, and O, and no other 

impurities in the samples. The peaks labeled as platinum 

(Pt), and palladium (Pd) are due to surface coating 

materials.  The weight and atomic ratio of the samples 

obtained by EDX are given in Table 3.  

 

Table 3. EDX elemental analysis of ZnO and Ni doped 

ZnO nanopowders 

 
Sample Element Weight (%) Atomic (%) 

x=0 Zn 67.52 50.37 

 Ni - - 

 O 14.51 44.23 

 

x=0.05 Zn 75.38 52.81 

 Ni 0.50 0.39 

 O 15.52 44.45 

 

x=0.10 Zn 62.41 43.00 

 Ni 5.00 3.84 

 O 17.38 48.95 

 

x=0.15 Zn 50.46 34.58 

 Ni 12.79 9.76 

 O 17.31 48.48 

Note: x is mol of Ni concentration. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Fig. 2. EDX diffractogram of pure ZnO and Ni doped 

ZnO. x is mol of Ni concentration. 

 

3.3. FT-IR Analysis of the ZnO and Ni:ZnO 

Nanoparticles    
 

The chemical bonding of the nanopowders can be 

analyzed by using FTIR spectroscopy. Thus, FTIR 

spectra of pure ZnO and Ni doped ZnO were recorded in 

order to study the composition and chemical structure of 

the samples in the wave number range of 400-4000 cm-1 

at room temperature. Fig. 3 shows the comparison of the 

transmittance of the samples. 
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Fig. 3. FTIR spectra of pure ZnO and Ni doped ZnO. x 

is mol of Ni concentration.  

 
The observed band at 3656 cm-1 which is quite dominant 

for the sample x=0 compared to the others is 

corresponded to stretching vibration of H2O. It was 

already mentioned that the FTIR peaks at 3500-3800 cm-

1 (both) were corresponded to stretching vibration of 

H2O (Yildirimcan et al., 2016). The observed bands at 

2982 cm-1 and 2889 cm-1 are due to the symmetric and 

asymmetric –CH2 stretching modes. The vibration bands 

between 2300 cm-1 and 2400 cm-1, which are at  

2316 cm-1 in the present study, were assigned to the CO2 

mode in air (Yildirimcan et al., 2016). The peak at 1382 

cm-1 is corresponded to the symmetric C=O stretching 

vibration modes (Samanta et al., 2018). The peak at 

1075 cm-1 is ascribed to bending vibrations of –OH 

groups and the peak at 946 cm-1 is attributed to 

symmetric stretching vibrations of NO3
-1 ions.  

 

3.4. Microstructure Analysis of ZnO and 

Ni:ZnO Nanoparticles 
 

The surface morphologies of ZnO and Ni doped ZnO 

nano particles are investigated by FE-SEM (see Fig. 4). 

It is observed that pure ZnO is composed of closely 

packed spherical nanoparticles. Once ZnO is doped with 

5% Ni, nanorods start to exist along with spherical 

nanoparticles. These nanorods are not homogenous in 

another word, the sample with x=0.05 includes nanorods 

having the length ranging from nanometer to micrometer. 

The nanorod structure becomes more like nanoneedle 

once the Ni concentration is increased upto x=0.10. 

Besides, agglomerated nanoparticles still exist in the 

sample. On the other hand, nanorods mostly disappeared 

agglomerated spherical nanoparticles becomes dominant. 

The agglomeration of Ni doped ZnO was also observed 

in the literature (Vignesh et al., 2014). 

 

 
 

Fig. 4. SEM pictures of a) pure ZnO, b) x=0.05,  

c) x=0.10, d) x=0.15, x is mol of Ni concentration 

 

3.5. Optical properties of ZnO and Ni:ZnO 

Nanoparticles 
 

Fig. 5 shows the absorbance spectra of pure and Ni-

doped ZnO nanoparticles. The sample doped 5% Ni 

shows the highest intensity. 
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Fig. 5. Absorbance spectra of pure ZnO and Ni doped 

ZnO. x is mol of Ni concentration 

 

The absorbance peaks appear in the range of  

350- 400 nm. While the absorbance peak increases as 

doping 5% Ni2+, it decreases as doping 10% and 15% 

Ni2+, respectively. The absorption peak (known as 

excitonic absorption peak) of pure ZnO and Ni doped 

ZnO (5%, 10% and 15%) nanoparticles were observed 

in the wavelength around 376 nm, 380 nm, 375 nm and 

370 nm, respectively. The absorption peak of pure ZnO 

is shifted to higher wavelength once ZnO is doped with 

5% Ni similar to (Jadhav et al., 2016). It is also 

mentioned in the literature (Guruvammal et al., 2016) 

that one reason for red shift could be the sp-d exchange 

interactions between the band electrons and the localized 

d-electrons of the Ni2+ ions. However, blue shift is 

observed for higher Ni doping concentrations (10% and 

15%). The absorption blue shift is explained by 

Burstein-Moss effect (Samanta et al., 2018; Fabbiyola et 

al., 2017; Rajakarthikeyan et al., 2017) 

 

4. CONCLUSIONS  
 

The effects of Ni doping concentration on the 

physical properties such as structural, morphological, 

and optical properties of ZnO nanoparticles prepared by 

sol-gel technique have been investigated. Because of its 

smaller ionic radius compared to Zn2+, the Ni2+ have a 

larger solubility in ZnO. However, there is a solubility 

limit: the sample with x=0.05 shows pure hexagonal 

phase whereas x=0.10 and x=0.15 show a secondary 

phase due to existing of NiO. The elemental and 

chemical analysis have been done by EDX and FTIR 

and given in parts of 3.2 and 3.3, respectively. The 

sample with x=0.05 has the highest crystallite size 

(41.50 nm) and the smallest dislocation density and 

following the smallest strain. The sample includes both 

spherical nanoparticles and nanorods ranging the length 

from nanometer to micrometer whereas pure ZnO 

includes only agglomerated spherical nanoparticles. The 

nanorods change into the form of nanoneedles which are 

deteriorated for the sample x=0.10. Nanorods or 

nanoneedles are mostly disappeared in the sample with 

x=0.15. Optical properties of the samples have been 

studied and the absorbance peaks are found to be at 376 

nm, 380 nm, 375 nm, and 370 nm for the sample with 

x=0, x=0.05, x=0.10, and x=0.15, respectively. 
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