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5 On Triple Difference Sequences of Real Numbers in Neutrosophic Normed Spaces
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Abstract
In this work, the gap between operator norm and spectral radius for the square of antidiagonal block operator

matrices in the direct sum of Banach spaces has been investigated, and also the gap between operator norm

and numerical radius for the square of same matrices in the direct sum of Hilbert spaces has been studied.
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1. Introduction

As it is known from the mathematical literature that one of the fundamental problems of the spectral theory of linear operators

is to obtain the spectrum set, numerical range set and calculate spectral and numerical radii of a given operator. In many

cases, serious theoretical and technical difficulties are encountered in finding the spectrum set and numerical range of non-

selfadjoint linear bounded operators. Note that there is one formula for the calculation of the spectral radius r(A) of the linear

bounded operator in any Banach space r(A) = lim
n→∞

‖An‖
1
n [1]. On the other hand, it is also known that r(A)≤ w(A)≤ ‖A‖ and

1
2
‖A‖ ≤ w(A)≤ ‖A‖ for A ∈ L(H).

In addition for the linear normal bounded operator A in Hilbert space we have the following relations r(A) = w(A) = ‖A‖.

It is beneficial to recall that for the spectrum set σ(A) and numerical range W (A) of any linear bounded operator A the

following spectral inclusion holds σ(A)⊂W (A) (See [1, 2] for more information).

In [3] some spectral radius inequalities for 2× 2 block operator matrix, sum, product, and commutators of two linear

bounded Hilbert space operators have been examined. In [4] some estimates for numerical and spectral radii of the Frobenius

companion matrix has been obtained.

Some upper and lower bounds for the numerical radius in Hilbert space operators have been obtained in [5].

In [6] some estimates for spectral and numerical radii have been obtained for the product, sum, commutator, anticommutator

of two Hilbert spaces operators.

In [7] several numerical radius inequalities for n×n block operator matrices in the direct sum of Hilbert spaces have been

proved. The numerical radius inequalities for n×n accretive matrices have also been given in [8].

Several new norms and numerical radius inequalities for 2×2 block operator matrices have been researched in [9].

Recently, several new A-numerical radius inequalities for many type n×n block operator matrices have been offered in [9]

in the direct sum of Hilbert spaces.

Subadditivity of the spectral radius of commutative two operators in Banach spaces has been investigated in [10]. By the
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same author the subadditivity and submultiplicativity properties of local spectral radius of bounded positive operators have

been researched in Banach spaces [11]. The same properties of local spectral radius in partially ordered Banach spaces have

been established in [12]. In Banach space ordered by a normal and generating core, several inequalities for the spectral radius

of a positive commutator of positive operators have been surveyed in [13].

The numerical range and numerical radius of some Volterra integral operator in Hilbert Lebesgue spaces at finite interval

have been considered in [14, 15].

Demuth’s open problem in 2015 had a great impact on the emergence and shaping of the subject examined in this article

(see [16]).

This paper is organized as fallows: In section 2 one important result will be contrived. The evaluations of gaps between

operator norm with spectral and numerical radii will be given in Section 3 and Section 4, respectively. And also, throughout

this paper, we will use the notations as fallows:

(·, ·)H := (·, ·), ‖ · ‖H := ‖ · ‖, (·, ·)Hm := (·, ·)m, ‖ · ‖Hm := ‖ · ‖m, 1 ≤ m ≤ n.

2. Auxiliary important result

It will be proved the following elementary result.

Theorem 2.1. For each n ∈ N and numbers a1,a2, ...,an ∈ R and b1,b2, ...,bn ∈ R

min
1≤m≤n

(am −bm)≤ max
1≤m≤n

am − max
1≤m≤n

bm ≤ max
1≤m≤n

(am −bm)

are true.

Proof. In proof, we will use by mathematical induction method.

For n = 2, it is clear that

max{a1,a2}−max{b1,b2}=
1

2
[(a1 +a2 + |a1 −a2|)− (b1 +b2 + |b1 −b2|)]

=
1

2
[((a1 −b1)+(a2 −b2))+(|a1 −a2|− |b1 −b2|)]

=
1

2
[((a1 −b1)+(a2 −b2))− (|b1 −b2|− |a1 −a2|)]

≥
1

2
[((a1 −b1)+(a2 −b2))−||b1 −b2|− |a1 −a2||]

≥
1

2
[((a1 −b1)+(a2 −b2))−|(b1 −b2)− (a1 −a2)|]

=
1

2
[((a1 −b1)+(a2 −b2))−|(a1 −b1)− (a2 −b2)|]

= min{a1 −b1,a2 −b2}.

Now assume that

max
1≤m≤n−1

am − max
1≤m≤n−1

bm ≥ min
1≤m≤n−1

(am −bm)

for any n ∈ N, n > 2. Then one can easily have that

max{a1, ...,an}−max{b1, ...,bn}= max{ max
1≤m≤n−1

am,an}−max{ max
1≤m≤n−1

bm,bn}

≥ min{ max
1≤m≤n−1

am − max
1≤m≤n−1

bm,an −bn}

≥ min{ min
1≤m≤n−1

(am −bm),an −bn}

= min
1≤m≤n

(am −bm).

From this and by mathematical induction method, for any n ∈ N

min
1≤m≤n

(am −bm)≤ max
1≤m≤n

am − max
1≤m≤n

bm
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holds. Similarly, for n = 2 by simple calculations we again have that

max{a1,a2}−max{b1,b2}=
1

2
[(a1 +a2 + |a1 −a2|)− (b1 +b2 + |b1 −b2|)]

=
1

2
[((a1 −b1)+(a2 −b2))+(|a1 −a2|− |b1 −b2|)]

=
1

2
[((a1 −b1)+(a2 −b2))− (|a1 −a2|− |b1 −b2|)]

≤
1

2
[((a1 −b1)+(a2 −b2))−||a1 −a2|− |b1 −b2||]

≤
1

2
[((a1 −b1)+(a2 −b2))−|(a1 −b1)− (a2 −b2)|]

= max{a1 −b1,a2 −b2}.

Now assume that for n ∈ N, n > 2

max
1≤m≤n−1

am − max
1≤m≤n−1

bm ≤ max
1≤m≤n−1

(am −bm).

From this assumption one can have that

max
1≤m≤n

am − max
1≤m≤n

bm = max{ max
1≤m≤n−1

am,an}−max{ max
1≤m≤n−1

bm,bn}

≤ max{ max
1≤m≤n−1

am − max
1≤m≤n−1

bm,an −bn}

≤ max{ min
1≤m≤n−1

(am −bm),an −bn}

= max
1≤m≤n

(am −bm).

Consequently, by mathematical induction method it is obtained that,

max
1≤m≤n

am − max
1≤m≤n

bm ≤ max
1≤m≤n

(am −bm)

holds for any n ∈ N. This completes the proof of theorem.

3. Gap between operator norm and spectral radius for the square of antidiagonal block
operator matrices

Remember that the traditional direct sum of Banach spaces Xm,1 ≤ m ≤ n in the sense of ℓp,1 ≤ p < ∞ and the direct sum of

linear densely defined closed operator Am in Xm,1 ≤ m ≤ n are defined as

X =

(

n
⊕

m=1

Xm

)

p

=







x = (x1, . . . ,xn) : xm ∈ Xm, 1 ≤ m ≤ n, ‖x‖p =

(

n

∑
m=1

‖xm‖
p
Xm

)1/p

<+∞







and

A =
n
⊕

m=1

Am, A : D(A)⊂ X→ X,

D(A) = {x = (x1, . . . ,xn) ∈ X : xm ∈ D(Am), 1 ≤ m ≤ n, Ax = (A1x1,A2x2, . . . ,Anxn) ∈ X} ,

respectively [17].

Definition 3.1. [16] For any operator A ∈ L(X ) in any Banach space X , gap(A) denotes as fallows

gap(A) = ‖A‖− r(A).

Theorem 3.2. For any 1 ≤ m ≤ n Xm be a Banach space and Am ∈ L(Xm), X= (
n
⊕

m=1

Xm)p and

A =









0 0 · · · 0 A1

0 0 · · · A2 0

· · · · · · · · · · · · · · ·
An 0 · · · 0 0









: X→ X.
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Then for the operator A ∈ L(X)

min
1≤m≤n

gap(AmAn−m+1)≤ gap(A2)≤ max
1≤m≤n

gap(AmAn−m+1).

Proof. It is clear that

A2 =











A1An

A2An−1 0

0
. . .

AnA1











: X→ X.

Then from this we obtain

‖A2‖= max
1≤m≤n

‖AmAn−m+1‖ [18]

and

σ(A2) =
n
⋃

m=1

σ(AmAn−m+1) [19].

In this case

r(A2) = max
1≤m≤n

r(AmAn−m+1).

Consequently by Theorem 2.1 it implies that

min
1≤m≤n

gap(AmAn−m+1) ≤ gap(A2)

= ‖A2‖− r(A2)

= max
1≤m≤n

‖AmAn−m+1‖− max
1≤m≤n

r(AmAn−m+1)

≤ max
1≤m≤n

gap(AmAn−m+1).

Corollary 3.3. It is known that by spectral mapping theorem r(A2) = r2(A) [3]. Then from the inequality

‖A2‖− r(A2)≤ ‖A‖2 − r2(A)

and last theorem it implies that

min
1≤m≤n

gap(AmAn−m+1)

‖A‖+ r(A)
≤ gap(A)

for A 6= 0. From this, additionally for A 6= 0 we have

1

2‖A‖
min

1≤m≤n
gap(AmAn−m+1)≤ gap(A).

Example 3.4. Let us

X1 = X2 = L2(0,1), X= (X1 ⊕X2)2, A1,A2 : L2(0,1)→ L2(0,1),

A1 f1 = α1V f1 = α1

t
∫

0

f1(s)ds, f1 ∈ L2(0,1), α1 > 0,

A2 f2 = α2V f2 = α2

t
∫

0

f2(s)ds, f2 ∈ L2(0,1), α2 > 0,

A : X→ X,

(

0 α1V

α2V 0

)

.
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In this case,

‖A1‖=
2α1

π
, r(A1) = 0, gap(A1) =

2α1

π
,

‖A2‖=
2α2

π
, r(A2) = 0, gap(A2) =

2α2

π

and

r(A1A2) = r(A2A1) = {0} [3].

Then by Theorem 3.2

2

π
min{α1,α2}< gap(A2)<

2

π
max{α1,α2},

where A2 =

(

α1α2V 2 0

0 α1α2V 2

)

.

4. Gap between operator norm and numerical radius for the square of antidiagonal
block operator matrices

Let us for each 1 ≤ m ≤ n < ∞ Hm be a Hilbert space with inner product (·, ·)m and H =
n
⊕

m=1

Hm,1 ≤ m ≤ n be direct sum of

Hilbert spaces Hm,1 ≤ m ≤ n with inner product

(x,y) =
n

∑
m=1

(xm,ym)m, x = (x1, ...,xm), y = (y1, ...,ym) ∈ H.

In this section it will be investigated gap between operator norm and numerical radius of block antidiagonal operator matrix

in the form

A =









0 0 · · · 0 A1

0 0 · · · A2 0

· · · · · · · · · · · · · · ·
An 0 · · · 0 0









: H → H,

in case when Am ∈ L(Hn−m+1,Hm), 1 ≤ m ≤ n. Then A ∈ L(H).

Definition 4.1. [2] The numerical range and numerical radius of an operator T in any Hilbert space (H ,(·, ·)) are

W (T ) = {(T x,x) : x ∈ H ,‖x‖= 1}, w(T ) = sup{|λ | : λ ∈W (T )},

respectively. And also along of this section the nonnegative number wgap(T ) = ‖T‖−w(T ) will be called the numerical gap

of the operator T .

Note that 1
2
‖T‖ ≤ w(T )≤ ‖T‖ and w(T )≤ ‖T‖ ≤ 2w(T ) for any T ∈ L(H ) ( see [1] and [2]).

Theorem 4.2. For the block antidiagonal operator matrix A in Hilbert space H

min
1≤m≤n

wgap(AmAn−m+1)≤ wgap(A2)≤ max
1≤m≤n

wgap(AmAn−m+1)

are true.

Proof. In this case the simple calculations shown that

A2 =











A1An

A2An−1 0

0
. . .

AnA1











: H → H.

In this case from [20] it is clear that

‖A2‖−w(A2) = max
1≤m≤n

‖AmAn−m+1‖− max
1≤m≤n

w(AmAn−m+1).
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From this relation and proof of Theorem 2.1 it is clear that

min
1≤m≤n

wgap(AmAn−m+1)≤ wgap(A2)≤ max
1≤m≤n

wgap(AmAn−m+1).
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1. Introduction

The idea of this paper is to look into the existence of fuzzy solution for three-point boundary value problem for ψ-type fractional

differential equation:




Dα;ψ x(t) = f
(
t,xt ,D

β ;ψ x(t)
)
, t ∈ J := [0,1], 1 < α < 2,

x(t) = φ(t), t ∈ [−r,0],

x(ζ ) = x(1),

(1.1)

where Dα;ψ , Dβ ;ψ are ψ-type Riemann-Liouville (R-L) fractional derivatives, α −β ≥ 1, ε ∈ [0,1), f : J×C0 ×En → En is a

fuzzy function, φ ∈C0, φ(0) = 0̂, and C0 =C ([−r,0],En). For any function x defined on [−r,1] and any t ∈ J. We denote by xt

the element of C0 defined by xt(θ) = x(t +θ), θ ∈ [−r,0].
To the best of our information, even if various results for fuzzy differential equations (FDEs) have been established until

now, results for FDEs with fractional order are rarely seen, papers [1, 2, 3] related to it only. The plan of the present paper is

to establish some simple criteria for the existence and uniqueness of solution of the problem (1.1). The paper is structured

as follows. In Section 2, we present some preliminaries and lemmas. In Section 3, we discuss the existence of solution for

problem (1.1).

2. Prerequisites

Let Pk(R) be the family of all nonempty compact convex subsets of Rn. For A,B ∈ Pk(R
n), the Hausdorff metric is defined by

dH(A,B) = max

{
sup
a∈A

inf
b∈B

‖a−b‖ , sup
b∈B

inf
a∈A

‖a−b‖

}
.
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A fuzzy set in R
n is a function with domain R

n and values in [0,1], that is, an element of [0,1]R
n
.

Let u ∈ [0,1]R
n
, the α-level set is

[u]α = {x ∈ R
n|u(x)≥ α} , α ∈ (0,1].

By En, we denote the all upper-semi continuous, normal fuzzy convex sets with [u]0 = cl {x ∈ R|u(x)> 0} is compact.

Let d : En ×En → [0,+∞) be defined by

d(u,v) = sup{dH ([u]α , [v]α) |α ∈ [0,1]} .

Then, (En,d) is a complete metric space. We define 0̂ ∈ En as 0̂(0) = 1 if x = 0 and 0̂ = 0 if x 6= 0.

Definition 2.1. [4] The ψ-type R-L fractional integral of order α for a function f : [a,b]→ En is defined by

I
α;ψ
a+

f (t) =
1

Γ(α)

∫ b

a
ψ

′
(s)(ψ(t)−ψ(s))α−1

f (s)ds, α > 0.

When a = 0, we write Iα;ψ f (t).

Definition 2.2. [4] For a function f : [a,b]→ En, the ψ-type R-L derivative of fractional order α > 0 is defined by

D
α;ψ f (t) =

1

Γ(n−α)

(
d

dt

)n ∫ t

0
ψ

′
(s)(ψ(t)−ψ(s))α−1

f (s)ds, n = [α]+1.

Denote by C(J,En) the set of all continuous mapping from J to En the metric on C(J,En) is defined by H(u,v) =
supt∈J d (u(t),v(t)). And we metricize C0 by setting

H0(x,y) = max{d(x,y),y(t)|t ∈ [−r,0]} ,

for all x,y ∈C0. Set X =
{

x|x ∈C ([−r,1],En) ,Dβ x ∈C(J,En), and x(t) = φ(t), t ∈ [−r,0]
}

, the metric on X will be defined

later.

3. Main Result

Theorem 3.1. Assume that f : J×Dr ×En → En and there exist positive constant K,L such that

d
(

f (t,u,Dβ ;ψ u), f (t,v,Dβ ;ψ v)
)
≤ KH0(u,v)+Ld

(
D

β ;ψ u,Dβ ;ψ v
)

for all t ∈ J and all u,v ∈C0. Then

(
K

Γ(α +1)
+

L

Γ(α −β +1)

)(
1+

1+(ψ(ζ ))α

1− (ψ(ζ ))α−1

)
< 1,

implies that the problem (1.1) has a unique fuzzy solution on [−r,1].

Proof. The metric H on X is defined by

H(u,v) = K max
t∈[−r,1]

d(u(t),v(t))+L max
t∈[0,1]

d(Dβ ;ψ u,Dβ ;ψ v),

u,v ∈ X . Then (X ,H) is a complete metric space.

Transform the problem into a fixed point problem. It is clear that the solutions of problem (1.1) are fixed points of the

problem F : X → X defined by

F(x)(t) =





φ(t), t ∈ [−r,0],
1

Γ(α)

∫ t
0 ψ

′
(ψ(t)−ψ(s))α−1 f (s,xs,D

β ;ψ x(s))ds

+ 1
Γ(α)(1−(ψ(ζ ))α−1)

∫ ζ
0 ψ

′
(ψ(ζ )−ψ(s))α−1 f (s,xs,D

β ;ψ x(s))ds

− 1
Γ(α)(1−(ψ(ζ ))α−1)

∫ 1
0 ψ

′
(ψ(1)−ψ(s))α−1 f (s,xs,D

β ;ψ x(s))ds, t ∈ (0,1).

For u,v ∈ X , then

d(Fu(t),Fv(t)) = 0, t ∈ [−r,0], (3.1)
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and for t ∈ J, we have

d (Fu(t),Fv(t))

≤
1

Γ(α)

∫ t

0
ψ

′
(s)(ψ(t)−ψ(s))α−1d

(
f (s,us,D

β ;ψ u(s)), f (s,vs,D
β ;ψ v(s))

)
ds

+
(ψ(t))α−1

Γ(α)(1− (ψ(ζ ))α−1)

∫ ζ

0
ψ

′
(s)(ψ(ζ )−ψ(s))α−1d

(
f (s,us,D

β ;ψ u(s)), f (s,vs,D
β ;ψ v(s))

)
ds

+
(ψ(t))α−1

Γ(α)(1− (ψ(ζ ))α−1)

∫ 1

0
ψ

′
(s)(ψ(1)−ψ(s))α−1d

(
f (s,us,D

β ;ψ u(s)), f (s,vs,D
β ;ψ v(s))

)
ds

≤
1

Γ(α)

(∫ t

0
ψ

′
(s)(ψ(t)−ψ(s))α−1

[
Kd(us(θ),vs(θ))+Ld(Dβ ;ψ u(s),Dβ ;ψ v(s))

]
ds

+
(ψ(t))α−1

(1− (ψ(ζ ))α−1)

∫ ζ

0
ψ

′
(s)(ψ(ζ )−ψ(s))α−1

[
Kd(us(θ),vs(θ))+Ld(Dβ ;ψ u(s),Dβ ;ψ v(s))

]
ds

+
(ψ(t))α−1

(1− (ψ(ζ ))α−1)

∫ 1

0
ψ

′
(s)(ψ(t)−ψ(s))α−1

[
Kd(us(θ),vs(θ))+Ld(Dβ ;ψ u(s),Dβ ;ψ v(s))

]
ds

)

≤
1

Γ(α)

(∫ t

0
ψ

′
(s)(ψ(t)−ψ(s))α−1ds+

(ψ(t))α−1

(1− (ψ(ζ ))α−1)

∫ ζ

0
ψ

′
(s)(ψ(ζ )−ψ(s))α−1ds

+
(ψ(t))α−1

(1− (ψ(1))α−1)

∫ 1

0
ψ

′
(s)(ψ(ζ )−ψ(s))α−1ds

)
H(u,v)

≤
1

Γ(α +1)
sup
t∈J

(
(ψ(t))α +

(ψ(ζ ))α(ψ(t))α−1

1− (ψ(ζ ))α−1
+

(ψ(t))α−1

1− (ψ(ζ ))α−1

)
H(u,v)

and similarly,

d
(
D

β ;ψ Fu(t),Dβ ;ψ Fv(t)
)

≤
1

Γ(α −β )

∫ t

0
ψ

′
(s)(ψ(t)−ψ(s))α−β−1d

(
f (s,us,D

β ;ψ u(s)), f (s,vs,D
β ;ψ v(s))

)
ds

+
(ψ(t))α−β−1

(1− (ψ(ζ ))α−1)

∫ ζ

0
ψ

′
(s)(ψ(ζ )−ψ(s))α−β−1d

(
f (s,us,D

β ;ψ u(s)), f (s,vs,D
β ;ψ v(s))

)
ds

+
(ψ(t))α−β−1

(1− (ψ(ζ ))α−1)

∫ t

0
ψ

′
(s)(ψ(t)−ψ(s))α−β−1d

(
f (s,us,D

β ;ψ u(s)), f (s,vs,D
β ;ψ v(s))

)
ds

≤
1

Γ(α −β +1)
sup
t∈J

(
(ψ(t))α−β +

(ψ(ζ ))α(ψ(t))α−β−1

(1− (ψ(ζ ))α−1)
+

(ψ(t))α−β−1

(1− (ψ(ζ ))α−1)

)
H(u,v).

Therefore, for each t ∈ J, we have

H(Fu,Fv)≤

(
K

Γ(α +1)
+

L

Γ(α −β +1)

)(
1+

1+(ψ(ζ ))α

1− (ψ(ζ ))α−1

)
H(u,v).

So, F is contraction and thus F has a unique fixed point x on X , then x(t) is the unique solution to problem (1.1) on [−r,1].
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Keywords: Bézier curves, Cubic Bezier curves, Derivatives of Bezier curve

2010 AMS: 53A04, 53A05

1Department of Mathematics, Faculty of Science and Arts, Başkent University, Ankara, Turkey, ORCID: 0000-0003-0252-1574
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1. Introduction and Preliminaries

A Bézier curve is frequently used in computer graphics and related fields, in vector graphics and in animations as a tool to

control motions. Especially, in animation applications, such as Adobe Flash and Synfig, Bézier curves are used to outline

object’s behaviors. Users sketch the desired path in Bézier curves, and the application creates the required frames for an object

moving along in that given path. For 3D animation, Bézier curves are often used to define 3D paths as well as 2D curves by

key-frame interpolation. We have been motivated by the following studies. First, Bézier-curves with curvature and torsion

continuity has been examined in [1]. In [2, 3], Bézier curves are outlined for Computer-Aided Geometric Design. Bézier curves

and surfaces have been discussed deeply in [4, 5]. Frenet apparatus of both the nth degree Bézier curves have been examined in

E3, in [6]. The Bishop frame and the alternative frame have been associated with the Bézier curves in [7] and [8], respectively.

The matrix forms of the cubic Bézier curve and its involute have been examined in [9] and [10], respectively. Cubic Bézier

like curves have been studied with different basis in [11]. 5th order Bézier curve and its, first, second, and third derivatives are

examined based on the control points of 5th order Bézier Curve in E3 by [12]. Further, the Bertrand and the Mannheim partner

of a cubic Bézier curve based on the control points with matrix form according to Frenet apparatus have been examined in

[13, 14]. Some other couples of Bézier curves have been studied in [15].

Generally, a Bézier curve of an nth degree can be defined by n+1 control points P0,P1, ...,Pn by the following parametriza-

tion:

B(t) =
n

∑
i=0

Bn
i (t) [Pi]
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where Bn
i (t) =

(

n
i

)

t i (1− t)n−i
is known to be Bernstein polynomials and

(

n
i

)

= n!
i!(n−i)! are the binomial coefficients. Bézier

curves have some specific properties inherited by Bernstein polynomials. Since Bn
i (t) ≥ 0 for t ∈ [0,1] and i = 0, . . . ,n,

and the polynomials have the property of partition of unity that is ∑
n
i=0 Bn

i (t) = 1 , the Bézier curves are invariant to affine

transformations. Moreover, the curve lies in the convex hull of its control points by two of these properties. The end point

interpolation property ensures that any Bézier curve has the first and the last of control points on it, whereas none of others do

not touch the curve, necessarily. Moreover, the recursiveness property and the derivatives of the polynomials lead this study,

intrinsically.

2. How to find a Bézier curve with known derivatives

Before responding the main question of this paper, we suggest readers to see [9] and [10], where another question that ”How to

find the control points of a given Bézier curve?” was studied. To solve the latter, we have referred the matrix form of Bézier

curves as it is relatively the simplest representation. Further, it is advised to check the matrix representation of 5th and nth order

Bézier Curve and derivatives provided in [12] and [16], respectively. Now, let us consider the main argument ”How to find a

Bézier curve if we know its first derivative ?” with the background of a knowledge on finding the control points of a given

Bézier curve.

Theorem 2.1. For t ∈ [0,1], i ∈ N0 and Pi ∈ E3, a Bézier curve of nth order defined by B(t) = ∑
n
i=0Bn

i (t) [Pi] has the following

control points by means of the given its first derivative and the initial point P0

Pi = P0 +
Q0 +Q1 +Q2 + ...+Qi−1

n
, 1 ≤ i ≤ n

Pk = Pk−1 +
Qk−1

n
.

Proof. The derivative of the any Bézier curve B(t) is

B′(t) =
n−1

∑
i=0

(

n−1

i

)

t i (1− t)n−i−1
Qi

where Q0, Q1, ...,Qn−1 are the control points. The first derivative of a nth order Bézier curve has the following matrix

representation

α
′(t) =

















tn−1

.

.

.

t

1

















T

[

B′
]

















Q0

Q1

.

.

.

Qn−1

















where [B′] is the coefficient matrix of the (n−1)th order Bezier curve which is the derivative of the nth order Bezier curve and

the control points Q0, Q1, ...,Qn−1 are

Q0 = n(P1 −P0)

Q1 = n(P2 −P1)

...

Qn−1 = n(Pn −Pn−1) .

For more detail see in [16] .There are a lot of number Bézier curves with the first dervatives have these control points. Then we

have to choose any initial point. In this study we choose first two special points which are the initial point P0 and the end point

Pn,
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Let the nth order Bézier curve pass through from a given the initial point P0, then

P1 = P0 +
Q0

n

P2 = P1 +
Q1

n

P3 = P2 +
Q2

n

...

Pn = Pn−1 +
Qn−1

n

if replace we get all the control points based on the Qi,

P1 = P0 +
Q0

n

P2 = P0 +
Q0

n
+

Q1

n

P3 = P0 +
Q0

n
+

Q1

n
+

Q2

n

....

Pn = P0 +
Q0

n
+

Q1

n
+

Q2

n
+ ...+

Qn−1

n
.

This complete the proof.

Corollary 2.2. The derivative of nth order Bézier curve can not has the origin (0,0,0) as a control point.

Proof. Let first derivative of nth order Bézier curve has the origin Qi = (0,0,0)

Qi = n(Pi+1 −Pi) = (0,0,0)

Pi+1 = Pi.

Hence Bézier curve has n control points and cant be nth order Bézier curve. So derivative of nth order Bézier curve cannot has

the origin Qi(0,0,0) as a control point.

Corollary 2.3. If the first derivative of nth order Bézier curve with given control points Qi,0 < i < n−1, is given and nth order

Bézier curve has initial point P0 = (0,0,0),has the following control points

Pi =
Q0 +Q1 +Q2 + ...+Qi−1

n
, 1 ≤ i ≤ n.

Proof. Since Pi = P0 +
Q0+Q1+Q2+...+Qi−1

n
, 1 ≤ i ≤ n, and P0 = (0,0,0), it is clear that

Pi =
Q0 +Q1 +Q2 + ...+Qi−1

n
,1 ≤ i ≤ n.

Corollary 2.4. nth order Bézier curve with given the first derivative and the initial point P0, under the condition P0 = Q0, has

the following control points

Pi =
(n+1)P0

n
+

Q1 +Q2 + ...+Qi−1

n
, 1 ≤ i ≤ n

Pi = Pi−1 +
Qi−1

n
.
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Theorem 2.5. The Bézier curve based on the control points a nth order Bézier curve with given the first derivative and the end

point Pn, has the following control points as in the following ways

Pi−1 = Pn −
Q0 +Q1 +Q2 + ...+Qi−1

n
, 1 ≤ i ≤ n

Pi−1 = Pn −
Qi−1

n
.

Proof. If the first derivative of nth order Bézier curve is given,

α
′(t) =

















tn−1

.

.

.

t

1

















T

[

B′
]

















Q0

Q1

.

.

.

Qn−1

















then the control points Q0, Q1, ...,Qn−1 are given , where

Q0 = n(P1 −P0)

Q1 = n(P2 −P1)

...

Qn−1 = n(Pn −Pn−1) .

Let the nth order Bézier curve passing through the end point Pn, then

Pn is given

Pn−1 = Pn −
Qn−1

n

Pn−2 = Pn−1 −
Qn−2

n

Pn−3 = Pn−2 −
Qn−3

n

...

P2 = P3 −
Q2

n

P1 = P0 −
Q1

n

P0 = P1 −
Q0

n
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if replace we get all the control points based on the Qi,

Pn is given

Pn−1 = Pn −
Qn−1

n

Pn−2 = Pn −
Qn−1

n
−

Qn−2

n

Pn−3 = Pn −
Qn−1

n
−

Qn−2

n
−

Qn−3

n

.

.

.

P2 = Pn −
Qn−1

n
−

Qn−2

n
−

Qn−3

n
− ...−

Q2

n

P1 = Pn −
Qn−1

n
−

Qn−2

n
−

Qn−3

n
− ...−

Q2

n
−

Q1

n

P0 = Pn −
Qn−1

n
−

Qn−2

n
−

Qn−3

n
− ...−

Q2

n
−

Q1

n
−

Q0

n

This completes the proof.

Corollary 2.6. The nth order Bézier curve with given the first derivative and the end point Pn = (0,0,0) has the following

control points as in the following ways

Pi−1 =−
Q0 +Q1 +Q2 + ...+Qi−1

n
,1 ≤ i ≤ n.

Corollary 2.7. The Bézier curve based on the control points a nth order Bézier curve with given the first derivative and the end

point Pn, under the condition Pn = Q0, has the following control points as in the following ways

Pi−1 =
(n−1)

n
Pn −

Q1 +Q2 + ...+Qi−1

n
, 1 ≤ i ≤ n

Pk−1 = Pn −
Qk−1

n
.

Theorem 2.8. The nth order Bézier curve with given the first derivative and any point Pk ,0 < k < n, is given, has the following

control points Pk+1,Pk+2, ...,Pn and P0,P1, ...,Pk−1

Pk+1 = Pk +
Qk

n

Pk+2 = Pk +
Qk

n
+

Qk+1

n

...

Pn = Pk +
Qk

n
+

Qk+1

n
+ ...

Qn−1

n

Pk−1 = Pk −
Qk−1

n

Pk−2 = Pk−−
Qk−1

n
−

Qk−2

n

...

P0 = Pk −
Qk−1

n
−

Qk−2

n
−

Q2 +Q1 +Q0

n
.

Second, lets find the answer of ”How to find a Bézier curve if we know the second derivative ? ”



How to Find a Bézier Curve in E3 — 17/24

Theorem 2.9. The nth order Bézier curve with given the initial point P0, the initial point Q0 of the first derivative and the

control points R0,R1, ...,Rn−2 of the second derivation, has the following control points as in the following ways

P1 = P0 +
Q0

n

Pi = P0 + i
Q0

n
+

(i−1)R0

n(n−1)
+

(i−2)R1

n(n−1)
+

(i−3)R2

n(n−1)
+ ...+1

Ri−2

n(n−1)
, 2 ≤ i ≤ n.

Proof. The second derivative of nth order Bézier curve by using matrix representation is

α
′′(t) =

















tn−2

.

.

.

t

1

















T

[

B′′
]

















R0

R1

.

.

.

Rn−2

















α
′′(t) =

















tn−2

.

.

.

t

1

















T

[

B′′
]

















(n−1)(Q1 −Q0)
(n−1)(Q2 −Q1)

.

.

.

(n−1)(Qn−1 −Qn−2)

















Control points R0,R1, ...,Rn−2, and Q0 are given, we can easily find the Q1,Q2, ...,Qn−1.

Q0 is given

Q1 = Q0 +
R0

n−1

Q2 = Q0 +
R0

n−1
+

R1

n−1

Q3 = Q0 +
R0

n−1
+

R1

n−1
+

R2

n−1

.

.

.

Qn−1 = Q0 +
R0

n−1
+

R1

n−1
+ ...

Rn−2

n−1
.

Also if the initial control point P0 is given we can find easly control points of nth order Bézier curve

P0 and Q0 are given

P1 = P0 +
Q0

n

P2 = P0 +
2Q0

n
+

R0

n(n−1)

P3 = P0 +
3Q0

n
+

2R0

n(n−1)
+

R1

n(n−1)

P4 = P0 +
4Q0

n
+

3R0

n(n−1)
+

2R1

n(n−1)
+

1R2

n(n−1)

...

Pi = P0 +
iQ0

n
+

(i−1)R0

n(n−1)
+

(i−2)R1

n(n−1)
+

(i−3)R2

n(n−1)
+ ...+

Rn−2

n(n−1)
.



How to Find a Bézier Curve in E3 — 18/24

Corollary 2.10. The nth order Bézier curve with given the initial point P0, the initial point Q0 of the first derivative and the

control points R0,R1, ...,Rn−2 of the second derivation, under the condition P0 = Q0 = R0 , has the following control points as

in the following ways

Pi =
(in+n(n−1)−1)

n(n−1)
P0 +

(i−2)R1

n(n−1)
+

(i−3)R2

n(n−1)
+ ...+1

Ri−2

n(n−1)
,2 ≤ i ≤ n.

Proof. Since

Pi = P0 + i
P0

n
+

(i−1)P0

n(n−1)
+

(i−2)R1

n(n−1)
+

(i−3)R2

n(n−1)
+ ...+1

Ri−2

n(n−1)
,

Pi =
n(n−1)P0 + i(n−1)P0 +(i−1)P0

n(n−1)
+

(i−2)R1

n(n−1)
+

(i−3)R2

n(n−1)
+ ...+1

Ri−2

n(n−1)

Pi =
n(n−1)+ i(n−1)+(i−1)

n(n−1)
P0 +

(i−2)R1

n(n−1)
+

(i−3)R2

n(n−1)
+ ...+1

Ri−2

n(n−1)

it is clear.

Now, let us find the answer to ”How to find a Bézier curve if we know its third derivative ? ”

Theorem 2.11. The nth order Bézier curve with given the initial point P0 , the initial point Q0 of the first derivative , the initial

point R0 of the second derivative and the control points S0,S1, ...,Sn−3 of the third derivative has the following control points

as in the following ways

Pi = P0 + i
Q0

n
+

((i−1)+ ...+3+2+1)R0

n(n−1)
+

((i−2)+ ...+3+2+1)S0

n(n−1)(n−2)

+
((i−3)+ ...+3+2+1)S1

n(n−1)(n−2)
+ ...+

3Sn−4

n(n−1)(n−2)
+

1Sn−3

n(n−1)(n−2)
.

Proof. The third derivative of nth order Bézier curve by using matrix representation is

α
′′′(t) =

















tn−3

.

.

.

t

1

















T

[

B ′′′
]

















S0

S1

.

.

.

Sn−3

















,

=

















tn−3

.

.

.

t

1

















T

[

B ′′′
]

















(n−2)(R1 −R0)
(n−2)(R2 −R1)

.

.

.

(n−2)(Rn−2 −Rn−3)

















Control points S0,S1, ...,Sn−3, and R0 are given, hence solving the following system

R0 is given,

R1 = R0 +
S0

(n−2)
,

R2 = R0 +
S0

(n−2)
+

S1

(n−2)
,

R3 = R0 +
S0

(n−2)
+

S1

(n−2)
+

S2

(n−2)
,

...

Rn−2 = R0 +
S0

(n−2)
+

S1

(n−2)
+ ...+

Sn−3

(n−2)
.
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We can easily find the R1,R2, ...,Rn−2. Also if the initial control point Q0 of first derivative is given we can find easily Qi

control points of nth order Bézier curve

Q0 is given,

Q1 = Q0 +
R0

n−1
,

Q2 = Q0 +
R0

n−1
+

R1

n−1
,

Q3 = Q0 +
R0

n−1
+

R1

n−1
+

R2

n−1
,

Qn−1 = Q0 +
R0

n−1
+

R1

n−1
+ ...

Rn−2

n−1
.

Q0, R0 are given,

Q1 = Q0 +
R0

(n−1)
,

Q2 = Q0 +2
R0

(n−1)
+1

S0

(n−1)(n−2)
,

Q3 = Q0 +3
R0

n−1
+

2S0

(n−1)(n−2)
+

S1

(n−1)(n−2)
,

Q4 = Q0 +
4R0

n−1
+

3S0

(n−1)(n−2)
+

2S1

(n−1)(n−2)
+1

S2

(n−1)(n−2)
,

...

Qi−1 = Q0 +
(i−1)R0

n−1
+

(i−2)S0

(n−1)(n−2)
+

(i−3)S1

(n−1)(n−2)

+ ...+
2Si−4

(n−1)(n−2)
+

1Si−3

(n−1)(n−2)

the nth order Bézier curve pass through from a given initial point P0, then

P1 = P0 +
Q0

n
,

P2 = P0 +
2Q0

n
+

R0

n(n−1)
,

P3 = P0 +
3Q0

n
+

3R0

n(n−1)
+

S0

n(n−1)(n−2)
,

P4 = P0 +
4Q0

n
+

6R0

n(n−1)
+

3S0

n(n−1)(n−2)
+

S1

n(n−1)(n−2)
,

...

Pn = P0 +n
Q0

n
+

((i−1)+ ...+3+2+1)R0

n(n−1)
+

((i−2)+ ...+3+2+1)S0

n(n−1)(n−2)
+ ...

+
3Sn−4

n(n−1)(n−2)
+1

Sn−3

n(n−1)(n−2)
.

3. How to find a cubic Bézier curve with known derivatives

In this section as an application we will study on cubic Bézier curves which are defined in E3. For more detail see in [3] .

Definition 3.1. A cubic Bézier curve is a special Bézier curve has only four control points P0, P1, P2 and P3, with the

parametrization

α (t) = (1− t)3
P0 +3t (1− t)2

P1 +3t2 (1− t)P2 + t3P3
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and matrix form of its the cubic Bézier curve with control points P0,P1,P2,P3, is

α (t) =









t3

t2

t

1









T 







−1 3 −3 1

3 −6 3 0

−3 3 0 0

1 0 0 0

















P0

P1

P2

P3









.

Also using the derivatives of a cubic Bézier curve Frenet apparatus {T,N,B,κ,τ} have already been given as in the [9].

The first derivative of a cubic Bézier curve by using matrix representation is given by

α
′(t) =





t2

t

1





T 



1 −2 1

−2 2 0

1 0 0









Q0

Q1

Q2





where Q0 = 3(P1 −P0) ,Q1 = 3(P2 −P1) ,Q2 = 3(P3 −P2) are control points. The second derivative of a cubic Bézier

curve in matrix representation is

α
′′(t) =

[

t

1

]T [
−1 1

1 0

][

R0

R1

]

where R0 = 6(P2 −2P1 +P0) , R1 = 6(P3 −2P2 +P1) are control points.

Theorem 3.2. The cubic Bézier curve with given the first derivative and the initial point P0, has the following control points

P1 = P0 +
Q0

3
,

P2 = P0 +
Q0 +Q1

3
,

P3 = P0 +
Q0 +Q1 +Q2

3
.

Corollary 3.3. The cubic Bézier curve with given the first derivative and the initial point P0,under the condition P0 = Q0,has

the following control points

P1 = P0 +
P0

3
=

4P0

3
,

P2 = P0 +
P0 +Q1

3
=

4P0

3
+

Q1

3
,

P3 = P0 +
P0 +Q1 +Q2

3
=

4P0

3
+

Q1 +Q2

3
.

Theorem 3.4. The cubic Bézier curve with given the first derivative and the end point P3, has the following control points

P2 = P3 −
Q2

3
,

P1 = P3 −
Q2

3
−

Q1

3
,

P0 = P3 −
Q2 +Q1 +Q0

3
.

Corollary 3.5. The cubic Bézier curve with given the first derivative and the end point P3, under the condition P3 = Q2 has the

following control points

P2 = P3 −
P3

3
=

2P3

3
,

P1 =
2P3

3
−

Q1

3
,

P0 =
2P3

3
−

Q1 +Q0

3
.
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For an example, let us consider the cubic Bézier curve α(t) = (3t3 −6t2 +3t,−3t3 +3t2, t3) with the control points

P0 = (0,0,0),P1 = (1,0,0),P2 = (0,1,0),P3 = (0,0,1). (See, Figure 3.1)

Figure 3.1.

The 3rd order cubic Bézier curve α(t) = (3t3 −6t2 +3t,−3t3 +3t2, t3)

Example 3.6. If the first derivative of the cubic Bézier curve is α
′(t) = (9t2 − 12t + 3,−9t2 + 6t,3t2) given. It’s matrix

representation is

α
′(t) =





t2

t

1





T 



1 −2 1

−2 2 0

1 0 0









Q0

Q1

Q2



 .

We can find the control points Qi, 0 < i < 2 as in the following way easily





t2

t

1





T 



1 −2 1

−2 2 0

1 0 0









Q0

Q1

Q2



=





t2

t

1





T 



9 −9 3

−12 6 0

3 0 0



 ,





Q0

Q1

Q2



=





3 0 0

−3 3 0

0 −3 3



 .

There are a lot of number Bézier curves with the first dervatives have these control points. Then we have to choose any initial

point. To make the correction our example, let the initial point be P0 = (0,0,0) with Q0 = (3,0,0),Q1 = (−3,3,0),Q2 =
(0,−3,3) . Since

P1 = P0 +
Q0

3
,

P2 = P0 +
Q0 +Q1

3
,

P3 = P0 +
Q0 +Q1 +Q2

3
,

we get

P1 = (0,0,0)+
(3,0,0)

3
= (1,0,0),

P2 = P0 +
(3,0,0)+(−3,3,0)

3
= (0,1,0),

P3 = P0 +
(3,0,0)+(−3,3,0)+(0,−3,3)

3
= (0,0,1).
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Now we can write the cubic Bézier curve

α (t) =









t3

t2

t

1









T 







−1 3 −3 1

3 −6 3 0

−3 3 0 0

1 0 0 0

















P0

P1

P2

P3









=









t3

t2

t

1









T 







−1 3 −3 1

3 −6 3 0

−3 3 0 0

1 0 0 0

















0 0 0

1 0 0

0 1 0

0 0 1









=
[

3t3 −6t2 +3t 3t2 −3t3 t3
]

.

Let the end point be P3 = (0,0,1) with Q0 = (3,0,0),Q1 = (−3,3,0),Q2 = (0,−3,3). Since

P2 = P3 −
Q2

3
,

P1 = P3 −
Q2

3
−

Q1

3
,

P0 = P3 −
Q2 +Q1 +Q0

3
,

P2 = (0,0,1)−
(0,−3,3)

3
= (0,1,0) ,

P1 = (0,0,1)−
(0,−3,3)

3
−

(−3,3,0)

3
= (1,0,0) ,

P0 = (0,0,1)−
(0,−3,3)+(−3,3,0)+(3,0,0)

3
= (0,0,0) .

Let the any point except the initial or the end point be P2 = (0,1,0) with Q0 = (3,0,0),Q1 = (−3,3,0),Q2 = (0,−3,3) are

given. Since

P3 = P2 +
Q2

3
,

P2 is given,

P1 = P2 +
Q2

3
−

Q2

3
−

Q1

3

= P2 −
Q1

3
,

P0 = P2 +
Q2

3
−

Q2 +Q1 +Q0

3

= P2 −
Q1 +Q0

3
,

P3 = (0,1,0)+
(0,−3,3)

3
= (0,0,1) ,

P2 is given,

P1 = P2 +
Q2

3
−

Q2

3
−

Q1

3

= (0,1,0)−
(−3,3,0)

3
= (1,0,0) ,

P0 = P2 +
Q2

3
−

Q2 +Q1 +Q0

3
,

= (0,1,0)−
(−3,3,0)+(3,0,0)

3
= (0,0,0)

To find cubic Bézier curve with given second derivative we have the following theorem;
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Theorem 3.7. The cubic Bézier curve with given the second derivative,the initial point Q0 and the initial point P0, has the

following control points

P0 and Q0 are given,

P1 = P0 +
Q0

3
,

P2 = P0 +2
Q0

3
+

R0

6
,

P3 = P0 +3
Q0

3
+2

R0

6
+

R1

6
.

Example 3.8. The second derivative α
′′(t) = (18t −12,−18t +6,6t) of a cubic Bézier curve in matrix representation is

α
′′(t) =

[

t

1

]T [
18 −18 6

−12 6 0

]

=

[

t

1

]T [
−1 1

1 0

][

R0

R1

]

where R0 =
(

−12, 6, 0
)

and R1 =
(

6, −12, 6
)

are the control points

P0 = (0,0,0) and Q0 = (3,0,0)are given,

P1 = P0 +
Q0

3
,

P2 = P0 +2
Q0

3
+

R0

6
,

P3 = P0 +Q0 +
R0

3
+

R1

6
,

P0 = (0,0,0) and Q0 = (3,0,0) are given,

P1 = (0,0,0)+
(3,0,0)

3
= (1,0,0),

P2 = (0,0,0)+2
(3,0,0)

3
+

(−12,6,0)

6
= (0,1,0),

P3 = (0,0,0)+(3,0,0)+
(−12,6,0)

3
+

(6,−12,6)

6
= (0,0,1).
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[10] Ş. Kılıçoğlu, S. Şenyurt, On the involute of the cubic Bézier curve by using matrix representation in E3, European J. Pure

App. Math., 13 (2020), 216-226.

[11] A. Levent, B. Sahin, Cubic bezier-like transition curves with new basis function, Proceedings of the Institute of Mathematics

and Mechanics, National Academy of Sciences of Azerbaijan, 44(2) (2008) , 222-228.
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1. Introduction

Let S be a semitopological semigroup, i.e. S is a semigroup with a Hausdorff topology such that for each a ∈ S, the mappings

s → as and s → sa from S into S are continuous. Let ℓ∞(S) denotes the C∗-algebra of bounded real-valued functions on S with

the supremum norm and pointwise multiplication. For each a ∈ S and f ∈ ℓ∞(S), let a f and fa denote, respectively, the left and

right translations of S by a, i.e. (a f )(s) = ( f ·a)(s) = f (as) and ( fa)(s) = (a · f )(s) = f (sa), s ∈ S. Let X be a closed subspace

of ℓ∞(S) containing the constant functions and being invariant under translations. A linear functional m ∈ X∗ is called a mean if

‖m‖= m(1) = 1; where 1 denotes the constant function on S with value 1. Then m is called a left invariant mean if

m(s f ) = m( f ),

for all s ∈ S and f ∈ X . If X is a subalgebra of ℓ∞(S), then m is multiplicative if m( f g) = m( f )m(g) for all f ,g ∈ X .

Recently, a new version of amenability of discrete semigroups, namely set amenability is defined by authors in [1] as

follows:

Definition 1.1. Let S be a semigroup and /0 6= A ⊆ S. We say that a mean m on ℓ∞(S) is an A-invariant mean if for all a ∈ A

and f ∈ ℓ∞(S) we have

m(a f ) = m( f ).

A semigroup S which admits A-invariant means is called left A-amenable. If for every pure subset A of S, S is left

A-amenable, then we say that S is left set-amenable. The right A-amenability may be defined similarly. A semigroup S which is

both left and right A-amenable is called A-amenable. It follows immediately that every amenable semigroup is A-amenable for

all subsets A of S, but the converse is not true in general, see the examples are given in [1] for more details.

A semitopological semigroup S is said to be act on a topological space X from the left if there is a map S×X → X denoted

by (s,x)→ s · x for each (s,x) ∈ S×X such that (st) · x = s · (t · x) for all s, t ∈ S and x ∈ X . The action is separately continuous

if the mapping is continuous in each of the variables when the other is kept fixed. Moreover, the action is jointly continuous if

the mapping is continuous when S×X has the product topology.
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When C is a convex subset of a linear topological space X , we say that an action of S on C is affine if for each s ∈ S, the

mapping from C →C defined by x 7→ s · x (x ∈C) is affine, i.e. it satisfies s · (λx+(1−λ )y) = λ (s · x)+(1−λ )(s · y), for all

s ∈ S, x,y ∈C and 0 ≤ λ ≤ 1.

Let Cb(S) be the Banach space of all continuous bounded real-valued functions on S with the supremum norm topology,

A(K) be the closed subspace of Cb(K) consisting of all real valued continuous affine functions on a compact Hausdorff space K

and LUC(S) be the space of left uniformly continuous functions on S, that is, all f ∈Cb(S) such that the mappings s 7→ s f from

S into Cb(S) are continuous when Cb(S) has the supremum norm topology. Then LUC(S) is a C∗-subalgebra of Cb(S) invariant

under translations and contains the constant functions.

A function f ∈Cb(S) is strongly almost periodic if {a f : a ∈ S} is relatively compact in the supremum norm topology of

Cb(S) and the set of all strongly almost periodic functions is denoted by AP(S). Also, it is weakly almost periodic if {a f : a ∈ S}
is relatively compact in the weak topology of Cb(S) and the set of all weakly almost periodic functions is denoted by WAP(S).

In this paper, we investigate a new version of the fixed point property for semitopological semigroups that we call A-fixed

point property, where A is a non-empty subset of S. In the next section, we introduce and study the concept of set-reversibility

of semitopological semigroups that is a generalization of reversibility that is defined for discrete semigroups in [1]. Section 3,

introduce the notion of set-fixed point theory for semitopological semigroups and gives some relations between set-amenability

and set-fixed point property for them.

Finally, in section 4, we give some examples for clarifying this new version of fixed point property for semitopological

semigroups that they show that set-fixed point property is weaker than fixed point property.

2. Set-reversiblity for semigroups

For discrete semigroups, set reversibility is defined in [1, Definition 4.7], now we start off with the following definition for

semitopological semigroups:

Definition 2.1. Let S be a semigroup and /0 6= A ⊆ S. We say that S is left A-reversible if aS∩bS 6= /0 for all a,b ∈ A. If S for

every pure subset A is A-reversible, then we call it set-reversible.

Clearly, every reversible semigroup is set-reversible, but, the converse is not true [1, Example 4.8]. For discrete semigroup

S, if it is left A-amenable, then S is left A-reversible [1, Lemma 4.9]. However, a general semitopological semigroup S needs

not be left A-reversible even when Cb(S) has a left A-invariant mean unless S is normal (see Proposition 2.5).

Proposition 2.2. Let S be a compact semitopological semigroup with minimal right ideal I, then S is left I-reversible.

Proof. Since I is a right ideal, aS and bS are closed right ideals of S contained in I for each a,b ∈ I. Furthermore, since I is

minimal, aS = bS = I. Thus

aS∩bS = I 6= /0.

Proposition 2.3. Let S be a compact semitopological semigroup with subset A containig of a minimal right ideal. If S is left

A-reversible, then A consists a unique minimal right ideal of S.

Proof. Let I1 and I2 be two distinct minimal right ideals in A. It is easy to verify that they are closed and disjoint. Now, if we

consider a1 ∈ I1 and a2 ∈ I2, then we may write

a1S ⊆ I1 and a2S ⊆ I2.

By minimility of I1 and I2, we obtain that a1S = I1 and a2S = I2. Therefore

a1S∩a2S = I1 ∩ I2 = /0.

This is a contradiction.

The following Proposition is a set-reversibility version of [2, Lemma 3.1] that its proof is similar and we omit it.

Proposition 2.4. Let S be a semitopological semigroup with non-empty subset A and X be a left translation invariant subspace

of Cb(S) containing constants. If X which separates closed subsets of S and has a left A-invariant mean, then S is left

A-reversible.
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Above proposition implies immediately the following result:

Proposition 2.5. Let S be a normal semitopological semigroup and Cb(S) has a left A-invariant mean, then S is left A-reversible.

In light [1, Lemma 4.9] of the above proposition we have the following result:

Proposition 2.6. Let S be a discrete semigroup left A-amenable, then S is left A-reversible.

If S is not a normal semitopological semigroup, then Proposition 2.5 does not hold. For example, if S is a left zero semigroup,

that is a semigroup whose multiplication is defined by st = s for all s, t ∈ S and is the topological space which is regular and

Hausdorff such that Cb(S) consists of constant functions only. For a fixed a ∈ S define m( f ) = f (a), for all f ∈Cb(S). Then for

each subset A of S, contains more than one element, m is a left A-invariant mean on Cb(S), but S is not left A-reversible.

By the following result, we show that set-reversibility can be transfered by a continuouse and onto semigroup homomor-

phism.

Proposition 2.7. Let S and T be two semitopological semigroups and ϕ be a continuouse homomorphism of S onto T . If S is

left A-reversible, then T is left ϕ(A)-reversible.

Proof. For each b1,b2 ∈ ϕ(A), there exist a1,a2 ∈ A such that ϕ(a1) = b1 and ϕ(a2) = b2. Since S is left A-reversible,

a1S∩a2S 6= /0. Let x0 ∈ a1S∩a2S, then there are nets (a1sα)⊂ a1S and (a2tβ )⊂ a2S such that a1sα −→ x0 and a2tβ −→ x0.

Continuity of ϕ implies

b1ϕ(sα) = ϕ(a1sα)−→ ϕ(x0) and b2ϕ(tβ ) = ϕ(a2tβ )−→ ϕ(x0).

It follows that there exists ϕ(x0) ∈ b1T ∩b2T , hence T is left ϕ(A)-reversible.

Recall that if S is a semigroup, the intersection of all the two-sided ideals of S is called the kernel of S and denoted by K(S).
If K(S) is non-empty, it is clearly the smallest two-sided ideal of S (see [3]).

Similar to [4, Lemma 2.8], we have the following result:

Proposition 2.8. Let S be a compact semitopological semigroup with unit and let A be a subset of S that consists a minimal

right ideal of S. Then the following statements are equivalent:

(a) A consists a unique minimal right ideal of S.

(b) Cb(S) has a left A-invariant mean.

Proof. (b) ⇒ (a). Let m be a left A-invariant mean on Cb(S) and I1 and I2 be two distinct minimal right ideals in A. It is

obvious that I1 and I2 are closed and disjoint. Now, we define f ∈Cb(S) by

f (s) =

{

0 s ∈ I1

1 s ∈ I2.

Then for any a ∈ I1 and b ∈ I2, we have a f = 0 and b f = 1. But, by the definition of m,

1 = m(a f ) = m( f ) = m(b f ) = 0,

which this is a contradiction.

(a)⇒ (b). By [4, Corollary 2.4], K(S) is a union of compact semitopological groups that are left ideals. Normalized Haar

measure on any one of these will be a left A-invariant mean for Cb(S).

By the following result, we rewrite [4, Lemma 2.10] as follows that its proof is similar to that mentioned Lemma and for

clarify we state its proof.

Proposition 2.9. Let S and T be semitopological semigroups with T be compact and ϕ : S → T be a continuous homomorphism

with ϕ(S) dense in T . Let ϕ̃ : Cb(T )−→Cb(S) be the dual map taking f into f ◦ϕ , then Cb(T ) has a left ϕ(A)-invariant mean

if and only if ϕ̃(Cb(T )) has a left A-invariant mean.
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Proof. Suppose that there is a left ϕ(A)-invariant mean m on Cb(T ). For each f ∈Cb(T ), define n by

n(ϕ̃ f ) = m( f ).

Furthermore, it is clear that for any f in Cb(T ),

s(ϕ̃ f ) = ϕ̃(ϕ(s) f ) for all s ∈ S.

Now, for all a ∈ A and f ∈Cb(T ), we have

n(a(ϕ̃ f )) = n(ϕ̃(ϕ(a) f )) = m(ϕ(a) f ) = m( f ) = n(ϕ̃ f ).

This means that n is a left A-invariant mean on ϕ̃(Cb(T )).
On the other hand, let n be a left A-invariant mean on ϕ̃(Cb(T )), we can define a mean m on Cb(T ) by

m( f ) = n(ϕ̃ f ) for all f ∈Cb(T ).

Since m satisfies

m(ϕ(a) f ) = n(ϕ̃(ϕ(a) f )) = n(a(ϕ̃ f )) = n(ϕ̃ f ) = m( f ),

for all a ∈ A, m is a left ϕ(A)-invariant mean on Cb(T ).

3. Common set-fixed point

Fixed point property for semigroups is one of the interesting concepts related to the semigroups theory that investigated by

many authors, see [5]-[9]. Set-fixed point property for discrete semigroups is defined in [1, Definition 4.5]. Now, we define it

for semitopological semigroups as follows:

Definition 3.1. Let X be a non-empty Hausdorff topological space and S is a semigroup acting on X from the left with /0 6= A⊆ S.

A point x ∈ X is called a common A-fixed point of S in X if a · x = x for each a ∈ A. If S for every pure subset A has a common

A-fixed point, then we say that it has a common set-fixed point.

It follows immediately that every common fixed point of S in X is a common A-fixed point. But the converse is not true

in general (see the Example 4.2). In this section, we rewrite some well-known results related to fixed point properties of

semitopological semigroup for the set fixed point properties.

Before stating the following result, recall that when K is convex subset of a Banach space, a mapping T : K 7−→ K is called

non-expansive self-maps if ‖T x−Ty‖≤ ‖x− y‖, for each x,y ∈ K.

Theorem 3.2. Let S be a left I-reversible semigroup of non-expansive self-maps on a non-empty compact convex subset K of a

Banach space with ideal I, then K contains a common I-fixed point.

Proof. By using Zorn’s Lemma, there is a minimal I-invariant non-empty compact convex set X ⊆ K. By using Zorn’s Lemma

again, we can find a minimal I-invariant nonempty compact set M ⊆ X . Since S is left I-reversible, if {a1,a2, . . . ,an} is any

finite subset of I, there is a finite subset {s1,s2, . . . ,sn} of S such that a1s1 = a2s2 = · · ·= ansn. Hence

n
⋂

i=1

aiM ⊇
n
⋂

i=1

ai(sia1M) = a1s1a1M 6= /0.

Thus the family {aM : a ∈ I} has the finite intersection property. By compactness of M, F =
⋂

a∈I aM is non-empty. Assume

that x ∈ F . For each pair a,b ∈ I, there exist c,d ∈ S such that ac = bd. Since F ⊆ caM, x = cay for some y ∈ M. Furthermore,

ax = a(cay) = b(day) ∈ bM.

Moreover, aF ⊆ F , for all a ∈ I. By minimality of M, we have F = M. Therefore M = aM, for all a ∈ I.

If we assume that M contains more than one point, there is an element u in the closed convex hull of M such that

ρ = sup{‖u− x‖: x ∈ M}< δ (M), where δ (M) is the diameter of M. Define

X0 =
⋂

x∈M

{y ∈ X : ‖x− y‖ ≤ ρ},

then X0 is a proper non-empty compact convex subset of X such that it is I-invariant, which contradicts the minimality of X .

Hence M is a singleton set, which proves the theorem.
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Note that in the above Theorem if we replace I by S we have the following result:

Corollary 3.3. Let S be a left reversible semigroup of non-expansive self-maps on a non-empty compact convex subset K of a

Banach space, then K contains a common fixed point of S.

Definition 3.4. An action S on a convex subset K of a linear topological space X is A-affine if a · (λx+(1−λ )y) = λ (a · x)+
(1−λ )(a · y), for all a ∈ A, x,y ∈ K and 0 ≤ λ ≤ 1.

Clearly every affine action is an A-affine, but the converse is not true in general. For example, let S be a semigroup of

real-valued functions on R with function composition operation and A = { f : R→ R | f (x) = kx}. Define the action S on R by

f · x = f (x). It is easy to see that this action is A-affine, but it does not act affinely on R.

There is a strong connection between left A-amenability and A-fixed point properties. By a similar method for discrete

semigroups in [1, Theorem 4.6] and [9, Theorem 2.1], we have the following result:

Theorem 3.5 (Day’s Fixed Point Theorem). Let S be a semigroup. Then the following statements are equivalent:

(a) S is left A-amenable.

(b) Whenever S acts A-affinely on a non-empty compact convex subset K of a locally convex space, there is a common A-fixed

point of S in K.

Proof. According to [1, Theorem 4.6], it suffices that we prove (b)⇒ (a).
(b)⇒ (a). As well-known that M(S) the set of all means on ℓ∞(S) is a w∗-compact convex subset of ℓ∞(S)∗. For s ∈ S and

m ∈ M(S), we can define the action S on the left ℓ∞(S)∗ by (s ·m)( f ) = m( f · s) for each f ∈ ℓ∞(S). It is easy to verify that

the map m 7→ s ·m is w∗−w∗-continuous and S acts A-affinely on (M(S),w∗). Hence, by the assumption there is a common

A-fixed point of S in M(S) which is a left A-invariant mean on ℓ∞(S).

Theorem 3.6. Let S be a semitopological semigroup. Then the following statements are equivalent:

(a) LUC(S) has a multiplicative left A-invariant mean.

(b) Whenever action of S on a compact Hausdorff space X is jointly continuous, then X contains a common A-fixed point of

S.

Proof. (a)⇒ (b). From [8, Theorem 1], for each x ∈ X and each f ∈Cb(X), we have fx ∈ LUC(S), where fx is defined by

fx(s) = f (s ·x). Now, for x ∈ X we consider Tx : C(X)→ LUC(S) by Tx( f ) = fx for each f ∈C(X). Let T ∗
x : LUC(S)∗ →C(X)∗

be the adjoint map of Tx. Thus, if m is a multiplicative left A-invariant mean on LUC(S), then there exists a point x0 ∈ X such

that f (x0) = (T ∗
x m)( f ) = m(Tx f ) for all f ∈C(X).

For each s ∈ S, define θs : C(X)→C(X) by (θs f )(x) = f (s · x) for all f ∈C(X) , x ∈ X . Hence, for each t ∈ S, we have

(Tx(θs f ))(t) = (θs)(t · x) = f (s · (t · x)) = f (st · x) = fx(st) = (Tx f )(st) = s(Tx f )(t).

Therefore, Tx(θs f ) = s(Tx f ). Thus it follows that for all f ∈C(X) and a ∈ A,

f (a · x0) = (θa f )(x0)

= m(Tx(θa f ))

= m(a(Tx f ))

= m(Tx f )

= f (x0).

But C(X) separates points of X and this implies that x0 is the A-fixed point.

(b)⇒ (a). Assume that X is the compact Hausdorff space of the set of all multiplicative means on LUC(S), where X is

given by the w∗-topology of LUC(S)∗. By a simillar method in [8, Theorem 1] and use the notations there in, one can show the

action of S on X its jointly continuous. Thus, (b) implies that there exists m0 ∈ LUC(S)∗ such that m0(a f ) = m0( f ), for all

f ∈ LUC(S) and a ∈ A.

Theorem 3.7. Let S be a semitopological semigroup. Then the following properties are equivalent:

(a) LUC(S) has a left A-invariant mean.
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(b) Whenever action of S on a nonempty compact convex subset X of a locally convex linear topological space is A-affine,

then X contains a common A-fixed point of S.

Proof. (a)⇒ (b). For each x ∈ X and each f ∈Cb(X), the proof of Theorem 3.6 yields fx ∈ LUC(S), where fx is defined by

fx(s) = f (s · x). For a specific x ∈ X we consider Tx : A(X)→ LUC(S) by Tx( f ) = fx for each f ∈ A(X). Now, by simmilar

method in Theorem 3.6 we can obtain (b).
(b)⇒ (a). Assume that X is the compact convex set of the space of all means on LUC(S), with the w∗-topology of LUC(S)∗.

Define the A-affine action of S on X by s ·m = l∗s m, for each s ∈ S and m ∈ X . Now, the argument used in the proof of Theorem

3.6 can be used to show that the action is jointly continuous, hence by (b), there exists an A-fixed point of S on X .

An action of S on a compact convex subset K of locally convex space X is equicontinuous if for each neighborhood U of 0,

there exists a neighborhood V of 0 in X such that x,y ∈ K and x− y ∈V imply s · x− s · y ∈U for each s ∈ S.

In the following Theorem, we state a relation between the existence of left A-invariant mean on AP(S), the space of

continuous almost periodic functions on S and A-fixed point properties of S acting on certain subsets of a locally convex space.

In light of [10, Theorem 3.2], we have the following result which its proof is similar to the mentioned result and for clarifying

we write its proof completely.

Theorem 3.8. Let S be a semitopological semigroup. Then the following statements are equivalent:

(a) AP(S) is left A-amenable.

(b) Whenever action of S on a compact convex subset K of a separated locally convex space is separately continuous,

equicontinuous and A-affine, then there exists a common A-fixed point of S in K.

Proof. (a)⇒ (b). Suppose that m is a left A-invariant mean on AP(S). Since the finite means are w∗-dense in the set of means,

we can find a net of finite means ϕα = ∑
n
iα=1 λiα δsiα

, λiα > 0 and ∑
n
iα=1 λiα = 1 such that w∗-converges to m in AP(S)∗. Let

x ∈ K be fixed and x0 be a cluster point of the net (∑n
iα=1 λiα siα · x)α in K. Now by [10, Lemma 3.1], for each f ∈ A(K), we

have fx ∈ AP(S) and hence

f (a · x0) = f (a · lim
α

n

∑
iα=1

λiα siα · x) = f (lim
α

n

∑
iα=1

λiα asiα · x)

= lim
α

f (
n

∑
iα=1

λiα asiα · x) = lim
α
(

n

∑
iα=1

λiα f (asiα · x))

= lim
α

n

∑
iα=1

λiα δsiα
(a( fx)) = lim

α
ϕα(a( fx))

= m(a( fx)) = m( fx)

= f (x0),

for all a ∈ A. Since A(K) separates points, this shows that x0 is an A-fixed point for S.

(b)⇒ (a). Let the compact convex set K be the space of all means on AP(S), where K has the w∗-topology of AP(S)∗. Let

the A-affine action of S on K be given by s ·m = l∗s m, for each s ∈ S and m ∈ K. By the similar method in [10, Theorem 3.2],

the action of S on (K,w∗) is both separately continuous and equicontinuous. Consequently, any A-fixed point in K under this

action is a left A-invariant mean on AP(S).

Recall that the right translation operators ra on the Banach space AP(S), clearly, form an almost periodic semigroup of

operators. In fact, the strong operator closure of this semigroup is a compact semitopological semigroup, having jointly

continuous multiplication, in the strong (or equivalently weak) operator topology. It will be denoted by Sa and called the almost

periodic compactification of S.

Corollary 3.9. Let S be a semitopological semigroup with subset A containig of minimal right ideal. If S is left A-reversible,

then AP(S) is left A-amenable.

Proof. Assume that S is left A-reversible. In light of [4, Theorem 6.1], the homomorphism r : S 7→ S
a

defined by r(a) = ra is

continuous. This implies that S
a

is also r(A)-reversible. By Proposition 2.3, S
a

has a unique minimal right ideal in r(A). Hence,

by Theorem 2.8, Cb(S
a
) has a left r(A)-invariant mean. Consequently, again it follows from [4, Theorem 6.1] and Proposition

2.9, AP(S) has a left A-invariant mean.

Form the above Corollary and Proposition 2.5, we immediately have the following result:
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Corollary 3.10. Let S be a normal semitopological semigroup and Cb(S) has a left A-invariant mean, then AP(S) has a left

A-invariant mean.

Note that the converse of Corollary 3.9 is false in general, since there exist the exampels of topological semigroups such as

S such that they are not left A-reversible, but AP(S) (or even Cb(S)) has a left A-invariant mean (see Exampel 4.3 ).

Definition 3.11. Let Q be a (fixed) family of continuous semi-norms on a separated locally convex space X which determines

the topology of X. Then an action of S on a subset K ⊆ X is QA-nonexpansive if ρ(a ·x−a ·y)≤ ρ(x−y) for all a ∈ A, x,y ∈ K

and ρ ∈ Q.

Theorem 3.12. Let S be a semitopological semigroup. Then the following statements are equivalent:

(a) AP(S) is left A-amenable.

(b) Whenever S is a separately continuous and QA-non-expansive action on a compact convex subset K of a separately

locally convex space, there is a common A-fixed point of S in K.

Proof. (a)⇒ (b). Assume that m is a left A-invariant mean on AP(S). An application of Zorn’s Lemma shows that there exists

a minimal non-empty compact convex X ⊆ K, that is invariant under A. In particular, If X is not a singleton, apply Zorn’s

Lemma for the second time to get a minimal non-empty compact F ⊆ X , that is invariant under A.

Let x ∈ X be a fixed. By using [10, Lemma 3.1], we may define a mean µ on C(F) by µ( f ) = m( fx) for all f ∈ C(F).
Since µ( f )≥ 0 whenever f ≥ 0, and µ(1) = 1 and,

µ(a f ) = m((a f )x) = m(a( fx)) = m( fx) = µ( f ).

It is easy to see that µ is a left A-invariant mean on C(F). From Riesz representation Theorem, µ can be viewed as a

regular probability measure on F and it satisfies µ(B) = µ(a−1B) for each Borel set B ⊆ F and a ∈ A, where as usual,

a−1B = {x ∈ F : a · x ∈ B}. Let Γ = {B ⊆ F : B is closed subset, µ(B) = 1}. Set F0 =
⋂

B∈Γ B. Then by finite intersection

property F0 is a non-empty compact subset of F . Since for each B ∈ Γ and a ∈ A, we have a−1B ∈ Γ then a−1F0 ⊇ F0 or

F0 ⊇ aF0. Hence F = F0 by the minimality of F . Since

µ(aF) = µ(a−1(aF)) = µ(F) = 1,

aF ∈ Γ for all a ∈ A. Consequently, F ⊇ aF ⊇ F0 = F . This means that aF = F for all a ∈ A.

Now, if F is a singleton we are done, otherwise, there exists a continuous seminorm ρ in Q such that r = sup{ρ(x−
y) : x,y ∈ F} > 0. Then, by De Marr’s Lemma [6], there exists an element u in the closed convex hull of F such that

r0 = sup{ρ(u− x) : x ∈ F}< r. Consider

X0 =
⋂

x∈F

{y ∈ X : ρ(y− x)≤ r0 }.

Then u ∈ X0 and X0 is a nonempty closed convex proper subset of X . From aF = F for each a ∈ A and QA-nonexpansiveness

of S on X , we can write

ρ(a · x0 −a · y)≤ ρ(x0 − y)≤ r0,

for each x0 ∈ X0 and y ∈ F . This leads to aX0 ⊆ X0 for all a ∈ A, contradicting the minimality of X . Consequently, F contains

only one point, which, in fact, is a common A-fixed point for S.

(b)⇒ (a). We can prove it by the same argument in Theorem 3.8.

Finally, in this section, by the similar method in [7, Theorem 3.4], we have the following result:

Theorem 3.13. Let S be a semitopological semigroup with separable ideal I. Then the following statements are equivalent:

(a) WAP(S) is left I-amenable.

(b) Whenever S acts on a weakly compact convex subset K of a separated locally convex space and the action is weakly

separately continuous, weakly quasi-equicontinuous and QI-non-expansive, there is a common I-fixed point of S in K.
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4. Examples

Example 4.1. Consider the semigroup S = {a,b,c,d} defined as follows:

a b c d

a a a c c

b b b d d

c a a c c

d b b d d

(i) Let A = {a,b}. The sets aS = {a,c} and bS = {b,d} are disjoint minimal right ideals. Thus S is not left A-reversible.

Letting f = χ{a,c} be the characteristic function. It is easy to see that a f = 1 and b f = 0. Now, if we take m a left A-invariant

mean on AP(S) =WP(S) =Cb(S), then

1 = m(a f ) = m( f ) = m(b f ) = 0,

which is impossible.

(ii) Let A = {a,c}. Since aS∩ cS = {a,c}, S is left A-reversible. Now, if we for a fix a ∈ S define m( f ) = f (a) for all

f ∈ AP(S). It is evident that a f = c f . Also, we have

m(a f ) = a f (a) = f (aa) = f (a) = m( f ).

This means that m is a left A-invariant mean on AP(S).

In the following, we denote the cardinal number of a set A by |A|.

Example 4.2. Let K = [0,1] and consider a semigroup S = {hs : s ∈ K} with functional composition operation. Define the

action S on K by hs(x) = s for each x ∈ K. Then for any subset A of S we have:

(i) If |A|= 1, then there is an A-fixed point of S in K.

(ii) If |A| ≥ 2, then there is no common A-fixed point of S in K.

Example 4.3. Consider the partially bicyclic semigroups S2 = 〈e,a,b,c|ab = e,ac = e〉 and S1,1 = 〈e,a,b,c,d|ac = e,bd = e〉.
For A1 = {b,c} and A2 = {b,d}, since

bS2 ∩ cS2 = /0 and cS1,1 ∩dS1,1 = /0

S2 and S1,1 are not left Ai-reversible (i = 1,2), respectively. Of course, it is worth to mention that both AP(S2) and AP(S1,1)
have an invariant mean [7, Proposition 4.6].

We consider for a semitopological semigroup S the following A-fixed point property:

(FA): Every jointly continuous action of S on a non-empty compact convex set K of a separated locally convex topological

vector space has a common A-fixed point.

Proposition 4.4. If a semitopological semigroup S has the common A-fixed point property (FA), then LUC(S) has a left

A-invariant mean.

Proof. Suppose that M(S) is the set of all means on LUC(S), where M(S) is given the w∗-topology of LUC(S)∗. Then, M(S)
is w∗-compact convex subset of LUC(S)∗. Define an action of S on X by s ·m = l∗s m for each s ∈ S and each m ∈ M(S). This

action is jointly continuous on M(S). Therefore, the common A-fixed point of this action gives a left A-invariant mean on

LUC(S).

Corollary 4.5. If S is a discrete semigroup with the common A-fixed point property (FA), then S is left A-amenable.

In the following, by Ai’s we mean the sets in Example 4.3.

Example 4.6. We know that the partially bicyclic semigroups S2 and S1,1 are not left Ai-amenable (i = 1,2), respectively.

Hence, by Corollary 4.5, they do not have the common Ai-fixed point property (FA).

Proposition 4.7. Let S and T be two semigroups and ϕ be a homomorphism of S onto T . If S has the common A-fixed point

property (FA), then T has the common ϕ(A)-fixed point property (FA).
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Proposition 4.8. Let S and T be semigroups such that S×T has the common (A×B)-fixed point property (FA).Then both

semigroups S and T have the common A-fixed point and common B-fixed point property (FA), respectively.

Proof. Consider the projection homomorphisms πS : S×T −→ S and πT : S×T −→ T defined by πS(s, t) = s and πT (s, t) = t,

respectively. Let S×T has the common (A×B)-fixed point property (FA). Then by πS(A×B) = A and Proposition 4.7, we

obtain that S has the common A-fixed point property (FA). Similarly, we conclude that T has the common B-fixed point property

(FA).

In the following, we show that the converse of the Proposition 4.8, is not true in general.

Example 4.9. Commutative free semigroup on two generators does not have (FA).

First recall from the well-known Schauder’s Fixed Point Theorem that every free commutative discrete semigroup on one

generator has the fixed point property (FA). Let N0 denote the additive semigroup of non-negative integers, which is the free

commutative semigroup on one generator. Hence, it has the common A-fixed point property (FA).
We know from [11] that there are two continuous functions f and g mapping the unit interval [0,1] into itself which

commute under the function composition but do not have any common fixed point in [0,1].
Consider set A = {(0,0),(1,0),(0,1)} and define the action of N0 ×N0 on [0,1] by

(0,0) · x = x, (1,0) · x = f (x) and (0,1) · x = g(x).

Then, N0 ×N0 has no common A-fixed point on [0,1]. Therefore, this semigroup does not has (FA), since it is isomorphic to

N0 ×N0.

5. Conclusion

In this paper, we investigate a new version of the fixed point property for semitopological semigroups and also we introduce

and study the concept of set-reversibility of semitopological semigroups that is a generalization of reversibility that is defined

for discrete semigroups. Finally, some examples are given to illustrate the theoretical results.
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1. Introduction

The initial work on fuzzy sets was established by Zadeh [1]. Then, several authors have advanced the theory of fuzzy set. Park

[2] defined intuitionistic fuzzy metric space and also intuitionistic fuzzy normed space was examined by Lael and Nourouzi [3].

Some beneficial results on this topic can be found in [4]-[7].

The neutrosophic set (NS) was worked by F. Smarandache [8] who defined the degree of indeterminacy (i) as indepedent

component. In [9], neutrosophic logic was firstly examined. It is a logic where each proposition is identified to have a degree of

truth (T), falsity (F), and indeterminacy (I). A Neutrosophic set (NS) is specified as a set where each component of the universe

has a degree of T, F and I. Kirişçi and Şimşek [10] discussed neutrosophic metric space (NMS) with continuous t-norms and

continuous t-conorms. The theory of NNS and statistical convergence in NNS were first developed by Kirişci and Şimşek

[11]. Neutrosophic set and neutrosophic logic has utilized by applied sciences and theoretical science for instance summability

theory, decision making, robotics. Some remarkable results on this topic can be reviewed in [12]-[15].

The concept of statistical convergence was investigated under the name almost convergence by Zygmund [16]. It was

formally introduced by Fast [17]. Later the idea was associated with summability theory by Fridy [18], and many others (see

[19]-[22]). The studies of triple sequences have seen rapid growth. The initial work on the statistical convergence of triple

sequences was establised by Şahiner et al. [23] and the other researches continued by [24, 25]. The idea of difference sequences

was given by Kızmaz [26] where ∆x = (∆xk) = xk − xk+1. Başarır [27] investigated the ∆ -statistical convergence of sequences.

Also, the generalized difference sequence spaces were worked by various authors [28]-[30].

Since sequence convergence plays a very significant role in the fundamental theory of mathematics, there are many

convergence notions in summability theory, in approximation theory, in classical measure theory, in probability theory, and the

relationships between them are discussed. The interested reader may consult Hazarika et al. [31], the monographs [32] and [33]

for the background on the sequence spaces and related topics. Inspired by this, in this study, a further investigation into the

mathematical features of triple sequences will be thought. Section 2 recalls some definitions in summability theory and NNS.



On Triple Difference Sequences of Real Numbers in Neutrosophic Normed Spaces — 36/45

In Section 3, we study triple ∆-statistical convergent sequences in a NNS. Also, we examine the notions of ∆-statistical limit

point and ∆-statistical cluster point and prove their important features.

2. Definitions and preliminaries

Now, we remember essential definitions required in this study.

Triangular norms (t-norms) (TN) were considered by Menger [34]. Triangular conorms (t-conorms) (TC) recognized as

dual operations of TNs. TNs and TCs are significant for fuzzy operations.

Definition 2.1. ([34]) Let ∗ : [0,1]× [0,1]→ [0,1] be an operation. If ∗ provides subsequent cases, it is named continuous TN.

Take a,b,c,d ∈ [0,1],

(a) a∗1 = a,

(b) If a ≤ c and b ≤ d, then a∗b ≤ c∗d,

(c) ∗ is continuous,

(d) ∗ associative and commutative.

Definition 2.2. ([34]) Let ♦ : [0,1]× [0,1]→ [0,1] be an operation. If ♦ provides subsequent cases, it is named to be continuous

TC.

(a) a♦0 = a,

(b) If a ≤ c and b ≤ d, then a♦b ≤ c♦d,

(c) ♦ is continuous,

(d) ♦ associative and commutative.

Definition 2.3. ([11]) Let F be a vector space, N = {〈ϖ ,G (ϖ) ,B (ϖ) ,Y (ϖ)〉 : ϖ ∈ F} be a normed space (NS) such that

N :F ×R+ → [0,1]. While subsequent situations hold, V = (F,N ,∗ ,♦) is called to be NNS. For each ϖ ,κ ∈ F and λ ,µ > 0

and for all σ 6= 0,

(a) 0 ≤ G (ϖ ,λ )≤ 1, 0 ≤ B (ϖ ,λ )≤ 1, 0 ≤ Y (ϖ ,λ )≤ 1 ∀λ ∈ R+,

(b) G (ϖ ,λ )+B (ϖ ,λ )+Y (ϖ ,λ )≤ 3 (for λ ∈ R+),
(c) G (ϖ ,λ ) = 1 (for λ > 0) iff ϖ = 0,

(d)G (σϖ ,λ ) = G

(

ϖ ,
λ
|σ |

)

,

(e) G (ϖ ,µ)∗G (κ,λ )≤ G (ϖ +κ,µ +λ ),
( f ) G (ϖ , .) is non-decreasing continuous function,

(g) limλ→∞ G (ϖ ,λ ) = 1,

(h) B (ϖ ,λ ) = 0 (for λ > 0) iff ϖ = 0,

(i) B (σϖ ,λ ) = B

(

ϖ ,
λ
|σ |

)

,

( j) B (ϖ ,µ)♦B (κ,λ )≥ B (ϖ +κ,µ +λ ),
(k) B (ϖ , .) is non-decreasing continuous function,

(l) limλ→∞ B (ϖ ,λ ) = 0,

(m) Y (ϖ ,λ ) = 0 (for λ > 0) iff ϖ = 0,

(n) Y (σϖ ,λ ) = Y

(

ϖ ,
λ
|σ |

)

,

(o) Y (ϖ ,µ)♦Y (κ,λ )≥ Y (ϖ +κ,µ +λ ) ,
(p) Y (ϖ , .) is non-decreasing continuous function,

(r) limλ→∞ Y (ϖ ,λ ) = 0,

(s) If λ ≤ 0, then G (ϖ ,λ ) = 0,B (ϖ ,λ ) = 1 and Y (ϖ ,λ ) = 1.

Then N = (G ,B,Y ) is called Neutrosophic norm (NN).

We recall the notions of convergence, statistical convergence, lacunary statistical convergence for single sequences in a

NNS.

Definition 2.4. ([11]) Take V as an NNS. Let ε ∈ (0,1) and λ > 0. Then, a sequence (xk) is converges to L ∈ F iff there is

N ∈ N such that G (xk −L,λ )> 1− ε , B (xk −L,λ )< ε , Y (xk −L,λ )< ε . That is,

lim
k→∞

G (xk −L,λ ) = 1, lim
k→∞

B (xk −L,λ ) = 0 and lim
k→∞

Y (xk −L,λ ) = 0

as λ > 0. The convergent in NNS is signified by N −limxk = L.
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Definition 2.5. ([11]) A sequence (xk) is named to be statistically convergent to L ∈ F with regards to NN (SC-NN), provided

that, for each λ > 0 and ε > 0

lim
n→∞

1

n
|{k ≤ n : G (xk −L,λ )≤ 1− ε or B (xk −L,λ )≥ ε , Y (xk −L,λ )≥ ε}|= 0.

It is demonstrated by SN -limxk = L.

Now we give the following notion.

Definition 2.6. ([23]) A subset K of N3 is said to have natural density δ3(K) if

δ3(K) = P− lim
n,l,k→∞

|Knlk|
nlk

exists, where the vertical bars denote the number of (n, l,k) in K such that p ≤ n, q ≤ l, r ≤ k. Then, a real triple sequence

x = (xpqr) is said to be statistically convergent to L in Pringsheim’s sense if for every ε > 0,

δ3

({

(n, l,k) ∈ N3 : p ≤ n,q ≤ l,r ≤ k,
∣

∣xpqr −L
∣

∣≥ ε
})

= 0.

3. Main results

Definition 3.1. A triple sequence w = (wnlk) in V is named to be ∆-convergent to ζ ∈ F with regards to (w.r.t in short) NN

(G ,B,Y ) on condition that for every λ > 0 and ε ∈ (0,1), there is a positive integer k0 such that

G (∆wnlk −ζ ,λ )> 1− ε and B (∆wnlk −ζ ,λ )< ε, Y (∆wnlk −ζ ,λ )< ε

for every n ≥ k0, l ≥ k0,k ≥ k0 where n, l,k ∈ N and ∆wnlk = wnlk −wn,l+1,k −wn,l,k+1 +wn,l+1,k+1 −wn+1,l,k +wn+1,l+1,k +
wn+1,l,k+1 −wn+1,l+1,k+1. We indicate (G ,B,Y )− lim∆w = ζ or ∆w → ζ ((G ,B,Y )) as n, l,k → ∞.

Definition 3.2. A triple sequence w = (wnlk) is named to be ∆-Cauchy in V w.r.t NN (G ,B,Y ) if for each ε ∈ (0,1) and λ > 0,

there are positive integers t0, t1, t2 such that G (∆wnlk −∆wpqr,λ )> 1−ε and B (∆wnlk −∆wpqr,λ )< ε,Y (∆wnlk −∆wpqr,λ )<
ε , whenever n, p ≥ t0, l,q ≥ t1, k,r ≥ t2.

Definition 3.3. A triple sequence w = (wnlk) is named to be ∆-statistical convergent to ζ in V w.r.t NN (G ,B,Y ) if for each

ε ∈ (0,1) and λ > 0,

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )≤ 1− ε or B (∆wnlk −ζ ,λ )≥ ε, Y (∆wnlk −ζ ,λ )≥ ε
})

= 0.

In this case, we denote st3
N(∆)− limwnlk = ζ .

Definition 3.4. A triple sequence w = (wnlk) is named to be ∆-statistically Cauchy in V w.r.t NN (G ,B,Y ) if for each ε ∈ (0,1)
and λ > 0, there are positive integers U, V and Y such that

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −∆wpqr,λ )≤ 1− ε or

B (∆wnlk −∆wpqr,λ )≥ ε, Y (∆wnlk −∆wpqr,λ )≥ ε

})

= 0

for all n, p ≥U, l,q ≥V , k,r ≥ Y .

Lemma 3.5. For each ε ∈ (0,1) and λ > 0, the subsequent cases are equivalent.

(a) st3
N(∆)− limwnlk = ζ .

(b)

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ξ ,λ )≤ 1− ε or

B (∆wnlk −ξ ,λ )≥ ε, Y (∆wnlk −ξ ,λ )≥ ε

})

= 0,

(c)

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ξ ,λ )> 1− ε and

B (∆wnlk −ξ ,λ )< ε, Y (∆wnlk −ξ ,λ )< ε

})

= 1,

(d)

st3
N(∆)− limG (∆wnlk −ξ ,λ ) = 1 and

st3
N(∆)− limB (∆wnlk −ξ ,λ ) = 0,

st3
N(∆)− limY (∆wnlk −ξ ,λ ) = 0.
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Proof. (a)⇒ (b) Presume that st3
N(∆)− limwnlk = ζ . Then, we get for each ε ∈ (0,1) and λ > 0,

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )≤ 1− ε or

B (∆wnlk −ζ ,λ )≥ ε, Y (∆wnlk −ζ ,λ )≥ ε

})

= 0.

(b)⇒ (c) Take ε ∈ (0,1) and λ > 0. Then, we acquire

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ξ ,λ )> 1− ε and

B (∆wnlk −ξ ,λ )< ε, Y (∆wnlk −ξ ,λ )< ε

})

= 1−δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ξ ,λ )≤ 1− ε or

B (∆wnlk −ξ ,λ )≥ ε, Y (∆wnlk −ξ ,λ )≥ ε

})

= 1.

(c)⇒ (d) Take ε ∈ (0,1) and λ > 0. Then, we obtain

{

(n, l,k) ∈ N3 : |G (∆wnlk −ξ ,λ )−1| ≥ ε
}

=
{

(n, l,k) ∈ N3 : G (∆wnlk −ξ ,λ )≤ 1− ε
}

∪
{

(n, l,k) ∈ N3 : G (∆wnlk −ξ ,λ )≥ 1+ ε
}

.

Therefore, we have

δ3

({

(n, l,k) ∈ N3 : |G (∆wnlk −ξ ,λ )−1| ≥ ε
})

= δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ξ ,λ )≤ 1− ε
})

+δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ξ ,λ )≥ 1+ ε
})

.

Since,

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ξ ,λ )≤ 1− ε
})

= 0 and

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ξ ,λ )≥ 1+ ε
})

= 0

we get

δ3

({

(n, l,k) ∈ N3 : |G (∆wnlk −ξ ,λ )−1| ≥ ε
})

= 0.

So st3
N(∆)− limG (∆wnlk −ξ ,λ ) = 1. Similarly, we obtain st3

N(∆)− limB (∆wnlk −ξ ,λ ) = 0, st3
N(∆)− limY (∆wnlk −ξ ,λ ) =

0.

Theorem 3.6. If w = (wnlk) is ∆-statistically convergent to ζ in V w.r.t NN (G ,B,Y ), then st3
N(∆)− limwnlk is determined

unique.

Proof. Let st3
N(∆)− limwnlk = ζ1 and st3

N(∆)− limwnlk = ζ2, where ζ1 6= ζ2. For a given ε ∈ (0,1) select ν ∈ (0,1) such that

(1−ν)∗ (1−ν)> 1− ε and ν♦ν < ε . For any λ > 0, we identify the subsequent sets:

FG ,1 (ν ,λ ) =
{

(n, l,k) ∈ N3 : G (∆wnlk −ξ1,λ )≤ 1−ν
}

FG ,2 (ν ,λ ) =
{

(n, l,k) ∈ N3 : G (∆wnlk −ξ2,λ )≤ 1−ν
}

FB,1 (ν ,λ ) =
{

(n, l,k) ∈ N3 : B (∆wnlk −ξ1,λ )≥ ν
}

FB,2 (ν ,λ ) =
{

(n, l,k) ∈ N3 : B (∆wnlk −ξ2,λ )≥ ν
}

FY ,1 (ν ,λ ) =
{

(n, l,k) ∈ N3 : Y (∆wnlk −ξ1,λ )≥ ν
}

FY ,2 (ν ,λ ) =
{

(n, l,k) ∈ N3 : Y (∆wnlk −ξ2,λ )≥ ν
}

Since st3
N(∆)− limwnlk = ζ1, we say

δ3

(

FG ,1 (ν ,λ )
)

= δ3

(

FB,1 (ν ,λ )
)

= δ3

(

FY ,1 (ν ,λ )
)

= 0

for all λ > 0. In addition, utilizing st3
N(∆)− limwnlk = ζ2, we acquire

δ3

(

FG ,2 (ν ,λ )
)

= δ3

(

FB,2 (ν ,λ )
)

= δ3

(

FY ,2 (ν ,λ )
)

= 0

for all λ > 0.
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Now, take

FG ,B,Y (ν ,λ ) :=
(

FG ,1 (ν ,λ )∪FG ,2 (ν ,λ )
)

∩
(

FB,1 (ν ,λ )∪FB,2 (ν ,λ )
)

∩
(

FY ,1 (ν ,λ )∪FY ,2 (ν ,λ )
)

.

Then, contemplate that δ3

(

FG ,B,Y (ν ,λ )
)

= 0 that implies δ3

(

N3�FG ,B,Y (ν ,λ )
)

= 1. If (n, l,k) ∈ N3�FG ,B,Y (ν ,λ ),

then we get three possible situations. The former is the situation of (n, l,k) ∈ N3�
(

FG ,1 (ν ,λ )∪FG ,2 (ν ,λ )
)

, the second is

(n, l,k) ∈N3�
(

FB,1 (ν ,λ )∪FB,2 (ν ,λ )
)

and the third is (n, l,k) ∈N3�
(

FY ,1 (ν ,λ )∪FY ,2 (ν ,λ )
)

. First think that (n, l,k) ∈
N3�

(

FG ,1 (ν ,λ )∪FG ,2 (ν ,λ )
)

. Then, we acquire

G (ξ1 −ξ2,λ )≥ G

(

∆wnlk −ξ1,
λ

2

)

∗G

(

∆wnlk −ξ2,
λ

2

)

> (1−ν)∗ (1−ν) .

Since (1−ν)∗ (1−ν)> 1− ε , we have G (ξ1 −ξ1,λ )> 1− ε . Since ε ∈ (0,1) was arbitrary, we get G (ξ1 −ξ2,λ ) = 1 for

all λ > 0 which means that ξ1 = ξ2. At the same time, if (n, l,k) ∈ N3�
(

FB,1 (ν ,λ )∪FB,2 (ν ,λ )
)

, we can see

B (ξ1 −ξ2,λ )< B

(

∆wnlk −ξ1,
λ

2

)

♦B

(

∆wnlk −ξ2,
λ

2

)

< ν♦ν .

Since ν♦ν < ε , we get B (ξ1 −ξ2,λ )< ε . Since ε ∈ (0,1) was arbitrary, we acquire B (ξ1 −ξ2,λ ) = 0 for all λ > 0 which

means that ξ1 = ξ2. If we observe the third case, we see that ξ1 = ξ2. Hence, in all conditions, we obtain st3
N(∆)− limwnlk is

determined unique.

Theorem 3.7. Let w = (wnlk) be a sequence in V . If ∆w → ζ ((G ,B,Y )), then st3
N(∆)− limw = ζ .

Proof. By supposition, for every λ > 0 and ε ∈ (0,1), there is a k0 ∈ N such that

G (∆wnlk −ζ ,λ )> 1− ε and B (∆wnlk −ζ ,λ )< ε, Y (∆wnlk −ζ ,λ )< ε

for every n ≥ k0, l ≥ k0,k ≥ k0. This assurances that the set

{

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )≤ 1− ε or B (∆wnlk −ζ ,λ )≥ ε, Y (∆wnlk −ζ ,λ )≥ ε
}

has at most finitely many terms. Every finite subset of the N has density zero, so we acquire

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )≤ 1− ε or B (∆wnlk −ζ ,λ )≥ ε, Y (∆wnlk −ζ ,λ )≥ ε
})

= 0

gives the result. Hence, st3
N(∆)− limwnlk = ζ .

The subsequent example indicates that the converse of Theorem 3.7 is not valid.

Example 3.8. Let (F,‖.‖) be a NS. For each a,b ∈ [0,1], select the TN a∗b = ab and the TC a♦b = min{a+b,1}. For every

w = (wnlk) ∈ F and each λ > 0, we contemplate G (w,λ ) = λ
λ+‖w‖ , B (w,λ ) = ‖w‖

λ+‖w‖ and Y (w,λ ) = ‖w‖
λ . Then V is an NNS.

We identify a sequence (wnlk) by

wnlk =

{

1, n = k2, l = v2,k = t2 (k,v, t ∈ N)

0, otherwise.

Consider

Apqr (ε,λ ) =

{

n ≤ p, l ≤ q,k ≤ r : G (wnlk −ξ ,λ )≤ 1− ε or

B (wnlk −ξ ,λ )≥ ε , Y (wnlk −ξ ,λ )≥ ε

}

for every ε ∈ (0,1) and for any λ > 0. Then we acquire

Apqr (ε,λ ) =
{

n ≤ p, l ≤ q,k ≤ r : λ
λ+‖wnlk‖ ≤ 1− ε or

‖wnlk‖
λ+‖wnlk‖ ≥ ε ,

‖wnlk‖
λ ≥ ε

}

=
{

n ≤ p, l ≤ q,k ≤ r : ‖wnlk‖ ≥ λε
1−ε , or ‖wnlk‖ ≥ λε

}

= {n ≤ p, l ≤ q,k ≤ r : ‖wnlk‖= 1}
=
{

n ≤ p, l ≤ q,k ≤ r : n = k2, l = v2,k = t2 (k,v, t ∈ N)
}
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we get

1

pqr

∣

∣Apqr (ε ,λ )
∣

∣=
1

pqr

∣

∣

{

n ≤ p, l ≤ q,k ≤ r : n = k2
, l = v2

,k = t2 (k,v, t ∈ N)
}∣

∣≤
√

pqr

pqr

which means that limpqr→∞
1

pqr

∣

∣Apqr (ε,λ )
∣

∣= 0. Hence, we have st3
N(∆)− limwnlk = 0. However, the sequence w = (wnlk) is

not ∆-convergent in the space (F,‖.‖).

Theorem 3.9. Take NNS as V . Then, st3
N(∆)− limwnlk = ζ iff there is a subset

K =
{

(n, l,k) ∈ N3 : n, l,k = 1,2,3, ...
}

⊂ N3

such that δ3 (K) = 1 and (G ,B,Y )− lim(n,l,k)∈K,n,l,k→∞ ∆wnlk = ζ .

Proof. Presume that st3
N(∆)− limwnlk = ζ . Then, for every λ > 0 and j ≥ 1,

K ( j,λ ) =

{

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )> 1− 1

j
and B (∆wnlk −ζ ,λ )<

1

j
, Y (∆wnlk −ζ ,λ )<

1

j

}

and

M ( j,λ ) =

{

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )≤ 1− 1

j
or B (∆wnlk −ζ ,λ )≥ 1

j
, Y (∆wnlk −ζ ,λ )≥ 1

j

}

.

Then δ3 (M ( j,λ )) = 0 since

K ( j,λ )⊃ K ( j+1,λ ) (3.1)

and

δ3 (K ( j,λ )) = 1 (3.2)

for λ > 0 and j ≥ 1. Now we need to show that for (n, l,k) ∈ K ( j,λ ) the triple sequence w = (wnlk) is ∆-convergent to ζ ∈ F

w.r.t NN (G ,B,Y ). Suppose w = (wnlk) be not ∆-convergent to ζ ∈ F w.r.t NN (G ,B,Y ). Therefore, there are β > 0 and

k0 > 0 such that G (∆wnlk −ζ ,λ ) ≤ 1−β or B (∆wnlk −ζ ,λ ) ≥ β , Y (∆wnlk −ζ ,λ ) ≥ β for all n ≥ k0, l ≥ k0,k ≥ k0. Let

β >
1
j

and

K (β ,λ ) =
{

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )> 1−β and B (∆wnlk −ζ ,λ )< β , Y (∆wnlk −ζ ,λ )< β
}

.

Then, we have δ3 (K (β ,λ )) = 0. Since β >
1
j
, by (3.1) we get δ3 (K ( j,λ )) = 0, which contradicts by (3.2). Therefore,

w = (wnlk) is ∆-convergent to ζ ∈ F w.r.t NN (G ,B,Y ).
Conversely presume that there is a subset K =

{

(n, l,k) ∈ N3 : n, l,k = 1,2,3, ...
}

⊂N3 such that δ3 (K)= 1 and (G ,B,Y )−
lim(n,l,k)∈K,n,l,k→∞ ∆wnlk = L. Then for every λ > 0 and ε ∈ (0,1), there is k0 ∈ N such that G (∆wnlk −ζ ,λ ) > 1− ε and

B (∆wnlk −ζ ,λ )< ε , Y (∆wnlk −ζ ,λ )< ε for all n ≥ k0, l ≥ k0,k ≥ k0. Let

M (ε,λ ) :=
{

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )≤ 1− ε or B (∆wnlk −ζ ,λ )≥ ε, Y (∆wnlk −ζ ,λ )≥ ε
}

⊆ N3 −
{(

nk0+1, lk0+1kk0+1

)

,
(

nk0+2, lk0+2kk0+2

)

, ...
}

and as a consequence δ3 (M (ε,λ ))≤ 1−1 = 0. Hence st3
N(∆)− limwnlk = ζ . Then, the desired result has been acquired.

Definition 3.10. Let V be an NNS, then ζ is named a ∆-limit point of the sequence w = (wnlk) w.r.t NN (G ,B,Y ) on condition

that there is a subsequence of the sequence w which ∆-converges to ζ w.r.t NN (G ,B,Y ). Let L3
(G ,B,Y )(∆) (w), indicate

the set of all limit points of the sequence w w.r.t NN (G ,B,Y ). Let
{(

wn( j1)l( j2)k( j3)

)}

be a subsequence of w = (wnlk) and

P =
{

(n( j1) , l ( j2) ,k ( j3)) ∈ N3, j1, j2, j3 ∈ N
}

, then we contract
{(

wn( j1)l( j2)k( j3)

)}

by {w}P, which in case δ3 (P) = 0, {w}P

is named a thin subsequence or subsequence of density zero. At the same time, {w}P is a non-thin subsequence of w if P does

not have density zero.

Definition 3.11. Let V be an NNS. Then, ζ is named a ∆-statistical limit point of the sequence w = (wnlk) w.r.t NN (G ,B,Y )
on condition that there is a non-thin subsequence of w that ∆-converges to ζ ∈V w.r.t NN (G ,B,Y ). In that case, we say ζ is

stN(∆)-limit point of sequence w. Throughout Λ
3
N(∆) (w) demonstrates the set of all st3

N(∆)-limit point of sequence w.
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Definition 3.12. Let V be an NNS. Then, ζ is named a ∆-statistical cluster point of the sequence w = (wnlk) w.r.t NN (G ,B,Y )
on condition that for every λ > 0 and ε ∈ (0,1),

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )> 1− ε and

B (∆wnlk −ζ ,λ )< ε, Y (∆wnlk −ζ ,λ )< ε

})

> 0

where δ3 = limsupδ3. In that case, we say that ζ is st3
N(∆)-cluster point of sequence w. Throughout Cl3

N(∆) (w) indicates the set

of all st3
N(∆)-cluster point of sequence w.

Definition 3.13. A NNS V is called to be ∆-complete if every ∆-Cauchy sequence is ∆-convergent in V w.r.t NN (G ,B,Y ).

Theorem 3.14. Let V be an NNS. Then, for any sequence w = (wnlk) ∈V , Λ
3
N(∆) (w)⊂Cl3

N(∆) (w) .

Proof. Let ζ ∈ ΛN(∆) (w), then there is a non-thin subsequence
(

wn( j1)l( j2)k( j3)

)

of w that ∆-converges to ζ ∈ V w.r.t NN

(G ,B,Y ), i.e.

δ3

({

(n( j1) , l ( j2) ,k ( j3)) ∈ N3 : G
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

> 1− ε

and B
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

< ε, Y
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

< ε

})

= d > 0.

Since
{

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )> 1− ε and B (∆wnlk −ζ ,λ )< ε, Y (∆wnlk −ζ ,λ )< ε
}

⊇
{

(n( j1) , l ( j2) ,k ( j3)) ∈ N3 : G
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

> 1− ε

and B
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

< ε, Y
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

< ε

}

.

For every λ > 0 and ε ∈ (0,1), we obtain
{

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )> 1− ε and B (∆wnlk −ζ ,λ )< ε, Y (∆wnlk −ζ ,λ )< ε
}

⊇
{

(n( j1) , l ( j2) ,k ( j3)) ∈ N3 : j1, j2, j3 ∈ N
}

�

{

(n( j1) , l ( j2) ,k ( j3)) ∈ N3 : G
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

≤ 1− ε

or B
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

≥ ε, Y
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

≥ ε

}

.

Since
{(

wn( ji)l( j2)k( j3)

)}

is ∆-convergent to ζ w.r.t the NN (G ,B,Y ), the set

{

(n( j1) , l ( j2) ,k ( j3)) ∈ N3 : G
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

≤ 1− ε

or B
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

≥ ε, Y
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

≥ ε

}

is finite, for any ε ∈ (0,1), so

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )> 1− ε and B (∆wnlk −ζ ,λ )< ε, Y (∆wnlk −ζ ,λ )< ε
})

≥ δ3

({

(n( j1) , l ( j2) ,k ( j3)) ∈ N3 : j1, j2, j3 ∈ N
})

−δ3

({

(n( j1) , l ( j2) ,k ( j3)) ∈ N3 : G
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

≤ 1− ε

or B
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

≥ ε, Y
(

∆wn( j1)l( j2)k( j3)−ζ ,λ
)

≥ ε

})

.

Hence

δ3

({

(n, l,k) ∈ N3 : G (∆wnlk −ζ ,λ )> 1− ε and

B (∆wnlk −ζ ,λ )< ε, Y (∆wnlk −ζ ,λ )< ε

})

> 0,

which gives ζ ∈Cl3
N(∆) (w) . Therefore, we acquire Λ

3
N(∆) (w)⊂Cl3

N(∆) (w).

Theorem 3.15. For any sequence w = (wnlk) ∈V , Cl3
N(∆) (w)⊂ L3

(G ,B,Y )(∆) (w) .

Proof. Let ζ ∈Cl3
N(∆) (w), then

δ3

({

(n, l,k) ∈ N3 : G (∆xnlk −ζ ,λ )> 1− ε and B (∆xnlk −ζ ,λ )< ε, Y (∆xnlk −ζ ,λ )< ε
})

> 0

for every λ > 0 and ε ∈ (0,1). Let {w}P be a non-thin subsequence of w such that

P =

{

(n( j1) , l ( j2) ,k ( j3)) ∈ N3 : G
(

∆xn( j1)l( j2)k( j3)−ζ ,λ
)

> 1− ε and

B
(

∆xn( j1)l( j2)k( j3)−ζ ,λ
)

< ε , Y
(

∆xn( j1)l( j2)k( j3)−ζ ,λ
)

< ε

}

for each ε ∈ (0,1) and δ3 (P) 6= 0. Since there are infinitely many elements in P, ζ ∈ L3
(G ,B,Y )(∆) (w). Therefore, we obtain

Cl3
N(∆) (w)⊂ L3

(G ,B,Y )(∆) (w).
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Theorem 3.16. For any sequence w = (wnlk) ∈V , st3
N(∆)− limwnlk = ζ , gives Λ

3
N(∆) (w) =Cl3

N(∆) (w) = {ζ} .

Proof. First we denote that Λ
3
N(∆) (w) = {ζ}. Presume that Λ

3
N(∆) (w) = {ζ ,η} such that ζ 6= η . In that case, there are two

non-thin subsequences
{(

wn( j1)l( j2)k( j3)

)}

and
{(

wp( j1)q( j2)r( j3)

)}

of w = (wnlk) those ∆-converge to ζ and η respectively w.r.t

the NN (G ,B,Y ). Since
{(

wp( j1)q( j2)r( j3)

)}

is ∆-convergent to η w.r.t the NN (G ,B,Y ), so for every λ > 0 and ε ∈ (0,1),

P =

{

(p( j1) ,q( j2) ,r ( j3)) ∈ N3 : G
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

≤ 1− ε or

B
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

≥ ε, Y
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

≥ ε

}

is a finite set and so δ3 (P) = 0. Then, we observe that

{

(p( j1) ,q( j2) ,r ( j3)) ∈ N3 ∈ N3, j1, j2, j3 ∈ N
}

=

{

(p( j1) ,q( j2) ,r ( j3)) ∈ N3 : G
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

> 1− ε and

B
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

< ε, Y
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

< ε

}

∪
{

(p( j1) ,q( j2) ,r ( j3)) ∈ N3 : G
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

≤ 1− ε or

B
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

≥ ε, Y
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

≥ ε

}

which gives that

δ3

({

(p( j1) ,q( j2) ,r ( j3)) ∈ N3 : G
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

> 1− ε and

B
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

< ε, Y
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

< ε

})

6= 0. (3.3)

Since st3
N(∆)− limwnlk = ζ , we get

δ3

({

(n,k, l) ∈ N3 : G (∆xnkl −ζ ,λ )≤ 1− ε or

B (∆xnkl −ζ ,λ )≥ ε, Y (∆xnkl −ζ ,λ )≥ ε

})

= 0, (3.4)

for every λ > 0 and ε ∈ (0,1). Therefore, we can write

δ3

({

(n,k, l) ∈ N3 : G (∆xnkl −ζ ,λ )> 1− ε and

B (∆xnkl −ζ ,λ )< ε, Y (∆xnkl −ζ ,λ )< ε

})

6= 0.

For every ζ 6= η , we get

{

(p( j1) ,q( j2) ,r ( j3)) ∈ N3 : G
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

> 1− ε and

B
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

< ε, Y
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

< ε

}

∩
({

(n,k, l) ∈ N3 : G (∆xnkl −ζ ,λ )> 1− ε and

B (∆xnkl −ζ ,λ )< ε, Y (∆xnkl −ζ ,λ )< ε

})

= /0.

Hence

{

(p( j1) ,q( j2) ,r ( j3)) ∈ N3 : G
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

> 1− ε and

B
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

< ε, Y
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

< ε

}

⊂
{

(n,k, l) ∈ N3 : G (∆xnkl −ζ ,λ )≤ 1− ε or

B (∆xnkl −ζ ,λ )≥ ε, Y (∆xnkl −ζ ,λ )≥ ε

}

.

Therefore

δ3

({

(p( j1) ,q( j2) ,r ( j3)) ∈ N3 : G
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

> 1− ε and

B
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

< ε, Y
(

∆xp( j1)q( j2)r( j3)−η ,λ
)

< ε

})

≤ δ3

({

(n,k, l) ∈ N3 : G (∆xnkl −ζ ,λ )≤ 1− ε or

B (∆xnkl −ζ ,λ )≥ ε, Y (∆xnkl −ζ ,λ )≥ ε

})

= 0.

This contradicts (3.3). Hence Λ
3
N(∆) (w) = {ζ} .

Next we demonstrate that Cl3
N(∆) (w) = {ζ}. Presume that Cl3

N(∆) (w) = {ζ ,γ} such that ζ 6= γ . Then

δ3

({

(n,k, l) ∈ N3 : G (∆xnkl − γ,λ )> 1− ε and

B (∆xnkl − γ,λ )< ε , Y (∆xnkl − γ,λ )< ε

})

6= 0. (3.5)
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Since

{

(n,k, l) ∈ N3 : G (∆xnkl −ζ ,λ )> 1− ε and

B (∆xnkl −ζ ,λ )< ε, Y (∆xnkl −ζ ,λ )< ε

}

∩
{

(n,k, l) ∈ N3 : G (∆xnkl − γ,λ )> 1− ε and

B (∆xnkl − γ,λ )< ε, Y (∆xnkl − γ,λ )< ε

}

= /0

for every ζ 6= γ , so

{

(n,k, l) ∈ N3 : G (∆xnkl −ζ ,λ )≤ 1− ε or

B (∆xnkl −ζ ,λ )≥ ε, Y (∆xnkl −ζ ,λ )≥ ε

}

⊇
{

(n,k, l) ∈ N3 : G (∆xnkl − γ,λ )> 1− ε and

B (∆xnkl − γ,λ )< ε, Y (∆xnkl − γ,λ )< ε

}

.

Therefore

δ3

({

(n,k, l) ∈ N3 : G (∆xnkl −ζ ,λ )≤ 1− ε or

B (∆xnkl −ζ ,λ )≥ ε, Y (∆xnkl −ζ ,λ )≥ ε

})

≥ δ3

({

(n,k, l) ∈ N3 : G (∆xnkl − γ,λ )> 1− ε and

B (∆xnkl − γ,λ )< ε, Y (∆xnkl − γ,λ )< ε

})

.

(3.6)

From (3.5), the right hand side of (3.6) is greater than zero and from (3.4) the left hand side of (3.6) equals zero. This causes a

contradiction. Hence Cl3
N(∆) (w) = {ζ}.

Theorem 3.17. The set Cl3
N(∆) is closed in V for each w = (wnlk) of elements of V .

Proof. Let q ∈Cl3
N(∆)

(w). Let r ∈ (0,1) and λ > 0, there is σ ∈Cl3
N(∆) (w)∩B(q,r,λ ) such that

B(q,r,λ ) = {s ∈V : G (q− s,λ )> 1− r and B (q− s,λ )< r, Y (q− s,λ )< r}

Select ξ > 0 such that B(ξ ,σ ,λ )⊂ B(q,r,λ ). Then, we get

{

(n,k, l) ∈ N3 : G (q−∆wnkl ,λ )> 1− r and

B (q−∆wnkl ,λ )< r, Y (q−∆wnkl ,λ )< r

}

⊃
{

(n,k, l) ∈ N3 : G (σ −∆wnkl ,λ )> 1−ξ and

B (σ −∆wnkl ,λ )< ξ , Y (σ −∆wnkl ,λ )< ξ

}

.

Since σ ∈Cl3
N(∆) (w) so

δ3

({

(n,k, l) ∈ N3 : G (σ −∆wnkl ,λ )> 1−ξ and

B (σ −∆wnkl ,λ )< ξ , Y (σ −∆wnkl ,λ )< ξ

})

> 0.

Hence

δ3

({

(n,k, l) ∈ N3 : G (q−∆xnkl ,λ )> 1− r and

B (q−∆xnkl ,λ )< r, Y (q−∆xnkl ,λ )< r

})

> 0.

Thus q ∈Cl3
N(∆) (w). This ends the proof.
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[14] Ö. Kişi, Ideal convergence of sequences in neutrosophic normed spaces, J. Intell. Fuzzy Syst., 41(2) (2021), 2581-2590.

[15] V. A. Khan, M. D. Khan, M. Ahmad, Some new type of lacunary statistically convergent sequences in neutrosophic normed

space, Neutrosophic Sets Syst., 42 (2021), 239-252.

[16] A. Zygmund, Trigonometric Series, Cambridge University Press, Cambridge, UK, 1979.

[17] H. Fast, Sur la convergence statistique, Colloq. Math., 2 (1951), 241-244.

[18] J. A. Fridy, On statistical convergence, Analysis, 5 (1985), 301-313.
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1. A new order relation for set approach

There is a subtle error in the proof of Proposition 3.11 in [1]. So, Proposition 3.11 in [1] needs to be restate. The main results of

the paper are not effected from this erratum. The following example can be given as a counter example for Proposition 3.11 (i)

in [1]:

Example 1.1. Let Y = R
2, K = {(x,y) ∈ R

2 | y = x and x ≥ 0}, A = {(x,y) ∈ R
2 | y = x} and B = {0

R2}. Then, we can find

a ∈ A and b ∈ B such that b ≤K a. But, A �ℓ1 B is not satisfied.

I want to put the following proposition instead of Proposition 3.11 in [1]:

Proposition 1.2. Let A,B ∈ P(Y ). If b ≤K a for all a ∈ A and all b ∈ B, then A �ℓ1 B.

Proof. Assume that b ≤K a for all a ∈ A and all b ∈ B. By contradiction, suppose that A 6�l1 B. Then, (B⊖ℓ A)∩K = /0, and

we have k+A 6⊂ B+K for all k ∈ K. By setting k = 0Y ∈ K, we have A 6⊂ B+K. Hence, there exists a ∈ A with a 6∈ B+K.

Consequently, it holds a 6∈ b+K for all b ∈ B and therefore, b 6≤K a for all b ∈ B, which is contradict.

Besides of all them, we can easily show that the order relation �3 implies the order relation �ℓ1 , where the order of sets

should be changed. That is, if B �3 A (or A ⊂ B+K) for any A,B ∈ P(Y ), then A �ℓ1 B. But, the inverse inclusion may not be

true. For example, let Y = R
2, K = R

2
+, A = (−1,0) and B = (0,0), where R

2
+ is nonnegative orthant of the space. Although

A �ℓ1 B, we have B 6�3 A.
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