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Abstract

Tuberculosis (TB) remains a formidable global health challenge, demanding effective control strategies
to alleviate its burden. In this study, we introduce a comprehensive mathematical model to unravel
the intricate dynamics of TB transmission and assess the efficacy and cost-effectiveness of diverse
intervention strategies. Our model meticulously categorizes the total population into seven distinct
compartments, encompassing susceptibility, vaccination, diagnosed infectious, undiagnosed infectious,
hospitalized, and recovered individuals. Factors such as susceptible individual recruitment, the impact
of vaccination, immunity loss, and the nuanced dynamics of transmission between compartments are
considered. Notably, we compute the basic reproduction number, providing a quantitative measure
of TB transmission potential. Through this comprehensive model, our study aims to offer valuable
insights into optimal control measures for TB prevention and control, contributing to the ongoing
global efforts to combat this pressing health challenge.
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1 Introduction

Tuberculosis (TB) is a highly infectious disease caused by the bacterium Mycobacterium tubercu-
losis. It primarily affects the lungs but can also target other organs such as the kidneys, spine, and
brain. TB is a significant global health concern, with a long history of affecting humanity. Despite
the advances in healthcare, it remains a major cause of morbidity and mortality worldwide. In
this introduction, we will provide an overview of the epidemiology of tuberculosis, including
disease burden, transmission, symptoms, and control measures [1, 2].

Tuberculosis is one of the top 10 causes of death worldwide, accounting for significant morbidity
and mortality. According to the World Health Organization (WHO), in 2020, an estimated 10
million people fell ill with TB, and 1.5 million died from the disease. Approximately 95% of TB
deaths occur in low- and middle-income countries, with sub-Saharan Africa and Asia bearing
the highest burden. The disease disproportionately affects vulnerable populations, such as those
living with HIV, malnourished individuals, and those with compromised immune systems. TB is
primarily transmitted through the air when an infected individual coughs, sneezes, speaks, or
sings, releasing droplets containing the bacteria. People in close contact with an active TB patient,
especially in crowded and poorly ventilated settings, are at higher risk of contracting the infection.
It is worth noting that not everyone exposed to the bacteria becomes infected. Factors such as
the infectiousness of the source case, duration of exposure, proximity, and individual immunity
contribute to the likelihood of transmission [3, 4].

The clinical presentation of TB can vary depending on the site of infection and the individual’s
immune response. Pulmonary tuberculosis, the most common form, often presents with symptoms
such as persistent cough, chest pain, weight loss, fatigue, night sweats, and hemoptysis (coughing
up blood). Extra-pulmonary TB can affect various organs, leading to symptoms specific to those
sites. However, some individuals may remain asymptomatic, referred to as latent TB infection,
with no signs of active disease but carrying the bacteria and being at risk of developing active TB in
the future [5, 6]. The control of TB relies on a comprehensive approach that includes early detection,
prompt treatment, and preventive interventions. Key strategies involve active case finding
through targeted screening and improved diagnostic techniques. The introduction of GeneXpert
and other rapid molecular tests has greatly enhanced the detection of TB and drug-resistant
strains. Treatment primarily consists of a combination of antibiotics administered over a specified
duration to ensure a cure and prevent the emergence of drug resistance. Furthermore, preventive
measures such as isoniazid preventive therapy (IPT) for individuals with latent TB infection and
Bacillus Calmette-Guérin (BCG) vaccination in certain populations have demonstrated efficacy in
reducing the risk of TB transmission and progression. Strengthening health systems, ensuring
access to quality healthcare services, and addressing social determinants of TB are critical for
effective control and elimination efforts [7, 8]. Mathematical models have become valuable tools
in understanding the dynamics and control of tuberculosis (TB) epidemics. These models provide
insights into the complex interactions between various factors involved in TB transmission,
the impact of control measures, and the potential outcomes of different interventions. This
introduction discusses the existing mathematical models used to study TB, highlighting their
contributions and key findings. In recent years, numerous studies have utilized mathematical
models to explore effective strategies for disease control within populations [9-23]. Within the
realm of tuberculosis, several models have been developed and investigated to enhance our
understanding of transmission dynamics and control measures [24-28]. For instance, Yang et
al. [24] explored the role of partial therapy in tuberculosis transmission, shedding light on its
implications. Zhang et al. [25] studied a dynamical tuberculosis model that considered both
infected and non-infected compartments. Egonmwan and Daniel developed a model to determine
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the rate of treatment and its impact on infected individuals, [26]. Investigations into the stability
of tuberculosis with partial treatment were conducted by Ullah et al. [27]. Additionally, Intan
et al. [28] investigated tuberculosis transmission by incorporating a latent group and assessing
the effects of vaccine administration. While these deterministic models have provided valuable
insights, there remains a gap in understanding the role of vaccination, contact rates, vaccine
efficacy, and coverage rates in disease control. Vaccination has long been recognized as a highly
effective preventive strategy against various diseases, including tuberculosis. It plays a crucial
role in protecting populations from infection and reducing the potential for community-wide
transmission. Therefore, considering these factors in disease modelling is essential for developing
robust control strategies. Further contributions to the dynamics of tuberculosis models can
be found in studies such as [29-37]. These investigations have expanded our knowledge of TB
dynamics, including the disease’s global stability and the impact of heterogeneity on its dispersion.
In this study, we aim to address the aforementioned research gap by developing a mathemat-
ical model for tuberculosis that incorporates vaccination, contact rates, vaccine efficiency, and
coverage rates. By considering these factors, we can gain a more comprehensive understanding
of the dynamics and control of tuberculosis in the population and ultimately contribute to the
development of effective strategies for disease prevention and control. The novelty of this study
lies in the comprehensive integration of various epidemiological factors within a structured com-
partmental model for Tuberculosis (TB) transmission. Specifically, the model incorporates detailed
compartments representing vaccinated individuals, diagnosed and undiagnosed infectious cases,
exposed individuals, hospitalizations, and recovered individuals. This granularity allows for
a nuanced analysis of TB dynamics, considering the different states of infection and treatment.
Additionally, the study introduces the concept of immunity loss in vaccinated individuals over
time, providing a realistic perspective on the long-term efficacy of TB vaccination programs. The
differentiation between diagnosed and undiagnosed cases, along with the varying progression
rates between these states and the hospitalization phase, adds complexity to the model, making
it more reflective of real-world scenarios. Furthermore, the consideration of distinct death rates
for diagnosed and undiagnosed infectious individuals, along with additional disease-induced
mortality in the hospitalized class, adds a layer of realism to the outcomes of the model. Overall,
the study’s novelty lies in its detailed and multifaceted approach, capturing the complexities of TB
transmission, vaccination dynamics, and disease progression, which provides a robust foundation
for understanding and potentially optimizing TB control strategies.

2 Model formulation

In this section, we develop a new model that describes the disease transmission between each com-
partment based on the health status of individuals in the population under consideration. In the
present work, we consider seven distinct populations. S(f) represents susceptible individuals not
exposed to TB infection, V() represents vaccinated individuals against TB infection, E(t) exposed
individuals to TB infection but not infectious, Ip represents diagnosed infectious individuals,
those in this category have been infected with TB and diagnosed in the hospital. I;; undiagnosed
infectious, those in this class have been infected with TB but not diagnosed in the hospital. H(t)
represent the hospitalised class and R(t) represents recovered individuals. The susceptible popula-
tion is increased due to the daily recruitment rate I, susceptible individuals received vaccination
against TB infection at a constant rate p, and lose immunity at a rate 7. We assume that individuals
vaccinated against TB infection lose immunity after a period of time and can be infected after
effective contact with diagnosed and undiagnosed infectious individuals at a reduced rate of 1-¢
so that the force of infection for the vaccinated individuals is at the rate (1 —¢)(zIp + Iy +zH)V
where z represent the reduction in the infection rate in undiagnosed infectious individuals. We
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Figure 1. Schematic illustration of the TB model. For illustration suitability, we defined Ay = B(zIp + Iiy + zH)
and Ay, = B(1—e¢)(zlp + Iy +zH)

also assume that only diagnosed, undiagnosed and hospitalised individuals can transfer the
infection, thus, the force of infection is given as (1 —¢)(zIp + Iyy + zH)S. There is a fraction k of
individuals who are diagnosed with TB and 1 — k undiagnosed, where ¢ is the progression rate to
infectious, 0 represent progression rate from undiagnosed class to diagnosed infectious class, # the
progression rate from diagnosed infectious to hospitalised class. Individuals in the hospitalised
class recover through hospital treatment at a rate y; and <, represent the natural recovery rate of
individuals in the undiagnosed class. The parameter y represents the natural death rate in all the
compartments, we assume that the disease-induced death rates in I;; and Ip occur at equal rates
61, while additional death due to the disease occurs in H at a rate é, with §; > J5.

The above illustration gives a clear picture of the disease dynamics and this can also be represented
in a system differential equations in (1), while the model’s compartmental flow diagram is shown
in Figure 1. Moreover, the description of model variables (compartments) are given in Table 1.

2—? =I11+1V—BS(zlp+ Iy+zH) — (1 +p)S,

ii_‘t/ — 05— B(1—&)(zIp + Iy +zH) — (4 + 1)V,

il_f = BS(zIp + Iy +zH) + B(1 —¢)(zIp + Iyy + zH)V — (¢ + u)E,

%3 = k¢E + 601y — (u + 61 +1)Ip, M
%U =(1—k)pE— (0 +pu+b1+72)1u,

”;ij =nlp—(p+d6+71)H,

dR

— =Yl H —uR.
T, Yo lu + 71 H
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Table 1. Description of the model variables

Variable | Description

S Susceptible class

Vv Vaccinated class

E Exposed humans

Ip Diagnosed infectious class
Iy

H

R

Undiagnosed infectious class
Hospitalised class
Recovered class

3 Model analysis

Fundamental properties of the TB model

It should be noted that all the parameters used for the TB model are non-negative since the model
depicts human population dynamics. On this note, it is called to show that all the seven state
variables of the proposed model are non-negative at all times.

Positivity and boundedness of solutions
It is easy to show that, from the first differential equation of model (1), the differential inequality
in (2) is satisfied

2_?+[5(21D+1u+zH)+(p+y)]S>0. 2)

The integrating factor related to the differential inequality (2) is
o { (o 1t-+ [ (BlIo(@) +21u(@) + HE@)i) |
The use of this integrating factor in (2) leads to
% [S(t) exp {—[(p + )t + J;(ﬁ(zlo(ﬂ?) + Iu(@) + zH(@))dw)] H >0,
so that
5(6) 2 50)exp {~[(p+ Wi+ [ (Blet (@) + lu(@) +2H(@)da)] } >0,

for all time time t > 0. The other six state variables V, E, Ip, I;;, H and R can be shown using a
similar approach. Thus, the solution set{S, V, E, Ip, I;;, H, R} is non-negative for all time ¢. This
leads to claiming the following result:

Theorem 1 Every solutions of the TB model (1), expressed by the set {S,V,E, Ip, I;, H, R}, with non-
negative initial conditions S(0), V(0), E(0), Ip(0), I;;(0), H(0), R(0), remain non-negative for all time
t > 0.

Moreover, it is sufficient to analyze the transmission dynamics of TB described by model (1) in a
biologically feasible region defined by

IT
Y = {(S,V,E,ID,IU,H,R) e]RZr:S+V+E+ID+Iu+H+R§ y}' 3)
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Following the ideas of the authors in [38-45], we can demonstrate that the region ¥ in (3) is
non-negative invariant. Thus, the solution of the model is contained in the region ¥ meaning that
the proposed TB model is well-posed.

Existence and stability analysis of equilibria

TB model (1) is rigorously analyzed with respect to the equilibrium points in this part. At steady
state, the TB model (1) becomes

T4tV —BS(zlp + Iy +zH) —m1S =0,

S —myV —B(1—¢)(zlp + Iy +zH)V =0,

BS(zIp + Iy +zH) + B(1 —¢)(zIp + Iy +zH)V —m3E = 0,

k$E + 01y — malp = 0, (4)
(1—k)pE —msly =0,

nlp —megH =0,

T2lu+71H—-puR =0,

where my = (p+p), my = (u+7),m3 = (¢ +p), my = (p+1+1), ms = (0 + p+ 1 +72),
and mg = (u + 62 + 71).
Disease-free equilibrium

The disease-free equilibrium (DFE) of the TB model (1) is obtained by setting E = Ip = I;y = H =0
in system (4). Thus, DFE, denoted by ()1, of model (1) is given by

m2H pH
plo+t+u) ulo+7+u)

Oy = (S, V' E* I, I}, H,RY) = ( ,0,0,0,0, O) . (5)

Effective reproduction number

To calculate the effective (or control) reproduction number of model (1), the popular next-
generation operator method and notation studied in depth by [46] is employed. Assume that
x ={E, Ip, I;, H} is the set of infected compartments. Then, the subsystem describing the dynam-
ics of these compartments is extracted from the TB model (1), and is given by

dE

i BS(zIp + Iy +zH) + (1 —¢)(zlp + Iy +zH)V — (¢ + n)E,
dl
d—f = kpE 4+ 0Ly — (u+ 61 + 1) Ip,

dly (6)
e (1—k)PE — (0 + p+ 61+ 72) Iy,

dH
T nIp — (u+ 92+ 71)H.

It follows from (6) that
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where
BS(zIp + Iy +zH) + B(1 —¢)V(zIp + Iy + zH)
0
F = ; : )
0
and
m3E
V= m4ID — K(PE — GIU (8)

m5lu — (1 — K)(PE
meH —1lp

From (7), the matrix F of new infection terms is derived as

Blma+(1—e)p]IT  zB[my+(1—e)p|]IT  plmy+(1—¢)p|I1

u(o+t+p) ulo+t+p) u(o+t+p)
r_| o0 0 0 0
0 0 0 0
0 0 0 0

Similarly, the matrix V of the transition terms and its inverse V1 are obtained from (8) as

ms 0 0 0
V— —K¢ my —60 0
| -(1-x)¢ 0 ms 0 |’
0 —n 0 mg
o 0 0 0
plmsx+6(1—x)) 1 0 0
V—l — mzmams my myms
(1-x)¢ 0 1 0
mams s
ne(msx+6(1—x)) 7 L 1
m3mgnisiig mame nyamsme Mg

Thus,

R. =G (FV_l) _ BII[my + (1 —e)pl{me[msx + 6(1 —x)] + zmyme(1 —x) 4 y[msx + 6(1 — )]}

, 9
mamymsmeu(p + T+ u)

where G represents the spectral radius of the next generation matrix FV~!. Following Theorem 2
in [46], the result in Lemma 1 holds which states that: The disease-free equilibrium, ()5, of the TB
model (1) is locally asymptotically stable (LAS) in ¥ if R, < 1 and unstable if R, > 1.

Endemic equilibrium

Let the endemic equilibrium (EE) of the TB model (1) be defined by

QZ — (S**, V**, E**, Il*j*, Ii(}*, H**,R**) . (10)
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Assume further that, in the steady state system (4), the force of infection at the endemic state is
defined by

A = B (2D + Iy + zH™). (11)

Then, solving the steady state system (4) with the hypothesis that E # 0, Ip # 0, Iy # 0, and
H # 0, we obtain

[[my + (1 —e)A™]

S = m) [+ (= O] — oty
v pll

{(A +my) [my + (1 —e) A — p1)
pee_ Ty (1= 1] + (1—e)p"

oma{(A**F +my)[my + (1 —e)A**] — pT}’

e TIglmsx + 6(1— )}l + (1— A% + (1— )™
b= mamyms{(A** +mq)[my + (1 —e)A**] — pt}
II(1—x)@p{[my + (1 —e)A™] + (1 —¢)p}A™

y (12)

= {4+ ) iy + (L—)A™] —p}
T Iy [msk + 0(1 —x){[ma + (1 —e)A™] + (1 —¢)ppA*™™
mamymsme{ (A + my)[my + (1 —)A**] — p7}
R — Hp[mame(1 —x)y2 +ny1[msk +0(1 —x)][{[ma + (1 —e)A™] + (1 - E)P}A**.

mamgmsmeu{ (A** 4+ mq)[my + (1 —e)A**| — pt}

Now, using the results of I1)", I}, and H** from (12) in the force of infection (11) and simplifying
yields the quadratic equation satisfied by the endemic equilibria of the TB model (1), and is given

by

ny (M) + mpA* 413 = 0, (13)
where
n = (1—¢)mamymsme,
ny = mgmymsmeg[my + (1 —¢e)mq]

—B(1 —e)TIp{mg[msk + 0(1 —x)] + zmyme(1 — k) + n[msx + 6(1 —x)]},
ny = mymymsmep(p+ T+ p) (1-TRe).

Thus, the endemic equilibrium (); of the TB model (1) is derived from (13) for a non-negative
values of A** and substituting back into the components of (); in (12). Thus, to obtain the required
solutions of (13), we arrive at the following assumptions: 1, is always positive, while 1, and n3
may be positive or negative depending on the signs of R.. That is,
n1 >0, n2:{>0' and n3:{>0 ifRe <1, (14)
< <0 ifR,>1.

4

From (14), the five cases below are obtained:

Case I If R, < 1, then n3 > 0 so that (13) has two non-negative roots when n, < 0.
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CaseII: If R, < 1, then n3 > 0 so that (13) has no non-negative roots (2 negative roots) when
ny < 0.

Case III: If R, > 1, then n3 < 0 so that (13) has one non-negative root when n, > 0.

Case IV: If R, > 1, then n3 < 0 so that (13) also has one non-negative root when n, < 0.

Case V: When R, = 1, Eq. (13) reduces to (n1A** + np) A** = 0. The trivial solution A** = 0
coincides with the disease-free equilibrium ()q, while the non-trivial solution A** = —22 is a
non-negative root when 7, < 0 and negative root (which is meaningless in the biological sense)
when n, > 0.

Consequently, the existence of the endemic equilibrium of model (1) is summarized as follows:

Theorem 2 The TB model has:

i. an endemic equilibrium provided that if ny > 0orny < 0and R, > 1,
ii. double endemic equilibria provided that if n, < 0and R, < 1,
iii. no endemic equilibrium otherwise whenever R, < 1.

The backward bifurcation has been studied subject to some TB models and those of other infectious
diseases” dynamics (For more details, see [47-49]). It points to a possible coexistence of equilibria
when the effective reproduction number is less than unity, in which case conditions of a backward
bifurcation at a disease-free and endemic equilibrium condition are satisfied. To rule out this
possibility and ensure the existence of a unique endemic equilibrium point for TB model (1), let
the vaccine efficacy, denoted by ¢, be set to 1. Hence, the quadratic equation (13) becomes

mA™ +n3 =0, (15)

so that ny = mymzmamsme, and ny = mamamsmep(p + T+ ) (1 — Rele=1), where

BIIpmo{me[msx 4+ 60(1 — )] + zmgme(1 —x) + y[msx + 0(1 — K)]}'

Rolq =
ele=1 m3m4m5m6,’l/l(/) + T+ ,”)

(16)

It can be seen that 17, > 0 and n3 > 0 whenever R,|.—1 < 1. It follows from (15) that A** = —Z—i <
0 at Rele—1 < 1. Therefore, the TB model (1), with € = 1, has no positive (endemic) equilibrium
at Rele—1 < 1. On the other hand, n3 < 0 at R|.—1; > 1, so that A** = —Z—i > 0. Thus, the TB
model (1), with ¢ = 1, has a unique positive (endemic) equilibrium when R.l.—; > 1. This result
is summarized as follows:

Theorem 3 The TB model (1) in the absence of imperfect vaccine (e = 1) has no endemic equilibrium
whenever Rele—1 < 1, and a unique endemic equilibrium exists if Rel.—1 > 1.

Global asymptotic dynamics of equilibria

Global stability of (),
Theorem 4 The given disease-free equilibrium )y in (5) of TB model (1) in the absence of imperfect vaccine
(e = 1) is globally asymptotically stable in the feasible region ¥ if Rel.—1 < 1.

Proof Consider the following Lyapunov functional U(E(t), Ip(t), I;;(t), H(t)) for TB model (1)
with ¢ = 1 defined by

U = bE+ byIp + b3l + byH, (17)
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where
by =1,
py = Prtllme 1)
mymep(o 4T+ p)’
by — my BmoIlgx(me + 1)
(1—x)p mymep(o+ 7+ pu)(1—x)¢’
,BmQH

YT meplp T )

Obviously, U(0) = 0, and U(E(t), Ip(t), Iy (t), H(t)) > 0, ¥ (E(t), Ip(t), Iy (t), H(t)) # 0, imply-
ing that U is positive definite. Furthermore, the time derivative of the Lyapunov functional (17)
along the solution path of the TB model (1) is obtained as

dU dE BmaIl(mg +1) dlp

AT At mameplp+ Tt ) dt

my Bmapx(me + 1) dly pmI1 dH
(1—x)p mymeu(p+7t+u)(1—x)p| dt ~ meu(p+ 7T+ pn) dt
pmal1(me +17)
mamep(p + T+ p)

= [IBS(ID +ZIu+H)—H13E] + [K¢+9[u—m4ID]

ms Bmo gk (me + 1) Bl

— 1-— E —ms] Ip —mgH]|.
205~ amante e 0 g (0 PE sl s o et
(18)
Since S < §* = #% in the positively-invariant region ¥, then by further simplification of
(18), we get
dU «  PBS*(me+n)0  BS*kp(me+n)ms  mzms
= < _
at — [‘BZS * My + myme(1—1x)¢ (1—x)¢
_ [55*{27714”16(1 —K)p+0(me + 1) (1 — )P + xPp(me + 7)ms}  mzms ] Iy
mame(1—x)¢ (1—x)¢
__m3ms {,Bmzl—lq){me,[myc +0(1 —x)] +zmyme(1 —x) +nmsk +0(1 —x)]} 1] I
(1—x)¢ mamamsieh (0 + T+ p)
_ M35 _
= A1) (Rele=1 —1) I

Since the variables and parameters of the TB model (1) are non-negative, it implies that ‘%J < 0if
and only if R.|.—=1 <1,and E = Ip = Iy = H = 0. Thus, by LaSalle’s invariance principle [50],

(E,Ip, Iy, H) — (0,0,0,0) as t — oo. (19)

It therefore follows from the first and second equations of TB model (1) that tlim (S(t),V(t)) =
—00

moI1 oIl . . . .
<y(p e Mo ey ) , while tlg(r)lo R(t) = 0 from the last equation of the model. Therefore, every

solution that starts in ¥ converges to () as t — co whenever R|.—1 < 1.
4 Numerical simulation

In this section, we run a numerical simulation using the formulated model described in system (1)
to examine TB dynamics under different control interventions. We first investigate the impact of
vaccination as a preventive intervention in mitigating the burden of TB in the human population.
This was achieved by simulating the impact of the vaccination rate of TB-susceptible individuals
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with different levels of vaccine efficacy. Following this, the impact of the detection rate of TB
infection, the hospitalization rate of diagnosed TB-infectious individuals, and the recovery rate of
hospitalized individuals were examined to understand the impact of these control interventions
on mitigating TB burden in the populace. The combination of all aforementioned interventions
was then simulated to explore the optimum impact on the control of tuberculosis in the human
population. The values of parameters used for simulation are given in Table 2.

Table 2. Model parameter values and description

Parameter | Description Value Source

IT Recruitment rate 5 [51]

0 Vaccination rate 0.1-0.98 [51]

T Vaccine wane rate 0.067 [51]
€ Vaccine efficacy rate 0-1 [51]

B Effective contact rate 0.6501 [51]

U Natural death rate 0.0148 [51]

1 Progression rate from diagnosed infectious to hospitalised class 0.60 Assumed
1 TB induced death rate 0.10 [51]

02 TB induced death rate 0.05 Assumed
0 Progression rate from undiagnosed to diagnosed infectious class 0.45 Assumed

7 Rate of recovery after hospital treatment 0.01 [51]

72 Natural recovery rate of undiagnosed infectious 0.005 Assumed
z Reduction in infectious rate for diagnosed and hospitalized infectious 0.5 Assumed
k fraction of individuals who are diagnosed of TB 0.40 Assumed
¢ Progression rate to infectious 0.00375 [51]

The total TB infected population in Figure 2, Figure 3, and Figure 4 are in thousand. It is observed
that the variation in parameters remains around the mean level. We assume a decrease of 50%
from the baseline value for parameters with variation. Important Notice: If the value of the
associated variable is smaller or larger than the parameter value at the lower boundary (0 or 1),
then no significant perturbation in vaccination rates has been associated with higher relative and
absolute autism rates. The high point of the associated variable exceeds approximately 100% more
than the parameter value at the lower boundary of the variable. Therefore, in Figure 2, vaccination
policymakers are depicted assuming vaccination rates should be set at low (o = 0.25), medium (p
=0.50), or high (p = 1.00), while vaccine efficacy remains either low (¢ The rates of detection of TB
infection, hospitalization of an infectious individual after diagnosis, recovery, and case fatality
among diagnosed TB infectious individuals were varied at three levels of scenarios—low, medium,
and high. The detection rate of TB-infection was varied at levels: § = low = 0.225, § = medium
= 0.45, Aggregate simulated active TB infectious population consists of undiagnosed infectious
population and diagnosed infectious population in addition to hospitalized infectious population
in this simulation. Throughout the simulation, we defined the total TB infectious population as the
sum of both the undiagnosed infectious population, the diagnosed infectious population, and the
hospitalized infectious population. This is justified because both undiagnosed infectious humans,
diagnosed infectious humans, and hospitalized infectious humans can transmit the disease as
presented in the force of infection of the developed model (1).

In Figure 2, we simulate the impact of vaccination as a preventive intervention in mitigating the
burden of TB in the human population. This was carried out by examining different levels of
vaccination rates of TB-susceptible humans and TB vaccine efficacy simultaneously. The result
shows that a high level of vaccination rate with a corresponding high vaccine efficacy leads
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to a higher reduction in the total TB-infectious human population. This result implies that, to
effectively reduce the tuberculosis burden in the human population, a higher vaccine efficacy with
a higher rate of vaccination against the disease is required. Furthermore, this result suggests that
while vaccine development is contingent on different factors, efforts should be made to ensure
the development of vaccines with higher efficacy is highly prioritized to obtain optimum results
in preventing disease spread. Also, to attain a high vaccination rate against tuberculosis, efforts
should be made towards awareness and educational campaigns to ensure people are educated on
the need for vaccination against the deadly disease especially in the developing regions.

While vaccination is a preventive intervention against tuberculosis, several control intervention
strategies are also used in mitigating the spread of tuberculosis including but not limited to
hospitalization of infected individuals for treatment. Based on this fact, in Figure 3 we examine
the impact of the detection rate of TB infection, hospitalization rate of diagnosed TB-infectious
individuals, and recovery rate of hospitalized individuals to understand the impact of these control
interventions on mitigating TB burden in the populace. As expected, the result shows that a high
level of detection rate of TB infection, a high level of hospitalization rate of diagnosed TB-infectious
individuals, and a high level of recovery rate of hospitalized individuals due to treatment resulted
in a higher reduction in the total TB-infectious human in the populace. The result suggests
that efforts should be made to facilitate the resources in detecting TB-infectious individuals
and the hospitalization of diagnosed humans for effective treatment. This will contribute to
the reduction of tuberculosis transmission in the human population. In Figure 4, we combined
different interventions (vaccination rate of TB-susceptible humans, TB vaccine efficacy, detection
rate of TB infection, hospitalization rate of diagnosed TB-infectious individuals, and recovery
rate of hospitalized individuals) to examine the optimum impact they have on the control of
tuberculosis in the human population. The result shows that a high level of vaccination rate of
TB-susceptible humans, a high level of TB vaccine efficacy, a high level of detection rate of TB
infection, a high level of hospitalization rate of diagnosed TB-infectious individuals, and a high
level of recovery rate of hospitalized individuals due to treatment resulted into a huge reduction
in the total TB-infectious human in the populace when compared with a single intervention usage.
The overall result suggests that, by combining several intervention strategies, the TB burden can
be reduced faster and more effectively when compared to a single usage of intervention.

0.8

0.6

0.4

Total TB infectious population

021

Final size of TB infectious population

2 4 6 8 10 12 14 16 18 20 Infectious population
Time

(a) (b)

Figure 2. Numerical simulation of TB model (1), illustrating the impact of varying vaccination rates p and
vaccine efficacy € on the dynamics and final sizes of the total TB infectious human population. Baseline
parameter values are set as follows: p=Low=0.25, p=Medium=0.50, and p=High=1.00; and e=Low=0.245,
e=Medium=0.490, and e=High=0.980
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Figure 3. Numerical simulations of the TB model illustrate the impact of varying levels of the detection
rate of TB infection, 6, the hospitalization rate of diagnosed TB-infected individuals, #, and the recovery
rate of hospitalized individuals, 1, on the dynamics and final sizes of the total TB infectious human popu-
lation. Baseline parameter values are set as follows: §=Low=0.225, 0=Medium=0.450, and 6=High=0.900;
n=Low=0.30, y=Medium=0.60, and #=High=1.20; and y;=Low=0.005, y;=Medium=0.01, and y;=High=0.02

p.6,0.1,7 = Low p.c.0,mm = Low
. &,0,0, 1 = Medium W< 0.7 = Medium
—p,c,0,n,% = High Wly.c.0.0,7 = High
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Figure 4. Numerical simulation of TB model, illustrating the impact of varying vaccination rates p, vaccine
efficacy ¢, TB infection detection rate 6, hospitalization rate of diagnosed TB-infected individuals 7, and
recovery rate of hospitalized individuals 7; on the dynamics and final sizes of the total TB infectious
human population. Baseline parameter values are set as follows: p=Low=0.25, p=Medium=0.50, and
p=High=1.00; e=Low=0.245, e=Medium=0.490, and e=High=0.980; 6=Low=0.225, §=Medium=0.450, and
8=High=0.900; y=Low=0.30, 7=Medium=0.60, and 7=High=1.20; and y;=Low=0.005, y;=Medium=0.01,
and 1=High=0.02

5 Conclusion

The mathematical model presented in this study investigates the dynamics of tuberculosis (TB),
considering detected, undetected, and hospitalized individuals. The numerical simulations
focus on the impact of diverse control interventions. The study evaluates the effectiveness of
vaccination as a preventive measure, highlighting the crucial role of high vaccine efficacy and
the need for increased vaccination rates, especially in developing regions. Additionally, the
investigation explores the influence of detecting infections, hospitalizing diagnosed individuals,
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and promoting recovery in the hospitalized population. The results demonstrate that higher rates
of detection, hospitalization, and recovery significantly reduce the total TB-infectious human
population. Importantly, combining multiple interventions, including vaccination, yields a more
substantial reduction compared to individual measures. The study underscores the importance of
a comprehensive strategy involving various control measures for efficient and rapid TB burden
reduction, providing valuable insights for healthcare practitioners and policymakers.
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Abstract

In this paper, we study a three-dimensional discrete-time model to describe the behavior of cancer cells
in the presence of healthy cells and HIV-infected cells. Based on the Caputo-like difference operator,
we construct the fractional-order biological system. This study’s significance lies in developing a
new approach to presenting a biological dynamical system. Since the qualitative analysis related to
existence, uniqueness, and stability is almost the same as can be found in numerous existing papers,
and comparing this study to other research, constructing a biological discrete system using the Caputo
difference operator can be particularly important. Using powerful tools of nonlinear theory such as
phase plots, bifurcation diagrams, Lyapunov exponent spectrum, and the 0-1 test, we establish that
the proposed system can exhibit different biological states, including stable, periodic, and chaotic
behaviors. Here, the route leading to chaos is period-doubling bifurcation. Furthermore, the level
of chaos in the system is quantified using Cy complexity and approximate entropy algorithms. The
stabilization or suppression of chaotic motions in the fractional-order system is presented, where
an efficient controller is designed based on the stability theory of the discrete-time fractional-order
systems. Numerical simulations are provided to validate the theoretical results derived in this research

paper.
Keywords: Fractional-order; discrete chaos; HIV-1 model; bifurcation diagram; chaos control
AMS 2020 Classification: 26A33; 34H10; 35B41; 37D45; 37G35

1 Introduction

In recent years, the modeling of infectious diseases has become an important topic that has been
studied to describe the mechanisms by which disease spreads and then to predict the future
behavior of the disease. The goal of this study is to find solutions and strategies to fight and
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control epidemics and diseases such as cancers and immunodeficiency disease [1]. Mathematical
systems can be used to design new experiments by formulating hypotheses about the spread
and dynamics of disease. In particular, nowadays, mathematical models of HIV-1 have been
extensively studied by researchers around the world to show the interactions between healthy
cells, infected cells, and cancer cells. There are many existing reviews of HIV-1 models that
describe the coexistence of HIV-infected cells with cancer cells, see [2-5]. Our contribution is to
construct a discrete fractional-order model that describes the interactions between these cells, and
then to control the constructed system via an effective fractional-order controller.

Recently, discrete-time systems have been more commonly used than continuous-time systems to
study biological and epidemiological models because discrete-time systems are easier to compute
and numerically simulate [6]. In fact, fractional calculus is a broad field in modern mathematics
that allows us to investigate and describe a new phenomenon modeled with fractional-order equa-
tions. To our best knowledge, the first idea of the fractional derivative is associated with Leibniz
when he discussed the possibility of the construction of a fractional derivative in correspondence
with Bernoulli and Wallis in 1695 [7]. Then, the complete definition of such fractional derivative
was not established until the 19t century as a result of the works of Letnikov, Grunwald, Liouville,
Riemann, etc [8]. It should be noted that Letnikov established the first exact theoretical formu-
lation of the fractional derivation. Today, many types of fractional derivatives exist, with and
without singular kernels. With singular kernels, we have the well-known fractional derivatives,
Caputo fractional derivative [9] and Riemann-Liouville fractional derivative [10]. Without singular
kernels, we have two categories: fractional derivative with the exponential kernel which is the
Caputo-Fabrizio fractional derivative [11], and fractional derivative with Mittag-Leffler kernel
which is called as Atangana-Baleanu fractional derivative [12].

Modeling biological systems with fractional derivatives becomes an important topic due to the
involvement of memory and hereditary properties in the study of the interaction between cancer
cells and HIV-infected cells [13]. The non-integer models incorporate all prior information from
the past due to the memory effect, then we can understand well the dynamics of the model and
predict the spread of the disease [14]. The topics of stability of the equilibrium points, existence
and uniqueness, positivity and boundedness of the solution in the fractional order cancer models
are discussed in detail in [15-20]. Several numerical solutions to solve fractional-order biological
systems are proposed in [21-23].

Nowadays, among several fractional derivatives that exist, the Riemann-Liouville derivative
and the Caputo derivative are the most commonly used [24]. Today, many systems in physics,
chemistry, biology, epidemiology, neurology, viscoelasticity, cryptography, cardiology, etc. have
been studied and developed using fractional calculus theory [25].

On the side of discrete dynamical systems, Diaz and Osler published in 1974 the first concept
of a fractional difference operator defined as a generalization of the binomial formula for the
nth-order difference operator A" [26]. Furthermore, Atici et al. introduced the fractional nabla
difference operator, which is analogous to the forward fractional difference proposed by Miller and
Ross in 1989 [27]. Then, Abdeljawad introduced the Caputo fractional delta and nabla difference
operators [28]. Recently, Abdeljawad et al. derived the delta and nabla discrete formulas for
fractional integral and derivative, adopting the binomial theorem [29].

Discrete fractional calculus allows us to study systems in biology and ecology using fractional-
order equations to get better results and understand the interactions between species. Another
advantage of this theory is the speed of calculations with high precision. Additionally, it consumes
minimal computer resources [30]. While discrete fractional calculus offers benefits such as high
flexibility and robustness, it also poses challenges related to nonlinearity and complexity when
we numerically solve a fractional-order system. Furthermore, this theory’s analytical tools have
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limitations in determining the convergence and stability of numerical schemes. Using numerical
methods and approximations to solve a fractional-order equation can lead to significant errors
[31].

Recently, there has been great interest shown in the literature on chaotic dynamical systems due
to their important applications in practice. A chaotic system is defined as a dynamical system
that displays what is called sensitive dependence on initial conditions [32]. A small change in
the initial state of a chaotic system may lead to completely different outcomes. In nonlinear
dynamical analysis, a chaotic system has at least one positive Lyapunov exponent, in which the
Lyapunov exponent is a numerical quantity that measures the rate of convergence and divergence
of neighboring trajectories in nonlinear dynamical system [33].

In the current paper, we report a 3-D discrete-time fractional-order HIV-1 model involving AIDS-
related cancer cells. This model can exhibit chaotic dynamics for some parameter values. By
employing theoretical results and numerical simulations, we can show the chaotic behavior of the
proposed system, which is a popular phenomenon in nonlinear dynamical systems. In Section 2,
basic notions related to discrete fractional calculus are introduced. In Section 3, the discrete
fractional-order system is constructed based on the Caputo-like delta difference operator. In
Section 4, the dynamics of the fractional-order system are analyzed in both commensurate and
non-commensurate fractional-order using powerful tools in nonlinear dynamic analysis such as
phase portraits, bifurcation diagrams, maximum Lyapunov exponent, dynamical maps, etc. In
Section 5, the complexity of the fractional-order system is measured by the 0-1 test, Cy complexity,
and approximate entropy algorithms. In Section 6, a suitable control scheme for stabilizing the
chaotic dynamics in the fractional-order system is constructed. In Section 7, the data analysis and
discussion have been presented. Section 8 contains the conclusions.

2 Mathematical background

In this section, we give some results of discrete fractional calculus, which helped us build this
manuscript.

Definition 1 [27] Consider the real-valued function ¢(t) : Ny — R with N, = Ng + {a} =
{o, 0 +1,0+2,...} wherea € R. Let v > 0, the v*"-order fractional sum of ¢(T) is defined as

=V

A7) = % S (-1 Vg(), 1)
C=u

where the falling factorial T\V) is expressed using the T-function as

r(v)Z%:T(T_n...(T—VH). @)

Definition 2 [28] Let ¢(7) : Nyt (4y—y) — R a real-valued function and v ¢ IN, the Caputo-like discrete
fractional difference operator of ¢(T) is defined as

1

CBip(r) = A Ap(0) = s X (r= e 1) AR G), ©)
i=u

wherev & N, m = [v] +1and T € Ny ().

By adopting the following theorem, we can define the numerical solution of a discrete fractional-
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order system.

Theorem 1 [34] Given the following Caputo-type discrete initial value problem

CAVP(T) = (Tt +v—1,¢(T+v—1)), @
ANp(a)=¢r, m=[v]+1, k=0,1,2,...,m—1,

then the unique solution of problem (4) is given by

¢(T) = ¢o(7) + ﬁ Y (t—¢- DO Dy@E+v—1,@E+v—1)), TENgim ()
C=a+(m—v)
where
m—1 _ () m—1 _ (k)
() = 3 O ) (T 0 kp(a). ©

The next theorem allows us to construct a stability condition for an equilibrium point of a discrete
fractional-order system in the case of commensurate fractional order.

Theorem 2 [35] For the discrete commensurate fractional-order system
CALS(T) = BW(T+v—1), ?)

where W(t) = (w1 (1), wa(7), ..., wn(7))T, B € R™" and T € N (4—v)+1, the zero equilibrium point
of (7) is asymptotically stable if

v
%) and largZo|>VE}, j=L2...,n, (8

)L] S {Zo eC:lzol < <2COS 5

where Aj is an eigenvalue of the matrix Band v € (0,1).
3 Discrete fractional-order HIV-1 model

Recently, Lou et al. [36] proposed a three-dimensional continuous-time HIV-1 system with cancer
cells related to AIDS, which is described by the following dynamics:

48 = Clm (1-S54R) —5is),
28— 5 [a (1- CE5ER) —yoiC— 5R], )
&% =R (250,

where C represents the number of cancer cells, S represents the number of healthy cells, and
R represents the number of HIV-infected cells. a1, ap, y, 61, 62, 17, and ¢ are constant positive
parameters. Here x1 and a; represent the rate at which cancer cells proliferate uncontrollably and
the healthy cells” inherent growth rate respectively, with always a7 > a5, then the cancer cells
reproduce faster than the healthy cells. J; represents the immune system’s capacity to eliminate
cancerous cells, é, represents the rate coefficient of infection, u represents the effective carrying
capacity of the system, the rate in which cancer cells destroy immune cells is represented by 7, 0
represents the killing impact on the infected cells.
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In order to enrich the study of the system described in (9) and to contribute to the field of modeling
using the techniques of fractional calculus, the fractional-order version of system (9) is given as
[37]

DMC(t) = C [ar (1 SR —gy5],
CpvS(t) = S [ay (1 - C+§—+R) —;751C—52R} , (10)
CDV3R(t) = 5,SR — 0R,

where 11, 15, and v3 are the fractional-orders such that v; € (0,1) fori = 1,2,3, and CDV is the
Caputo fractional derivative defined in [38].

Definition 3 The Caputo fractional derivative of order v € R of a continuous function g(t) : [to, +oo[—
R is defined as

Crv _ 1 ! g(m)(s)
D) = 5 |, sy i (4

where t > tg, m—1 < v <m,and m = [v].

For vy = 1p = v3 = v = 0.98 and the parameter values listed in Table 1 under the initial conditions
(C(0),5(0),R(0)) = (678,452,0.25), the attractor of the commensurate fractional-order system
(10) is shown in Figure 1(a). In addition, when (v1,v2,v3) = (0.96,0.97,0.98), the attractor of the
non-commensurate fractional-order system (10) is shown in Figure 1(b).

Table 1. Parameter values of the continuous-time fractional-order system (10)

Parameter Value
w1 0.1785
) 0.03
1 0.0001
02 0.0005
7 0.01
U 1500
0 0.3

To simplify the study, we nondimensionalize the system (9) in order to obtain the scaled system.
We set

U= g, v=—, w=—, T = w1t (12)
H K
where the new parameters are given by
0 0 ) ) b
bo=E0, b=y, =T 2R 2B, = 8 (1)
&1 X1 X1 &q &q &1
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Figure 1. Phase portrait of the fractional-order system (10)
Hence, the nondimensionalized system can be expressed as

M =u(1—(u+0+w))—bpuo,
9P =rv(1— (u+0+w)) — byuv — byzvw, (14)
d—T = b310w—b32w.

We can obtain the discrete fractional-order HIV-1 model with cancer cells related to AIDS by
substituting the fractional derivatives D" with the Caputo-like discrete fractional difference
operator A as follows

[ CAYu(t) =u(t4+v1—1D)(A—(u(t+vi—1) +o(t+11—1) +w(t+v1 —1))
—bpu(t+v;—1)ov(t+v1—1),
“ARo(T) =ro(t4+ -1 (1—(u(t+r—1) +o(t+r,—1) +w(t+1,—1))) (15)
—bpu(t+vy,—1)o(t+vp—1) —bygv(T+ 1, — Nw(T+ 12— 1),
CARw(T) = b310(T +v3 — D w(t +v3—1) — bypw(T +v3—1).

For simplification, we will replace u, v, and w by x, y, and z, respectively. Using Theorem 1 with
« = 0, the numerical solution of the discrete fractional-order system (15) is given by

T(v) &= T(n—s+1) (x(s =1)(1 = (x(s = 1) +y(s = 1) +2(s = 1)))

n

(ry(s=1)(1—(x(s —=1) +y(s—1) +z(s—1))) (16)
— bzzx(s — 1)y(s — 1) —byy(s—1)z(s — 1)),

z(n) = T0s) Z I _554_;_1/13 (bs1y(s —1)z(s —1) — bszpz(s —1)),
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where x(n), y(n), and z(n) represent the number of cancer cells, healthy cells, and HIV-infected
cells respectively.biy, by, by3, by, b3p, and r are constant positive parameters.

4 Dynamics of the fractional-order discrete system

This section focuses on the analysis of the dynamics of the discrete fractional-order HIV-1 model
with cancer cells related to AIDS (15) in both commensurate and non-commensurate fractional
orders.

Case 1. Commensurate fractional-order

Existence and stability of equilibria

In this part, we study the existence and stability of equilibria in the fractional-order system (15).
The equilibrium points of the fractional-order system (15) are the solutions of the following system
of equations:

x(1—(x+y+z))—boxy=0,
ry (1—(x+y+2z))—bapxy—bpyz=0, (17)
b31yZ - bgzz =0.

If we assume that by, # bps, the equilibrium points of (15) are:

b32 —3r
k = (000, F=(1,00, FK=(010, FE=(0— ,
) = 000, A=100, E=010), B=(02 25

E = ( rbio bao 0)
rbyg + byob1p + by rh1p + bopbia +b2" )
E o= (b31b23 — (basbig +1b1p + bo3)bap b3y (rbin + baobio + byo) b3 — 17311722)

b31(baz — byo) b3’ b31(baz — byo)

Fix b3; = 0.01, by, = 0.08, bp3 = 0.01, by = 0.08, b3y = 0.04, r = 3.4, the fixed points and the
corresponding eigenvalues are shown in Table 2.

Table 2. Equilibria of the fractional-order discrete system (15)

Fixed points Eigenvalues
F M =1, Ay =34, A3 =—0.04
k A =-1, Ay =—0.08, A3 =—0.04
F, A =-34, Ay =—1.08, A3 =—0.03
F A1 =0.0299, Ay =—13.6299, A3 = —0.3288
Fy A1 = —1.5569, A, = 0.039, A3 = —0.0378
Fs A1 = —30.4586, A, = 0.8061, Az = 0.0353

The equilibrium points Fy, F3, Fy, Fs have real positive eigenvalue, then the condition arg(A;) > v7
is not achieved. Based on Theorem 2, the equilibrium points Fy, F3, F4, and F5 are unstable. Also,
the equilibrium point F, is unstable. We found that the corresponding eigenvalues are A1 = —3.4,
Ay = —1.08, A3 = —0.03. Then we have arg(A;) = 7 > v7Z, but any value of v can verify

1%
A < <2 cos —larggf)‘fn> )

v

Theorem 3 The equilibrium point Fy of the fractional-order discrete system (15) is locally asymptotically
stable.
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Proof The Jacobian matrix of the system (15) evaluated at the equilibrium point (x, y, z) is given

by
1—2x—(y+2z)—broy —(1+ b1p)x —x
J= —(r+bx)y r(l—(x+y+z))—ry—bpx—byz —(r+by)y]|. (18)
0 b31z b31y — b3y

The eigenvalues of the matrix | at F; are Ay = —1, A, = —0.08, A3 = —0.04. Using Theorem 2, the
equilibrium point F; is asymptotically stable.

Bifurcation diagrams and maximum Lyapunov exponent

This part focuses on the investigation of the dynamics properties of the commensurate fractional-
order discrete HIV-1 model (15) and the influence of the parameters on the dynamic behavior
of system (15). Fix b3y = 0.01, bpp = 0.08, bp3 = 0.01, byjp = 0.08, b3, = 0.04 and vary r in the
interval [2,3.8] when v = 0.4, then when v = 0.92 under the initial conditions (x(0),y(0),z(0)) =
(0.1,0.2,0.25). The bifurcation diagrams of the discrete system (15) are shown in Figure 2. We
see that when v = 0.4, the system is stable for r € [2,3.23], but when r increases, the system (15)
exhibits chaotic dynamics in the range r € [3.23,3.8]. For v = 0.92, the dynamics of the system
are complex, and the chaotic behavior is dominated. Clearly, when r € [2,2.6], the system (15) is
periodic, but when r € [2.6, 3.6], the system (15) exhibits chaotic behavior, but when r increases,
the chaotic behavior gradually disappears.

08

07T

06

05T

047

ymax

03[

02r

017F

ot

DL n . n n n n . : - n n n . n n n n
2 22 2.4 26 2.8 3 3.2 3.4 3.6 3.8 2 2.2 24 26 28 3 3.2 3.4 3.6 3.8
r r

(a) forv=104 (b) forv =0.92

Figure 2. Bifurcation diagrams of the fractional-order system (15) as r varies

Now, we investigate the influence of the fractional order on the dynamics of the fractional-order
system (15). Figure 3 represents the bifurcation diagram of the commensurate fractional-order
discrete system (15) for the parameter values b3; = 0.01, by, = 0.08, bz = 0.01, b1 = 0.08,
b3, = 0.04, and r = 3.4. As can be observed, the system (15) is periodic at first, but if v increases,
the dynamics of the system become unstable with the appearance of a chaotic state in the range
v € [0.14,1].

We can also investigate the chaotic behavior in the system (15) by exploiting the maximum Lya-
punov exponent. It should be noted that the maximum Lyapunov exponent can be approximated
using the Jacobian matrix algorithm [39]. We set ry = (x(0),y(0),z(0))7, the Lyapunov exponent
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Figure 3. Bifurcation diagram of the fractional-order system (15) as v varies

is defined as
.1 (n),
Ai(rg) = nh_}rgo . InjA;"|, i=1,2,3, (19)

where A; (i = 1,2, 3) are the eigenvalues of the tangent map J, given by

01(n) 02(n) 63(n)
Jn = (94(”) 05(n) 96("))/ (20)

or(n) = b1(s—1)(1—2x(s—1) —y(s — 1) —z(s— 1) — bray(s — 1))

+04(s 1)( x(s—l)—blzx(s—l))—97(5—1)x(s—1)),
1 «T(n—s+v)

0(n) = F(v Ti—s+1) (02(s—1)(1—2x(s—1) —y(s—1) —z(s—1) —bpy(s—1))
s=1

+05(s—1)(— x(s—l)—blzx(s—l))—68(5—1)x(s—1)),

o) = 650+ 53 1rn_s+1 f3(s — 1)(1—2x(s — 1) —y(s — 1) —2(s — 1) —bpoy(s — 1))
F06(s —1)(—x(s = 1) = b1ox(s — 1)) =g (s = 1)x(s — 1)),

0uln) = 04(0) + é? s = Dy~ 1) = baayls— 1)+ 8a(s — D ra(s = 1)
—2ry(s —1) —rz(s = 1) = bpx(s —1) = bpsz(s = 1)) + 07(s = 1) (—ry(s = 1) — basy(s — 1)),

b5(n) = L5 DS 0D (g (o 1) (ry(s—1) — baay(s— 1)) + (s~ 1)(r— rx(s— 1)

F(v = 1T —s—|—1
2ry(s—1) — r2(s — 1) — bpx(s — 1) — byz(s — 1)) + 05(s — 1) (—ry(s — 1) — basy(s — 1)),
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Bs(n) = 06(0) + o7 X pr ) Bals— D (ry(s = 1)~ baay(s ~ 1)
+06(s 1)(r—rx(s—1)—2ry(s—1)—rz(s—l)—bgzx(s—l)—bzgz(s—l))
+09(s —1)(—ry(s — 1) — bsy(s — 1)),
1 «TI(n—s+v)
O7(n) = 97(0)+I‘(v) r(n_s+1)(53194(5—1)2(5—1)+97(5—1)(b31y(5—1)—b3z)r
Bg(n) = 98(0)+F(1v) ?EZ:?111/3(193195(5—1)2(5—1)+98(s—1)(b31y(s—1)—b3z),
s=1
Bo(n) = 99(0)*ré)££§2113 (b3106(s — 1)z(s — 1) + 0(s — 1) (ba1y(s — 1) — bsp),
s=1

with 01(0) = 65(0) = 69(0) =1, 6;(0) =0(i = 2,3,4,6,7,8). Figure 4(a) and Figure 4(b) show
the maximum Lyapunov exponent of the fractional-order system (15) with respect to parameter
r under the parameter values b3; = 0.01, by = 0.08, bp3 = 0.01, b1, = 0.08, b3y = 0.04, and the
fractional-orders v = 0.4 and v = 0.92 respectively. In Figure 4(a), when r € [2,3.8], we see that
the MLE is equal to zero when r € [2,3.22] and the system (15) is periodic, but when r increases,
the MLE has positive values, meaning that the discrete fractional-order system (15) transitions
from a periodic state to a chaotic state. In Figure 4(b), the MLE of the system (15) is negative at the
minimum values of r, then the system (15) is periodic. In addition, when r € [2.6, 3.4], the MLE
is positive, then the system (15) is chaotic. As can be observed, when r increases, the MLE takes
positive and negative values, and then the appearance of periodic orbits in the chaotic regions
is confirmed. Now, we analyze the MLE of the discrete fractional-order system (15) when the
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Figure 4. MLE spectrum of the fractional-order system (15) as r varies

fractional-order varies. Figure 5 represents the maximum Lyapunov exponent when v ranges from
0 to 1. As can be observed, the MLE of system (15) is equal to zero when v € (0,0.15], and then
the system (15) remains in periodic state, but when v > 0.15, the MLE is positive, and then the
system (15) exhibits chaotic behavior. The attractor of the fractional-order discrete system (15) for
various v-values is depicted in Figure 6.
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Figure 5. MLE spectrum of the fractional-order system (15) as v varies

Case2. Non-commensurate fractional-order

Now, we study the dynamic behavior of the system (15) in the non-commensurate fractional-order
case. Fix b3; = 0.01, by = 0.08, bp3 = 0.01, b1p = 0.08, b3y = 0.04,r = 3.4, v; = 0.21, v3 = 0.34,
and vary v, from 0 to 1. Figure 7 shows the bifurcation diagram and its corresponding MLE
spectrum. By examining the MLE and the bifurcation diagram displayed in Figure 7, we find that
the fractional-order discrete system (15) may experience two scenarios according to the values
of vp. When 1, € [0,0.18], the MLE is negative or equal to zero, then the state of system (15) is
periodic, but when v, € [0.18,0.91], the MLE is positive, then the system (15) exhibits robust
chaos across this parameter v, range. Finally, when v, > 0.91, the MLE is equal to zero once again,
meaning that the system (15) is periodic.

Now, we study the dynamics of the discrete incommensurate fractional-order system (15) when
vy varies. Figure 8 represents the bifurcation diagram and its corresponding MLE spectrum for
vp = 0.3, and v3 = 0.4. We see that the MLE is positive when v; € [0,0.4], and then the system
(15) exhibits robust chaos, but when vy > 0.4, the chaotic state arises with the appearance of the
periodic state, as shown by the MLE'’s oscillation between positive and negative values.

Moreover, to show the dynamic behavior of the non-commensurate fractional-order system (15),
we vary v3 when v; = 0.5, and v, = 0.6. Figure 9 shows the bifurcation diagram and the MLE
spectrum of the fractional-order system (15). As we can see, at the minimum values of v3, the
discrete non-commensurate fractional-order system (15) has a negative or zero MLE, but when v3
increases, the MLE has strictly positive values, meaning that the system transitions from a periodic
state to a chaotic state.

To provide further clarification, the phase portrait of the non-commensurate fractional-order
system (15) is shown in Figure 10 for different values of (v1, v, v3).

5 0-1 test and complexity of the fractional-order system

Test 0-1 for Chaos

The 0-1 test is an efficient technique to detect chaos in discrete fractional-order systems. We review
the steps of this algorithm [40]. Based on the state x(n) in Eq. (16), we construct the translation
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Figure 6. Attractor of the fractional-order discrete system (15) for different values of v

components p. and g, as follows

n

pe(n) = Z x(k) cos(kc), ge(n) = Z x (k) sin(kc), (21)
k=1

k=1
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Figure 8. Bifurcation and MLE spectrum diagrams for 14

where c is a random constant selected from (0, 7t). We can plot p. and g, to verify if the chaotic
behavior appears when the bounded motions of p. and g, imply regular dynamics, whereas the
asymptotic Brownian movement implies chaotic dynamics. Figure 11 shows the results.

Co complexity

We can evaluate the complexity of a discrete chaotic system via the Cy algorithm. Assume that
x(j) (j=0,1,...,L—1, where L > 1 is a sequence of data selected from the discrete system (15).
The corresponding discrete Fourier transformation for this data set is given by

T (22)

—27rz'jk]

where k = 0,1,...,L —1, and i is the imaginary unit. Next, the mean of X} is obtained as

1 L—1 5
My =+ ;; X1 (k). (23)
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A control parameter v is introduced as

X (k) = X(k) if |XL(k)|2>UML/
W7 0 if X0 (k)2 < oMy

The inverse discrete Fourier transformation of X; is given by

L—1 ..
w(j) =7 Y KuWexp ) @)

k=0
where j =0,1,...,L— 1. Finally, the Cy complexity is defined as [41]

Y x () — % ()P
Co(x,v,L) = ! .
e I

Fix b31 = 0.01, b22 = 0.08, b23 = 0.01, b12 = 0.08, b32 = 0.04,r = 34, V1 = 0.21, V3 = 034, the C()
complexity with respect to fractional-order v; is shown in Figure 12. As can be observed, the complexity of
the fractional-order system (15) changes as we vary v,, which agrees well with the findings of the bifurcation
diagram and maximum Lyapunov exponent.

(26)

Approximate entropy

In the dynamical analysis of nonlinear chaotic systems, approximate entropy (ApEn) is an efficient technique
that allows us to measure the level of complexity in chaotic systems. In brief, we review the steps to
evaluate the approximate entropy for the fractional-order system (15). We select a sequence of data x(j) (j =
1,2,...,N) from the system (15), then we construct a sequence of vectors p(1), u(2),..., u(N—m+1)
as: u(j) = [x(j),x(j+1),x(j+2),...,.x(j+m—1)], and p(i) = [x(i),x(i+1),x(i+2),...,x(i+ m—1)],
where m is a positive integer representing the embedding dimension. The distance between two vectors is
given by

d(pu(j),u@)) =max{lx(j+s—1)—x(i+s—1)}, s=1,2,...,m. (27)

We take a non-negative number r and we denote by L the number of j where d (u(j), u(i)) < r, the
approximate entropy is defined as [42]

ApEn = A™(r) — A"F1(r), (28)
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where A™(r) is determined as

A7) !

T N—m+1

N—m+1

Z log Q" (r), (29)
j=1
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L
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Fix b31 = 001, bzz = 0.08, b23 = 0.01, b12 = 0.08, b32 = 004, r = 34, V1 = 0.21, and V3 = 034, the
approximate entropy of the fractional-order system (15) with respect to v is shown in Figure 13. As can be
observed, the approximate entropy of the system (15) changes when we vary v, which agrees well with the
findings derived in Section 4.
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Figure 13. Approximate entropy of the fractional-order system (15) as v, varies
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6 Control scheme for the discrete fractional-order chaotic system

This section is devoted to the chaos control in the discrete commensurate fractional-order system (15) where
an active fractional-order controller is designed.
The fractional-order system (15) with the controller (u1, u, u3)T is described as

“Asx(t) =x(t+v—-1)(1—(x(t+v—1) +y(t+v—1)+z(t +v—1)))
—bpx(t+v—1y(t+v—1)+u(t+v—1),

“Ay(t) =ry(t+v—1) (1 —(x(t+v—1) +y(t+v—1)+z(t +v—1))) (31)
—bpx(t+v—1y(t+v—1)—buy(t+v—-1)z(t+v—1) +us(t+v—1),

CAsz(T) =bsiy(t+v—1)z(t +v—1) —bypz(t+v—1) +uz(t+v—1),

where T € N(a« —v) + 1. Our goal is to design a suitable control law that guarantees that all states of the
fractional-order system (15) converge towards zero asymptotically.

Theorem 4 The discrete fractional-order chaotic system (15) is stabilized under the following 3-D control law

=

1(7) = x(7) (x(7) + y(7) +2(7) = 2) + biax(7)y(7),
{ 2(7) = ry(7) (x(7) + y(7) + 2(7)) — 4y(7) + box(T)y(7) + basy(7)z(7), (32)
uz(t) = —0.96z(t) — b31y(7)z(7).

Proof Substituting (32) into (31), we obtain

{ CAYx(T) = —x(T+v—1),

T

=

CAgy(T) = (r—4)y(t+v-1), (33)
CAJz(T) = —(b3p +0.96)z(T+ v —1),

which can be expressed as

€Ay (x(1),y(1),2(1)" = N (x(1),y(1),2(7))", (34)

where

-1 0 0
N=10 r—4 0 . (35)
0 0 —(bsp+0.96)

Then, the eigenvalues of the matrix N are Ay = —1, A\, =r—4, A3 = —(b3p 4+ 0.96). It is easy to verify that
Aj(j = 1,2,3) satisfy

Iarg/\jl— T

v
T
\arg)\]-| =7 > VE’ and IAjI < <2cos Sy > , ve(0,1). (36)
Therefore, using Theorem 2, we can conclude that the zero equilibrium of (34) is asymptotically stable.

Thus, the stabilization of the fractional-order discrete system (31) is achieved.

For numerical simulations, the parameter values are selected as b3; = 0.01, by, = 0.08, b3 = 0.01,
b1, = 0.08, by, = 0.04, r = 3.4, and the fractional-order as v = 0.82, under the initial conditions
(x(0),y(0),z(0)) = (0.1,0.2,0.25). Figure 14 shows the time evolution of the controlled states of the
system (31). As we can see, the states x(n), y(n), and z(n) converge towards zero asymptotically. This
shows the accuracy and feasibility of the constructed control scheme.

7 Data analysis, results and discussion

We conclude our analysis using time-series plots in order to obtain a better comprehension of the pro-
posed fractional-order biological model. For the parameter values mentioned in Table 1, Figure 15(a)
and Figure 16(a) show the time evolution of cancer cells (C), healthy CD4+T lymphocyte cells (S), and
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Table 3. The minimum and maximum numbers of biological cells in the commensurate case v; = v, = v3 = 0.69

. . Continuous fractional-order Discrete fractional-order Average number of
Biological cells . . . .
model (min,max) model (min,max) biological cells
Cancer cells C (245,678) (240, 678) 380
Healthy cells S (452,784) (452,787) 602
HIV-Infected (0,37) (0,38) 18

Cells R

HIV-infected cells (R) of the continuous fractional-order model (10) for v; = v, = v3 = 0.69 (commensurate
fractional-order) and (v1,v,v3) = (0.91,0.92,0.93) (non-commensurate fractional-order), respectively,
while the time series plots obtained from the corresponding discrete fractional-order system constructed
using the Caputo-like delta difference operator are shown in Figure 15(b) and Figure 16(b), respectively.
By comparing the findings, we find that the results obtained from the continuous fractional-order system
are identical to the results of the discrete fractional system. Using the time series results, we expect the
population numbers of the three biological cells in sufficient time when the oscillations are stabilized for
commensurate and non-commensurate fractional orders. The results are shown in Table 3 and Table 4. The
average number of cell populations can help biologists collect statistical data to fight the disease.
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Figure 16. Time series of the fractional-order models

Table 4. The numbers of biological cells in the non-commensurate case (v1, 7, v3) = (0.91,0.92,0.93)

. . Continuous fractional-order Discrete fractional-order Average number of
Biological cells . . : .
model (min,max) model (min,max) biological cells
Cancer cells C (111,678) (114,678) 376
Healthy cells S (452,907) (452,918) 602
HIV-Infected (0,99) (0,110) 19

Cells R

8 Conclusion

In this paper, a 3-D discrete-time fractional-order chaotic system which is composed of cancer, healthy, and
HIV-infected cells is analyzed. We demonstrated that the biological system can exhibit chaotic behavior
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for some parameter values. The dynamical behaviors are analyzed using powerful nonlinear dynamic
analysis tools such as phase plots, bifurcation diagrams, and the maximum Lyapunov exponent, which
show that the discrete system constructed using the Caputo-like-delta difference operator has rich dynamic
behaviors. Furthermore, an efficient fractional-order controller is designed to stabilize the chaotic motions
of the discrete system states. In biological systems, chaos and bifurcation are common phenomena. The
biological implications of chaos and bifurcation in such a model involve studying population dynamics,
where bifurcation points represent critical transitions. When the parameters change, the system can shift
from a stable state to a chaotic state. Moreover, the chaotic dynamics can lead to population fluctuations,
and then the extinction risk increases. Stable equilibria in a dynamical system are essential for species
persistence, and bifurcation can lead to unstable fixed points. Thus, the transition to a chaotic state can lead
to complex and unpredictable behavior. Understanding bifurcation behavior allows us to suggest efficient
strategies to control chaotic dynamics in biological systems for the reasons stated above. Furthermore,
researchers and biologists can use these insights to explain many biologically observed HIV-cancer states,
including stable, periodic, quasiperiodic, and chaotic behaviors. Then, they can develop control techniques
for suppressing chaos in biological dynamical systems.

In the near future, we plan to work on this topic, since we believe that controlling or suppressing chaos in
fractional-order HIV-1 models involving AIDS-related cancer cells can help biologists and scientists in the
tight against AIDS and cancer.
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Abstract

Theoretical studies on calcium oscillations within the cytosolic [Ca2*], and mitochondria [Ca2*],,;;
have been conducted using a mathematical model-based approach. The model incorporates the
mechanism of calcium-induced calcium release (CICR) through the activation of inositol-trisphosphate
receptors (IPR), with a focus on the endoplasmic reticulum (ER) as an internal calcium store. The
production of 1,4,5 inositol-trisphosphate (IP3) through the phospholipase C isoforms and its degrada-
tion via Ca?* are considered, with IP3 playing a crucial role in modulating calcium release from the
ER. The model includes a simple kinetic mechanism for mitochondrial calcium uptake, release and
physical connections between the ER and mitochondria, known as mitochondrial associate membrane
complexes (MAMs), which influence cellular calcium homeostasis. Bifurcation analysis is used to
explore the different dynamic properties of the model, identifying various regimes of oscillatory
behavior and how these regimes change in response to different levels of stimulation, highlighting the
complex regulatory mechanisms governing intracellular calcium signaling.

Keywords: Mitochondria-associated membranes; Hopf bifurcation; periodic doubling bifurcation;
calcium oscillation

AMS 2020 Classification: 34C23; 92B99; 92-10

1 Introduction

Calcium (Ca?") contributes to the vast array of various physiology and pathophysiology. The
extremely rapid increase in cytosolic CaZ* leads to a multitude of cellular responses, such as release
of neurotransmitters, muscle contraction, gene transcription, and cell proliferation [1-4]. Although
the fluctuations observed in cytoplasmic Ca?* provided valuable insights into the complexity of
Ca®* signaling. However, the toolkit involved in these regulations has a very fine control over its
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components. However, non-excitable cells exhibit Ca?* oscillations of different frequencies and
amplitudes on hormone stimulation [5-7]. These Ca?* oscillations are meticulously controlled by
a network of receptors, pumps, exchangers, Ca?*-ATPase, etc. The ER has IPR on its membrane.
They released Ca”" on activation. Intracellular IP3 binds to IPR with Ca?* as a co-agonist and
opens them. Active IPR mediates the CICR process that enhances cytosolic Ca?*. Physiologically
low Ca?" concentrations are required for cell function. Thus, Ca?" is quickly pumped back into
the ER lumen through Ca?* ATPase pumps from the sarco / endoplasmic reticulum (SERCA). It
is also sent to the extracellular medium by Ca%t ATPase pumps (PMCA). Mitochondria uptakes
Ca?* via uniporter (MCU). It releases Ca®* into the cytosol via the Na*t /Ca?* exchanger (NCX).
Moreover, the direct flow of Ca2t ions occurs from the ER to the mitochondria through MAMs
[8, 9].

Mathematical models are powerful tools for advancing scientific knowledge. However, models
have an attractive ability to make experimentally testable predictions. In the field of Ca?* dy-
namics, researchers develop foundational models based on the available data, facilitating Ca%*
dynamics within cells. Initially, models were built that have the capability to produce Ca®* os-
cillations at constant IP3. For example: to understand rhythmic Ca?* fluctuations, a one-pool
model is developed. It includes IPR activation both by Ca?* and constant IP5 [10]. Atri et al. [11]
constructed a biphasic form of the IPR channel, which produces Ca?* oscillation at constant IP3.
Few advanced models of this kind are seen here [12-14]. However, several models pointed out
that the activation of IP3 metabolism by Ca?* could lead to oscillations in IP3. These models
helped to clarify how changes in Ca®* levels might affect the dynamics of IP3 and cause cells to
oscillate. Models of these types are shown here [15, 16]. Furthermore, theoretically, the modelling
approaches show that Ca?* oscillations occur in different types of cells: like acinar cells [17-20],
hepatocytes [21-23], oocytes [24-26], cardiac myocytes [27-29], neuron [30, 31], fibroblast [32], etc.
Regardless of the cell type, mitochondria are necessary for cells to survive [33-35]. Specialized
subdomains or MAM, exist in the ER closest to mitochondria. It facilitates the entry of Ca?* ions
and lipids into the mitochondria. The physical connection between mitochondria and the ER is
quantitatively investigated here [36]. Marhl et al., [37] model served as the framework for that one.
It is assumed that MCU perceives Ca?* are thought to be the MAM and the cytosol. Moreover,
Moshkforoush et al., [38] Wacquier et al., [39], and Han and Periwal [40] developed models
demonstrating Ca?" dynamics oscillations are influenced by ER mitochondrial micro-domains.

However, this article proposes a class Il mathematical model for the Ca?* exchange between
the cytosol and mitochondria. Experiments with exchangers, uniporters, pumps, Ca?t ATPase,
IP; dynamics, and IPR validate the model’s major components. The goal of this research is
to understand the role of MAMs in non-excitable cells. The deterministic modeling technique
utilized in this study gives information on the complex Ca?* flow via MAMs and other Ca®*
compartments such as the cytosol, ER, and mitochondria, as well as how these routes influence
the CaZ ™t response of each compartment individually. In short, modeling the physiology of non-
excitable cells is an effective tool for understanding the relationships outlined above. This study is
useful because it provides a comprehensive description of Ca?* signaling in non-excitable cells
such as pancreatic acinar cells, hepatocytes, vascular endothelial cells, etc. Overall, this study
seeks to analyze the experimental patterns anticipated by the predictions, revealing the process
by which agonist concentration turns fundamental rhythmic patterns into complex oscillatory
patterns.

The format for the rest of the paper’s body is as follows: Following the introduction in Section 1,
Section 2 covers the Ca?T toolkit’s primary components and describes how to construct the model
and create the mathematical equations. Section 3 presents the model’s numerical analysis and
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outcomes once it has been developed. The argument, conclusions drawn from the model’s results,
and any potential repercussions are then covered in Section 4.

2 The mathematical model of the problem

This paradigm explains Ca?" release mechanisms in the cytosol, endoplasmic reticulum, and
mitochondria, using symbols [CaZ™], [Ca%t]er, and [Ca?T ], It considers fast Ca%t absorption,
mitochondrial release, IP3 generation, degradation, fluxes, leaks, and direct Ca?t exchange from
the ER to mitochondria. Then the nonlinear kinetic equations are shown as follows:

d[C;:ﬂ = (Jirr + Jer) — Jserca + 6(Jin — Jpm) + Incx — Imcu — JRam,
d[CZ—Z:]” = Y(=(ipr + Jer) + Jserca — Imam), )
d[filf] = J1psprod — J1Pydegs
% = T(Jmcu + Jram — INCx + IMAM)-

In this model, § controls the overall calcium flow via plasma membrane, cytoplasm volume to
ER volume ratio is 7, and mitochondria volume to cytoplasm volume is 7. The model is solved
numerically and analyzed using AUTO [41] and MATLAB 2021b. Also, all the parameters” values
are shown in Table 1.

The IPR

The IPR is divided into six states: resting (R), activated (A), shut (S), open (O), and two inactivated
(I1), and (I,) states. There are four components that make up the IPR. Two binding sites for Ca?*
activation, one for Ca?* inactivation, and one for IP5 are present in each subunit. CaZ™ and IP;
mediate the shift between these states. Consequently, the model equations provided for all states
are given below. A thorough explanation of the model is here [42]

dR

T $_20 — g [IP3]R + (k_1 +12)I; — P1R,

do

i $2[IP3]R — (p—2 + s + ¢§3)O + p_4 A +k_3S,

dA

i $10 —p_4A —psA+ (k_1 +12)Ip, ()
dl

d—tl = p1R— (kg1 +15)h,

dl

= ¢sA—(katlo)b.

Here, R, O, A, I, I, denotes the fraction of receptors in the respective states,and R +S + 0O + A +
I + I, = 1. All ¢’s that are the functions of [Ca2t] are as follows:

(k1L1 + lz)[Cazﬂ
Ly + [Ca?t](1+ )
koLz+ 14 [ClZZJr]
Ly + [Ca2H](1+ 1)

¢1[Ca*T] =

$o[Ca*T] =
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The open probability of the IPR is taken to be P;pg = (0.10 + 0.9A)*, thus, the calcium flux from
the IPR is given as:

Jipr = kiprPipr([Ca*T]er — [Ca®1)). 4)

The SERCA pump and Ca’>* ATPase pump (PMCA)

Calcium enters the ER via the SERCA pump, with the quasi-hill form model representing the
pump flux, influenced by the ER’s calcium content [43]

[Ca?™] L]
Ksgrca + [Ca?t] — [Ca?t]

©)

Jserca = Vserca

Here, Vserea, Kserca are the maximum permeability and half saturation constant of the SERCA
pump, respectively. Ca?* is moved from the cytosol to the extracellular medium by the PMCA.
As a result, the flow from the cytosol to the extracellular pool is expressed as (4):

[Ca2+]2
K3, + [Ca?t]2

Jem = Vpm

(6)

Here, Vp) is the permeability of the PMCA, and the Kpy, is a half-saturation constant. When
calcium reaches the cytosol, the intracellular calcium is altered. The ]y is modeled as a function of
increasing agonist concentration, with agonist-dependent inflow (a2 Vprc) and constant leak («1)

JIN = &1 + ap0p;C. (7)

Calcium leakage from the ER to the cytoplasmic Jgg is directly linked to the variation in calcium
concentrations.

The IP; dynamics

PLC, whose activity is influenced by Ca2+ and agonist dosage, produces IP3. The expression
for the phospholipase C isoform production, also known as PLCS, and its Ca®* sensitivity is as
follows [44]

[Ca2+]2
Klz’LC + [Ca2+]2'

8)

J1pyprod = VpLC
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In this case, Kpj ¢ represents the sensitivity of PLC to calcium, while Vp; ¢ indicates the maximum
synthesis rate of PLC isoforms. Next, the following kinetic equation for IP3 degradation modulated
by [Ca2+]is given as

[Ca2+]2
+ [Ca2+])2

]IPg,deg = kdeg <K2 ) [IPB]/ )

deg

where Ky, is the IP3 half saturation constant, and kg, describes the phosphorylation rate. The
rate of variation of the cytosolic concentration of (IP3) is therefore given as

d|IP:
% = ]IP3prod - ]IP3deg~ (10)

The mitochondrial uptake and release

The exchange of Ca?* between the cytosol and mitochondria occurs as the mitochondria absorb
Ca?". The equation is as follows

] — [Ca2+]2
M e + [Ca

(11)

The K¢y is a half-activation constant, while the maximal permeability is k. The fast mode also
removes Ca?" from the cytosol, therefore this exchange is provided by

[Ca2+]8

JRam = kRam (12)

Here kgr,p is the maximal permeability, and Kg,ys, is the half-activation constant for the rapid
mode.

The Na*/Ca’?" exchanger

Within the mitochondria, the Na™ /Ca?" exchanger facilitates the gradual release of Ca?*. The
exchanger for it is provided as

] — 0 [Na+]gyto [Ca2+]m,’t (13)
CX = UNC :
NexE T INCs [Nat]3,;, knex + [Ca*F it

The Nat/Ca?t exchanger’s activation constants are ky, and kycx, with the cytosolic Na™ con-
centration being [Na*]cys0, and its maximal activity being Vycx.

Mitochondrial-Associated Membranes (M AMs)

The ER and mitochondria are physically connected to form stanch structural domains known as
mitochondria-associated ER membranes. It participates in fundamental biological Ca?* home-
ostasis processes. Further, the evidence is, that there is a physical contact between ER Ca?* release
sites and mitochondrial Ca2?* uptake sites [45]. Thus, the CaZ™ flux from ER to mitochondria
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directly is given by
[Ca** ]z, [Ca** ]2,
Jmam = kmam + kmam , (14)
1Kzz\/m]\/[l + [Ca? ]2, 2K§VIAM2 + [Ca%t 5,

where Karanm,, kpmam, are the maximal permeability and Kyaum,, Kpam, are the half-activation
constants for the Jp;4pm fluxes.

3 Results: model analysis

Nonlinear differential Egs. (1)-(2) in the system determine the dynamic behavior of the model
and solve the system of equations numerically. A partial bifurcation analysis of the model is also
carried out. The maximum PLC isoform synthesis rate is represented by the parameter Vp;c. This
parameter, thus, serves as the model’s bifurcation parameter.

The bifurcation diagram for [Ca?*] in Figure 1 illustrates how Vp; ¢ affects this. In this case, HB1
and HB2 represent the two Hopf Bifurcations. The stable periodic orbits are shown by dark black
lines, and the unstable ones are shown by dark blue lines. Period doubling bifurcation point is
depicted by PDs. TRs is an acronym for the tour’s split point. The inset shows the period of
oscillations. Steady-state stability decreases as Vpyc rises. The steady state, for positive Vprc
values ~ 2.344 to 34.4 uM /s, contains two Hopf bifurcation points: right-most Hopf bifurcation
(HB2) and left-most Hopf bifurcation (HB1). Hopf bifurcation arises when the steady state changes
the stability. It causes the appearance or disappearance of a periodic orbit.

120
Stable Periodic 100 —
Oscillations
w 80
02 B 60
= —_—
b9 —m & 40
Unstable 20
Periodic — —
Oscillations
0.15—
g
&:
© Oscillations
2 Unstable e
04 Equilibria - -
PD5— - -
TR~y R -
A
0.05 ; .
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0 | 1 | 1 1 |
0 10 20 vV, (M) 30 40 50 60

PLC

Figure 1. The maximum values of the periodic orbits with respect to Vprc are shown on the bifurcation diagram

Thus, the model enables oscillations between two Vp; ¢ values, with stable and unstable periodic
oscillations. The steady state is the saddling node type. The stable branch b1 starts at HB2 at Vp; ¢
=34.4 uM/s and ends at PD1 at Vp; ¢ ~ 9.449 uM/s, with oscillation periods ranging from 2.465
to 6.526 seconds.

Beginning at PD6, the tiny stable branch b3 stops at the point TR1 Vp;c ~ 3.267uM/s. The
oscillation period of this little branch is 6.526 to 6.245 seconds. After that, the new unstable branch
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Figure 2. The bifurcation diagram of [CaZt],,i; as a function of Vp ¢

b4 blue line begins at tour point TR1 (3.267 uM/s) and finishes at TR2 Vp; ¢ ~ 2.777uM/s. In this
branch, oscillations occur approximately 6.245 to 5.447 seconds. Next, a little, stable branch called
b5 (a solid black line) emerged from TR2 and ended close to HB1. On this branch, the oscillation
period varies from approximately 5.853 to 5.447 seconds.

Starting at PD1 and ending at PD2, the new stable branch has a Vp; ¢ of roughly 13.05uM/s. At
PD5, at Vprc ~ 3.854 uM/s, the elongation from PD2 (branch b7) comes to a halt. At Vp;c ~ 8.966
uM/s, branch b7 has the PD3. Starting at PD3, the branch b8 ends at PD5. This branch oscillates
at a period of roughly 26.07 to 26.11 seconds. The unstable branch b9 ends near PD5 and starts at
Vprc ~ 8.816uM /s, originating from PD4. The oscillation period of this branch is 51.98 to 52.21
seconds.

Figure 2 displays the bifurcation diagram that forecasts how Vprc will affect [Ca?*],,i- The dotted
black lines are unstable equilibrium. The solid black lines represent the stable periodic orbits and
dark blue lines represent the unstable periodic orbits. The PDs are the period-doubling bifurcation
points. TRs represents the tours bifurcation point. Bifurcation points such as the Hopf bifurcation,
period doubling, and Tours points happen at the same Vpr ¢ values as they do in Figure 1. As a
result, both the stable and unstable branches in Figure 1 and Figure 2 correspond to oscillations
whose period and amplitude fall within a scientifically meaningful range. The function of Vp;c
drives these complex dynamics both in cytosol and mitochondria. It should be mentioned that
IP; fluctuations in this scenario are the cause of the [Ca?*] oscillations, that lead to [Ca?™ ],
oscillations.

Ca?* oscillations are more than just a biological curiosity; they have a substantial impact on
cell function. Calcium signals indicate how cells can encode information in the frequency and
amplitude of oscillations generated by their oscillatory nature. Thus, it is important to understand
the dynamics of time series. Following that, the next several values of Vp; ¢ are displayed along
with the distinct dynamic profiles of [Ca%t], [Ca?"],t, and [IP3] oscillations.

The time series is periodic at PD3, Vprc ~ 8.853uM, with a period of 26.01 seconds. Figure 3A,
Figure 3C illustrates the oscillation of the [Ca?"] and [Ca?*],,; time series, which exhibit four
spikes in total: two large and two minor spikes. Furthermore, the [IP3] profile is displayed in
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Figure 3. The time series profiles of [Ca%t], [IP3], and [Ca2T 1, at Vpic = 8.853uM/s, and Vprc =7uM/s, are
shown in Panels A, B, and C and Panels D, E, F, respectively

Figure 3B. Three distinct attractors can be found in phase space at Vp; ¢ ~ 8.853uM, When the
stable periodic orbits reach the period-doubling bifurcation PD3, a powerful attractor is created.
Additionally, there are two additional period doubling bifurcations (PD2 and PD4) that form
complex attractors close to PD3. Consequently, there are variations in the amplitudes of the
oscillations in [IP3], [Ca%t], and [Ca%t],,;; and. Figure 1 illustrates how it results from the merger
of various attractors in the phase plane. Moreover, branch b7 exhibits a two-peak oscillation of
[Ca®*] at Vprc = 7uM, with a huge spike coming first, and a smaller spike following, as depicted
in Panel D. In addition, the [Ca?*],,;; oscillates, showing two peaks in Panel F. Panel E displays
the [IP3] pattern.

The predicted time series for [Ca?*] and [Ca?*],,;; exhibit two abrupt spikes with different small
amplitudes at PD6, Vprc = 3.819 uM/s, as illustrated in Figure 4A and Figure 4C, respectively.
The unstable periodic orbits that merge into the stable periodic orbits, as seen in Figure 1 and
Figure 2, complicate the [Ca® "] profile. Moreover, two bifurcation points PD5 and TR1 (torus
point) exit near the PD6 area, which results in complex oscillations. TR1 occurs at Vprc = 3.267uM.
Figure 4D illustrates the smaller oscillations of [Ca2*] and [Ca2*],,; having multiple large and
small fluctuations having periods of around 6.245 seconds, respectively. When comparing the
Ca?" profile in Figure 4E with Figure 4A, the Ca®" oscillates with less amplitude.

Furthermore, steady oscillations develop when Vp; ¢ is increased (see branch b1 of Figure 1 and
Figure 2). When compared to unstable oscillations, stable oscillations have amplitudes that are
comparable. Figure 5A and Figure 5C show that the [Ca?*] and [Ca®*],,;; oscillate with significant
amplitudes and identical spikes at Vp;c = 20uM. Similar amplitude spikes are also shown in
Figure 5B of the [IP3]. Comparing Figure 5 panels Figure 5D, Figure 5E, and Figure 5F with
Figure 5A, Figure 5B, and Figure 5C for [Ca®*], [IP3], and [Ca?*],,; oscillations, respectively,
reveals sinusoidal oscillations at Vp;c = 30uM, but the oscillations are also stable at this point.
Approximately 2.5 seconds make up the oscillation period. Calcium oscillations with varying
amplitudes at smaller frequencies are predicted by the model to be observed when Vp; ¢ is modest.
Higher Vprc causes higher frequency oscillations. The oscillations in the [IP3] concentration
are by Ca®* induced IP3 production and degradation. However, the IP3 plays a key role in the



Mathematical Modelling and Numerical Simulation with Applications, 2024, Vol. 4, No. 3, 280-295

288 |
A
0.2r
5
FaliR|
~
o
=2
o : \ N ,
1.9 1.905 1.91 1.915 1.92
B Time (s) x10%
2.8
= 26
E 24
1.9 N 1.905 1.91 1.915 1.92
Time (s 4
157.5 ) x40
s
£ 157
=
£
+
& 156.5
=
156 { \ . ,
1.9 1,905 1.91 1.915 1.92
Time (s) «10%

D
015
2 oaf
=
§ 0.05
0 ) A . ;
19 1.905 1.91 1.915 1.92
E Time (s) «10%
22}
T 21f
=
g 2
19 L
19 1.905 191 1.915 1.92
Time (s) 104
15T} ¥ )
H
£156.8)
_E
1566
8
=156.4
19 1.905 191 1.915 192
Time (s) »10%

Figure 4. Qualitative oscillation behavior at different agonist concentrations, presenting time series profiles of
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Figure 5. Numerical integration of agonist Vp; ¢ at different concentrations, displaying time series profiles of

[Ca?*], [IP3], and [Ca®*],,;; at 20uM/s (Panels A, B, and C) and 30uM/s (D, E, and F)

modulation of [Ca?*] oscillations.

4 Discussion and conclusions

The goal of this study is to comprehend sophisticated Ca?* oscillations in the mitochondria and
the cytoplasm. Agonist stimulations that cause CICR through IPR entrenched in the ER membrane
elicit the calcium transients. Consideration is given to the cytosolic IP; synthesis by PLC and
its degradation by Ca?". Through uniporters and the rapid mode mechanism, Ca?* is swiftly
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Table 1. Parameter values used in the model taken from [17, 18, 20, 46]

IPR Parameters values
Ky 0.64 (uM)~ 151

0.04s! 1, 17571

k1
ko 374 (uM)~1s71 ko, 1451 1y 1.7 s~ (M) —1
k3 011 (uM)~1s™1 k5 29.8 571 I 4707 s 1
Ky 40s M)t kg 0.54s71 L 0.12 uM
L3 0.025 (4M) Ls 54.7 uM
IP3; Parameters values
Kprc 0.2 uM Koo 055! Kieq 0.1 uM
Calcium Parameters
Krpr 0.71s! TER 0.002 s~ 1 B 0.1
% 5.405 T 1.64 Vserca 120 (uM) 2571
KSERCA 0.18 ]lM VPM 28 }lMS_l KPM 0.425 ]JM
aq 0.2 (uM)s—! ) 0.05s1
Mitochondrial Parameters
Kimcu 15 (uM)s ! Koneu 20 uM KRaM 30 (uM)s—1
KRaM 0.8 ‘LlM VNCX 60 (;LM)_ls_l KNCX 35 ]/lM
Ky 9.4 uM [Na©leyro 10 uM Kyam1  0.03 (uM)s—1
Katam1 20 uM Kpam2 0.12(uM)s ' Kpamz 1.8 uM

taken up by mitochondria and released slowly via an exchanger back into the cytosol. Cellular
organelles, including mitochondria and ER, play distinct biological roles, physically forming
MAMs and not being isolated entities, despite evidence suggesting otherwise [9]. MAMs are a
dynamic interface that connects the outer mitochondrial membrane (OMM), the ER subdomain,
and several proteins, serving as a link between the ER and mitochondria [47]. It helps the material
and information flow between the ER and the mitochondria including CaZ™ ions [45]. Thus,
a straightforward but reliable mathematical model is developed to comprehend the intricacy
of Ca2t dynamics, which includes direct Ca?* flow from the ER to the mitochondria, pumps,
standard Ca?* fluxes, and the IP; metabolism that is associated IPR controls over activation and
inactivation.

The bifurcation analysis is performed on the constructed model. The bifurcation analysis reveals
the dynamical structures, that govern the oscillations (Figure 1). The existence of such unstable
oscillations holds the fact that they exist for very small regions (blue dark lines) as shown in
Figure 1 and Figure 2. The stable Ca®* oscillations exist for large regions (black dark lines)
discussed above in Figure 1 and Figure 2. As predicted the model shows transient from simple to
complex Ca?t oscillations. The model suggests that even at low levels of stimulation, the Ca?t
response may exhibit erratic spikes. The Ca’* oscillations remain at high frequency and low
amplitude even at large agonist dosages (Figure 2, Figure 3, Figure 4, Figure 5). Moreover, the
correlation between agonist and oscillations period indicates that the period sharply decreases as
stimulus concentration rises (see the inset in Figure 1). It is also observed that when the model is
simulated without MAMs and mitochondrial dynamics. Bifurcation’s dynamical structure ([Ca? ]
vs. Vprc) differs significantly (results not shown). With few stable and unstable branches, the
oscillations happen in the Vp;c border range. These oscillations have large amplitudes. The
bifurcation diagram ([Ca2*] vs. Vprc) exhibits a complex dynamical structure with more unstable
and stable branches in relation to mitochondrial uptakes, releases, and MAM inclusions. The
structure is particularly challenging because of the cascade of PDs and TR bifurcations. The
dynamical structures are like these models [20, 36, 37, 48-50].

Nevertheless, by emphasizing ER-cytosolic exchange, SERCA pump, PMAC, external intakes as
well as mitochondrial uptake, release, and MAMs, this work explains calcium oscillations in non-
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excitable cells. Likewise, it addresses mixed IP3 metabolism that generates a range of morphologies,
such as baseline spikes, transient, sinusoidal, and simple to complex oscillations with low to high
periods and frequencies. Therefore, here findings are in keeping with previous experimental
research showing that agonists like acetylcholine (Ach), and vasopressin (VP) delivery lead in high
frequency, sinusoidal baseline spikes, while cholecystokinin (cch), phenylephrine (PE) application
results in low-frequency baseline spikes [5-7].

This model has few limitations. Here, we tried to develop a simple mathematical model that shows
Ca?* dynamics physiologically accurate. This model is a well-mixed type, and the concentration
of each species is homogeneous throughout. However, the Ca?* dynamics in non-excitable cells
vary with space and time both. Thus, this model is limited to show the propagating of Ca>* waves
from one region to another region of the cells. Also, to investigate Ca?" patterns through MAMs
in the non-excitable cells; we use the direct Ca?* passage from the ER to the mitochondria. The
more accurate model is to consider the microdomains near the connecting sights of the ER and
the mitochondria. However, in the future, we will construct such kinds of models. This model is
deterministic in nature. It does not provide any information regarding the stochastic aspects of
Ca?" dynamics in the non-excitable cells.

Cell viability is dependent on the production of ATP via mitochondrial oxidative phosphorylation
[51]. Moreover, the sustained rise of [Ca?*] is shown to cause oxidative stress leading to the
generation of excess ROS [52-56]. ROS are generated as byproducts of normal cellular respiration,
particularly during the electron transport chain in the mitochondria. During the electron transport
chain (ETC), electrons are transferred through Complex I, II, and III, and molecular oxygen O,
serves as the final electron acceptor. Sometimes, during this process, some electrons can prema-
turely interact with O, leading to the formation of ROS. ROS includes molecules like superoxide
radicals (O,e—), hydrogen peroxide (H,O»), and hydroxyl radicals (¢OH). Few mathematical
models to understand these mechanisms are seen here [57-61]. Thus, it is important to understand
the crosstalk between MAMs and ROS in non-excitable cells. But it is the avenue of future work.
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Abstract

In this article, we seek to formulate a robust mathematical model to study the Ebola disease through
fractal-fractional operators. The study thus incorporates the transmission rate in the treatment centers
and the relapse rate, since the Ebola virus persists or mostly hides in the immunologically protected
sites of survivors. The Ebola virus disease (EVD) is one of the infectious diseases that has recorded a
high death rate in countries where it is endemic, and Uganda is not an exception. The world at large
has suffered from this deadly disease since 1976 when it was declared epidemic by the World Health
Organization. The study employed fractal-fractional operators to identify the epidemiological patterns
of EVD, especially in treatment centers and relapse. Memory loss and relapse are mostly observed
in EVD survivors and this justifies the use of fractional operators to capture the true dynamics of the
disease. Through dynamical analysis, the model is proven to be positive and bounded in the region.
The model is further explicitly shown to have a solution that is unique and stable. The reproduction
number was duly computed by using the next-generation matrix approach. By taking EVD epidemic
cases in Uganda, the study fitted all parameters to real data. It has been shown through sensitivity
index analysis that the transmission rate outside treatment centers and relapse have a significant effect
on the endemic state of the disease, as they lead to an increase in the basic reproduction ratio.
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1 Introduction

The Ebola virus is the source of the highly infectious and often fatal disease known as Ebola virus
disease (EVD) [1]. The most typical ways of transmitting the Ebola virus to individuals are via
direct interaction with secretions, organs, blood, or additional body fluids of an infected person,
in addition to interaction with surfaces and items (clothes and bedding) stained with these fluids.
Wild animals, including fruit bats, porcupines, and nonhuman primates, are the main carriers of
the disease to people. On average, 50% of cases of EVD result in death. Case death rates have
varied from 25% to 90% in prior epidemics [1, 2]. Several epidemics of EVD are initiated by a
single overflow event and spread from person to person via intimate interactions, often in remote,
densely forested locations. Index cases are often associated with hunting, forest work, or land
modification.

Infected individuals can spread the virus to other individuals directly, but close contacts such as
family members, caregivers, or medical professionals are at more risk of contracting the disease
[3]. For instance, the 2014-2015 West Africa Ebola outbreak claimed 109 lives among healthcare
professionals in Guinea, sparking alarm worldwide and subsequent instances in Spain and the
US. Ebola Rehabilitation Facility for Medical Personnel in Conakry, Guinea, diagnoses and treats
healthcare professionals who are infected (either confirmed or suspected) with EVD and are
provided with comprehensive medical care, such as biologic monitoring and blood transfusions
[4]. The early symptoms of an Ebola infection are fever, myalgia, and asthenia, progressing to
gastrointestinal syndrome, including vomiting and diarrhoea. Subsequently, shock, hypoperfusion,
failure of several organs, such as serious kidney damage, and depletion of intravenous fluid
may occur. Haemorrhage syndrome, primarily gastrointestinal bleeding, may also occur [5].
Furthermore, an Ebola infection may result in several neurological problems. These comprise
tremors, migraines, loss of memory, epilepsy, and anomalies of the cranial nerves [6]. Studies
have shown that either waning of immunity or weak immunity can lead to virus reinfection in
Ebola victims. Some survivors’ immunity declines after recovery, while stronger immune systems
experience subclinical or asymptomatic sickness [7, 8]. In 2014, during the West African Ebola
outbreak, thousands of people survived. It has been reported that the Ebola virus may relapse
and cause a potentially fatal and spreadable illness since survivors can harbour the infection for
months in immune-privileged sites like the brain, the testes, the central nervous system, and the
eyes [6, 8].

In 1976, the world recorded two significant EVD epidemics in South Sudan and also DR Congo
(DRC), which led to the initial recognition of the disease worldwide. From that period, countries
like DR Congo (DRC) in 1994 and Uganda in 1995 experienced another Ebola outbreak. Ebola
outbreaks following this, outbreaks have been reported often and widely in Nigeria, Gabon, the
DR Congo, Guinea, Uganda, Liberia, and Sierra Leone. Additionally, rare outbreaks of EVD have
been reported from South Africa, the USA, Italy, and the United Kingdom [9].

Recently, mathematical modelling has come to be seen as an important and valuable instrument for
understanding the behaviour and cause of the spread of many prevalent infectious diseases, such
as diabetes mellitus [10], Ebola [1], measles [11], monkey pox [12], COVID-19 [13], diarrhoea [14],
and query fever [15] as stated in [1, 10]. It can also be employed to demonstrate the effective way
to mitigate disease propagation and assist in making decisions during an outbreak of disease [1].
For instance, [14] employed Ghana’s Ministry of Health data to validate an epidemiological model
for diarrhoea transmission dynamics from 2008-2018. They concluded that reducing transmission
rates and increasing treatment can significantly control or eradicate the disease. [16], analysed the
Hepatitis E model’s dynamics and optimal control analysis using the Atangana-Baleanu derivative.
When their reproduction number is below one, their model becomes locally asymptotically stable.
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They formulated an optimal control system using appropriate control strategies. Numerical
results suggest the proper application of control strategies for early Hepatitis E elimination. The
Atangana-Baleanu derivative allows for disease status monitoring and effective strategies. A
mathematical model predicting giardiasis spread that considers carriers, preventative measures,
and interaction between humans and the environment was proposed by [17].

The model uses the Lyapunov function, Metzler constancy hypothesis, and advanced next-
generation matrix. Implementing solutions in endemic areas effectively stops giardiasis spread.
[18], proposed an article to review malaria biology, mathematical modelling methods, uncertain-
ties, and controversies, and provides a timeline from Ross and MacDonald’s classical works to
recent climate-focused studies, contextualising mathematical work within the "million-murdering
death" of malaria. [19], conducted a pneumonia and HIV/AIDS deterministic co-infection model
and used it to assess the impact of these diseases on each other. Their model includes sub-models
and sensitivity analysis, revealing that the spreading rate of HIV and the treatment rates are
the most sensitive parameters. Their model incorporated intervention strategies and numerical
simulations, which shown that prevention and treatment of both diseases reduce the co-infection
burden. For more articles on the application of mathematical modelling to study infectious
diseases, see [20, 21].

Now, we concentrate on some mathematical models of EVD that have been published earlier
by different authors. A nonlinear mathematical model for Ebola was published in 2024 by [1],
with an emphasis on burial practices and environmental contamination. They determine the
reproduction number, Ebola-free, and Ebola-present equilibrium, as well as the boundedness,
positivity, and well-posedness of the model. The sensitivity analysis reveals forward bifurcation,
suggesting suppression of Ebola spread. Control strategies include reducing contact with infected
people, educating the public, vaccinating the susceptible, and promoting education against funeral
customs. Personal protection, vaccination, and safe burial are the most cost-effective methods. In
the research of [22], they presented an Ebola virus disease model built using a novel exponentially
nonlinear incidence function, which incorporates the curtailment in disease spread as a result
of human behaviour. The steady states of the model were determined, and the model’s global
stability was demonstrated using Lyapunov functions. Their results indicate a good fit when
effectiveness and the rate of change of behaviour are faster, after fitting the model to Liberia and
Sierra Leone’s Ebola data.

In another study, [23], developed an article to explore the dynamics of EVD in domestic and
wild animals. They employ an SEIR-type model developed to study the virus’s stability in the
human population. Their model comprises a nonlinear coupled differential equation, determining
Ebola-free and present equilibrium states. The model is asymptotically stable, and global stabilities
are carried out using Lyapunov functions theory. The Runge-Kutta method and non-standard
finite difference scheme are used for the SEIR model. They concluded that compared to RK4,
the NSFD numerical approach is more dependable, preserving non-negativity and boundedness
for different step sizes. State-variable simulations provided a numerical analysis of their disease
model.

Further, authors of [24] developed a SIR-type model to study Ebola virus disease (EVD) spread
using conformable derivatives. Their model incorporates direct and indirect transmission methods,
including funeral practices, tainted bush meat consumption, and environmental contamination.
The model also considers the possibility of infected individuals birthing and migrating to the
existing population. According to their research, the only state in which there is no sickness is
when there is no environmental spread of the Ebola virus. In addition, authors of [25] presented a
model on the Ebola virus disease. Their model employed mathematical models to understand the
spread of the virus validated a new model incorporating vaccination and applied optimal control
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analysis to study its impact on numerous shooting techniques with direct multiple shooting
methods. Their numerical simulations indicate that an optimal control strategy implemented
significantly reduces the number of people prone to Ebola and Ebola-infected people and increases
the number of people who recover.

Notwithstanding this, the Ebola virus disease is known to be deadly as it leaves the survivor
with severe neurological effects such as seizures, cranial nerve disorders, and memory loss.
Authors of [2] presented a mathematical model to explain the dynamics of Ebola transmission
between humans and dogs through fractional operators. Caputo-Fabrizio derivative served as the
foundation for their model. Fractional orders were shown to have a considerable influence on the
model when it was fitted to Uganda’s reported Ebola outbreak. According to them, Controlling the
spread of Ebola can be achieved by improving recovery rates and decreasing contact rates between
dog compartments. They concluded that it is advisable to implement quarantine procedures to
regulate encounters during outbreaks. In [26], the Grunwald-Letnikov fractional operator was
applied to study the Ebola disease physical patterns in the population, and in [27], the Atangana-
Baleanu Caputo operator was also applied to investigate the outbreak of the contagious Ebola
disease.

Our motivation for the current research is that all the related literature discussed considers Ebola
spreads and how to mitigate the infection. However, we observed that none of the articles
examined the following: transmission of Ebola virus disease at treatment centres; Ebola virus
persistent in the immunologically protected sites of survivors” bodies and the associated relapse-
symptomatic infection; the application of susceptible, infected, treatment and recovered, SITR-type
model to investigate the dynamics of Ebola Virus Disease (EVD). Although the authors of [28]
employed SITR-type to examine their Ebola model, there are some limitations to their research.
These include the use of some parameter values based on assumptions and parameters from
existing literature instead of using real Ebola data to carry out their analysis. There are several
neurological side effects linked to Ebola. This includes seizures and loss of memory. The memory
effect is a crucial characteristic of biological systems. The use of fractional-order models allowed
for the realisation of this [6, 29-31]; however, the deterministic approach that was employed in
their research was unable to do that. The current research seeks to address these gaps by:

i. Studying the dynamics of EVD transmission at the treatment centres,

ii. Incorporating the dynamics of relapse in survivors due to virus persistence in their bodies
after recovery,

iii. Applying the least square estimation technique to fit all the model parameters to real data
from Uganda,

iv. Employing the novel fractal-fractional Caputo derivative to capture the exact dynamics of
EVD in the population.

The remaining sections of the article are categorised in this pattern. Section 2 deals with formu-
lating the Ebola model that incorporates transmission dynamics at the treatment centres and the
relapse patterns in survived individuals. The basic or preliminary results are presented in Section 3.
In Section 4, we investigate the positivity and boundedness of the Ebola model understudy. The
Ebola model is now studied through fractal-fractional Caputo operators in Section 5 where we
performed thorough existence and uniqueness analysis through the fixed point theorem. Also, the
Hyers-Ulam and Hyers-Ulam-Rassias stability criterion is used to establish that the Ebola model
is stable and is discussed here. Again, we subjected the Ebola model to real data to estimate all the
parameters of the study in Section 6, whereas Section 7 performs the local stability analysis and
also measures the fundamental reproduction number. In Section 8, the sensitivity analysis of the
model’s parameters to the R is discussed. Finally, the numerical simulations and conclusion of
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the research study are discussed in Section 9 and Section 10, respectively.
2 Ebola model formulation

We propose an integer Ebola transmission model in this section. The entire population is classified
into four classes: Susceptible S(t), these are people who are prone to contracting Ebola disease.
Infected I(t) are those actively infected with Ebola, show clinical symptoms, and can spread the
disease to other individuals. Treated T(t), these are individuals who have received treatment after
infection from Ebola. Some individuals of the treated class can still transmit Ebola diseases to
other people through direct or indirect means due to the waning of Ebola virus antibodies after a
few years of recovery [32]. People who have recovered from the Ebola infection are denoted by
R(t). The natural mortality rate is denoted by u. B is the transmission rate from the infectious
class to the treatment class, J1 is the Ebola-induced death rate of individuals, and k is the relapse
rate of individuals under treatment. The recruitment rate is given by . «; is the transfer rate of
susceptible to infectious class. a; is the transmission rate of partially recovered individuals at
the treatment centres to caregivers, ¢y is the immunity loss rate, and 0, denotes the recovery rate.
Hence, the entire populace is denoted by N = S + I 4+ T + R. The assumptions below formed the
basis of the development of the Ebola model:

i. Ebola can spread to susceptible people via any of the following ways: having interpersonal
relationships with recovered Ebola victims, touching contaminated animals, or coming into
contact with the bodily fluids and clothing of an infected individual,

ii. Recovered individuals can become susceptible to Ebola infection after recovery,

iii. Recovered individuals can transmit Ebola to other people within a few years after recovery
due to waning immunity;,

The following four (4) integer-order differential equations were developed using the assumptions
as basis. The model equations are therefore given by

dT 1)

with initial conditions S(0) = Sp> 0, I(0) = Iy > 0,T(0) = Tp > 0, and R(0) = Ry > 0.
3 Preliminary results

In this section, the studies highlight some essential definitions regarding the dynamical analysis
to be carried out on the Caputo fractal-fractional Ebola disease model. The definitions are stated
below based on literature [33-35].

Definition 1 Let us suppose there is a continuous domain (A, E), and further assume that H has a
derivative existing in the fractal dimension range ®,. Then, the Caputo fractal-fractional differential
operator of H with the fractional order ®1 is given as

£
FFCn TP - d J — k)11 (k) dk 1< DDy <
944,5 H(g) r(q_q)l) dED> A(g ) H( )d ’ (q <P, Py = g¢ N),
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following differentiation results;

dHE) | H(E) —HK)
dk®  gok EP2— kP2

By supposing that ®, = 1, then the Caputo fractal-fractional derivative 7 C@g}g’% yields &1

Riemann-Liouville derivative RL@glg.

Definition 2 If we further assume that the map H is unperturbed in the neighborhood of the open interval
(A, E). Then, it is obvious that the Caputo fractal-fractional integral of H results in

£
FFCA®1®, _ P O (g _ @11
TREHE) = s le (€ — k) ® 13 (k) dk.

By classifying 24 t be a non-decreasing transformation, that is b : R>9 — R>o with b(E) < E,VE > 0,
Z a*(€) < oo.
u=1

Definition 3 Let us define themap H : V — Vand ¢ : V> — R~q, with 'V to be a normed linear space.
We then have

i. In the case where each x1,x, € 'V,
(P(xlle)d(Hxl/ HXZ) < a(d(xll-XZ))/

then H is y — a-contraction,
ii. Also, assuming (x1,xp) > 1 yields p(Hx1, Hxp) > 1, we have that H is ¢ - admissible.

4 Positivity and boundedness

This section establishes the positivity and boundedness of solutions to the proposed Ebola model.
By following a similar procedure as performed in literature [20], we obtain the positivity and
boundedness of the Ebola model in this manner.

Positivity of solutions

To establish the positivity of the model’s solutions, we show that the solutions to each equation of
the model are non-negative for any t > 0. Let us begin the proof by first supposing that S(¢) and
I(t) possess the same signs and a7 > 0. In this manner, we suppose that the following inequality
holds for T(t) compartment,

T(t) > Toe~ HHE+e2) -y > 0.
Noting from the above that T(t) is positive, it suffices that

I =01SI+kT—apIR—(B+ 01+ u)l
> —(54-(51 +;4)I.
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Thus, we have

[ > Ipe  (PHortm),

Subsequently, by following the same approach, we have
R > Roe (@1 tH),

Now, let us suppose that the I(¢) and T(t) compartments are integrable, this implies that the
following inequality arises:

G(t) > Go+ J[51(1+ T)dt, Vit > 0.

Importantly, we explicitly establish the positivity of the S(t) compartment by first supposing the
norm below exists: [|g]| = sup,. Dy |g]. This suffices that for the susceptible compartment, S(t), we
have

S(t) = ¢+ R—a1SI—uS
> o R— (a1l +u)S > —(ag|I| +p)S

> —(ag sup Il 4+ u)S > —(a1lllloo + 1)S
teD,
Z _(PS/

where we define
¢ = (a1/llos + p)-
Obviously, this yields
S(t) = Sge~ .

We observe that these results hold for all other compartments. Hence, all the solutions of the Ebola
model are positive.

Boundedness of solutions

To prove the boundedness of solutions to the model, we first consider the total human population,
N(t) = S(t) + I(t) + T(t) + R(t). ()

Substituting all equations of the model, we obtain,

dt dt dt dt dt
= P+ o R(t) — a1 S(EI(E) — uS(t) + a1 S()I(t) + kT(t) — anI(H)R(t) (3)

—(B+061+u)I(t) +axI(t)R(t) + BI(t) — (p+k+02)T(t) + 02T (t) — (u+ 01)R(t)
= tp—yN—(Sll(t).

AN(H) _ dS() , dI(t) | dT(8) | dR()
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In the absence of Ebola-related deaths, (§; = 0), we have

dN

Now taking the Laplace transform of (4), we obtain

LIN' ()} + uL{N(t)} < L{y},
sN(s) —N(0) + uN(s) < %, 5)

4 N(0)
N(s) < s(s+p) +s+y'

The inverse Laplace of (5) is
N(t) < %(1 — M) 4 N(0)e ©)
Taking the limsup,_,  of the above equation, we get

¥
N(t) < ~. 7
)< @)

Now, the solutions of the Ebola model are bounded and feasible in the region

V= {(S,I,T,R) € RYIN < %} 8)

5 Caputo fractal-fractional Ebola model

It has been reported in the literature that individuals who have suffered from the Ebola virus
disease mostly face severe neurological disorders such as cranial nerve disorders, memory loss,
recurring seizures, and others for about six months or more even after recovery [6]. As a result
of this, using integer order operator models to study the dynamics of the Ebola disease virus
may yield uncertain or unreliable conclusions. In addition, since there occurs mostly structural
variability in the dynamics of the Ebola disease, that is, the disease is influenced by physical
occurrences, a fractional analysis of the dynamics of the Ebola is the appropriate operator to
measure the physical dynamics of the disease [7]. The Caputo fractal-fractional derivative has
been chosen for this study due to its enormous advantages over the other fractional operators. For
instance, it has been reported in the literature that the Caputo fractal-fractional derivative presents
a better description of complex systems, such as biological processes, by accurately measuring
these systems’ inherent hereditary and memory properties.Again, the Caputo fractal-fractional
derivative is quite simplified as it allows the use of standard initial conditions compared to the
Riemann-Liouville derivative. As a result, the Caputo fractal-fractional derivative has a min-
imal computational complexity and requires a minimum storage space when its algorithm is
simulated [36-38]. In this study, the Ebola virus disease is thus investigated using the Caputo
fractal-fractional operator. From this knowledge, Eq. (1) is reformulated into a non-integer model
using Caputo operators in this manner:
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FFCDY®25(t) = o + o1R(E) — aq S(£) (1) — pS(t),

FFCDPU®2 (1) = ay S(1)I(t) + kT(t) — aaI(H)R(£) — (B + 61 + p)I(t), o
FECDEI2T(t) = apI(H)R(£)BI(t) — ( + 1+ 02) T(),

FECDIVPR(t) = oaT(t) — (o1 + p)R(H),

with initial conditions S(0) = Sp > 0, I(0) =1y > 0, T(0) = Tp > 0, and R(0) = Ry > 0.

Existence and uniqueness of the Caputo fractal-fractional Ebola disease model

A key aspect of mathematical modelling is to examine if there exists a unique solution for the
model under study. To establish that model (9) is injective, a thorough existence and uniqueness
analysis is carried out using the fixed point theory as done in literature [39-42]. By supposing that
there exists the norm B(7) which is defined to be a Banach space and further assumed to be a
continuous real-valued map defined in the domain 7(0, T) with a defined sub norm. Then we note
that there is G = B(7;) X B(12) X B(13) X B(74) which is imposed on the norm ||(S,I, T, R)|| =
ISII+ Il + [ITIl + [Rl, where [|S|| = sup, S, | = sup,, 1], [IT]| = sup,. [TI,[IR]l = sup,, [R|.
From the suppositions above, the fractal-fractional Ebola disease model in the Caputo sense is
reconstructed as;

S(t)—8(0) = DV [+ oyR(t) — aa S(H)I(t) — uS(t)],

I(H)=1(0) = DV [wyS()1 <>+KT<>—azz<> ()= (B+o1+wI(H], (10
T(t)—T(0) = D [l (HR(EBI(E) — (u+x +02)T(H)],

R(t)=R(0) = DIV [0aT(t) — (o1 + p)R(H)].

For convenient evaluations, the equations in (10) are redefined as,

J1(S, I, T,R) = ¢+ 1 R(t) —a1 S(¢)I(t) — puS(t),
J2(S, I, T,R) = a1 S(t)I(t) +«T(¢ )—“21() (t) = (B+ 61 +u)I(t),
J5(S, I, T,R) = apl(t)R(t)BI(t) — (n +x + 02)T(t),
Ju(S, I, T,R) = oo T(t) — (o1 + p)R(¢).

(11)

Now through the Riemann-Liouville integral operator, the fractal-fractional Ebola disease model
(9) suffices that;

RLDP1S() = @y, P21 71(S, 1, T, R),
RLthq>1 I(t) — q)Z* t*@z—ljz(s, I, T, R), (12)
RLDPIT(1) = @, t*P271 75(S, I, T, R),
RLDPIR(t) = @, %271 7,(S, I, T, R).
Now in order to solve the model, Eq. (12) is reformulated as an initial value problem
DPIQ(H) = @0, 1PN T (1, Q(1)) 3
Q(O) = QO/ q)lquZ* € (O/ 1]/
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where t* € U, such that

=

Q") = (S(t), I(t"), T(t), R(t")), (14)

Also,

J(tQ(1) = (15)

Now by applying the fundamental theorem of calculus to (13), we obtain

*

t
D, J Q*CDZ*—I(t*_Q*)CDT—IJ(Q*Q(Q*))}I*Q*, (16)
0

Q(t*) = Q(O) + r(q)ic)

thus, leading to the following relations:

‘ (17)

x [S(Q7), 1(Q7), T(QF), R(Q7)].

Now model (9) is reconstructed as a fixed point problem by using the fixed point theory technique.
We initially suppose that the given dual function W = H* — H* be defined as

*

t
P, J Q21— Q1)L 7 (QFQ(O%))h Q. (18)
0

[(®q)

WIQ(t)] = Q(0) +

We explicitly define the fixed point theorem for ®* — ¢* contractions to suffice our proof.

Theorem 1 ([35]) Let us suppose a complete metric space is stated such that v* € B,@* : H*?2 — R,
and W : H* — H* which is an ©* — * contraction such that the following properties are valid:

a. W is 0" permissible.

b. We have hg, which is in the function H* such that ®* (g5, Wip;) > 1.

c. Supposing that for any hy, which is an improper subset of W* where hy, — h* and ©* (h;'l‘,*, hl*P* 1) =
1, Vg™ > 1, then there exists ©* (hy, ,h*) > 1 for every p* > 1.
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The proof of the theorem is carried out through ®* — 3* contractions.

Theorem 2 Let us suppose that we have a ¢* such that R x R — R and also there is an * € B for any
given operator J € W(IKC x H*, H*). Also, B for any given J1, T2, J3, Jo € H* and there is t* € A,

T (#, Q1(t") = T (¢, Q") < O (1Q1(t") — Q2(t7)1),

also realising that x*(Q1(t*), Q2(t*)) > 0 and also ¥* = (@, +&1,)

@y, 772 LTI (@)

G2 Also, for any given t* € A thereisa Qo € H* such that

" (Qo(t7),C(Qo(t))) = 0,

given further that

a*(Q1(t), Q(t")) = 0 — a"(C(Qo(t")),C(Qo(t"))) = 0.
G3 Supposing that {Qy-}y->1 C H* for Que — Q, such that

a*(Qy+ ("), Qpr11(£7)) = 0 — a™(Qy+(t7)), (Q(t")) = 0,

with any given * and t* € A.
We hereby validate the Caputo fractal-fractional Ebola model to have a solution by the proof below.

Proof Let us suppose that there exists the functions [J1, J», J3, J1 € H such that J;(+*), J>(t*), T3(t*),
Ju(t*) are non-negative given any time dimension t* € A. Applying some basic mathematical
ideas in addition to the beta function yields the following;

W(Qi(#) = W(Q(t)] < rf’qi%) :0* Q2 — Q)i
XIT(Q7 1 (07)) = T (7 (Q7))ld 07
< r‘(l’qi%) ; QP27 — 077710 " (11(07) — ©(07))a 0"
< Qe B 10; - Qs 19
< P N0 10 101 - Qale)

This suffices that

Dy, 12 H P TIT (D)

IW(Q1) —W(QD))llys < [(D;. + Dy

1 O*(11Q1 — Qally+) = O (191 — Qally=).

Supposing further that given any values for Q;, Q>H*, we assume that ®* is defined to be
H* X H* — [0, 00) as stated in

0*(Q1, D) = {1’ ifa*(Qi(") 20, (20)

0, otherwise,
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which suffices that,

Q1,2 € H*(W(Q1), W(Q2)) < (Q1,Q2),

for any Q;, 9, € H*.

We hereby establish the function WV to be ®* — ¢* contraction. Whenever there are 91, 9, €
H*, we observe that Q;, 9, € H* > 1. Stating explicitly the properties of @, it implies that
a*(Q1(t*), Q2(t*)) as non-negative. Then from (G2), we see that a*(W(Q1(t*)), W(Qa(t*))) is
non-negative. Then we have ®* implying that @*(W(Q1(t*)), W(Qa(t*))) > 1. This explicitly
suffices that the operator W is a ©* admissible.

We then strongly see that (G2) implies that there exist an Qy € H*. This then suffices that
t(Qo(t*), W(Qp(t*))) is non-negative for any given t* in the set H and

@ (Qo, W(Qo)) > 1.

We can further assume that Q-1 is an improper subset of the set H* such that Qy+ has a limit
point Q anytime ©*(Qy+, Qy+y1) > 1. It is explicitly seen in ©* that

@ (Qy+ (1), Qy41 (7)) 2 0.

This then suffices from (G3) that a*(Qy-«(t*), Q(t*)) > 0, implying further that @*(Qy+(t*), Q) >
1 for every given *. Now from Theorem 1, it is observed that there is an Q*H* in a manner
that W(Q*) = Q. This then suffices that Q* = (S*,I*, T*,R*)T is a solution to the Caputo

fractal-fractional Ebola disease model.

Theorem 3 ([43]) By assuming that H* is said to be a Banach space, which is a convex function O which
is bounded and closed in H*, and we have x € O which is an open set for 0 € «. By defining P : « — O
to be continuous and compact, then it is either

a. There exists b** € O such that P(b**) = b**, or

b. There is b* € u© and v* € (0,1) such that v*P(b*) = b*

should hold.

Remark 1 Let us define the relation

A=, (21)
and also

® = @y, P2 TP (D, )
o r(CDz* —+ (bl*)

(22)

Theorem 4 Assuming that the function J € C(Q x H*, H*). Then;
M1: we have ©®* € N'1(Q, R..) and there have also a non decreasing monotonic function K € C([0,00), R+),
implying that for any t* € Q and also Q € H*, we have

(T (t7), Q) < O () G(1Q(t7)]).
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Ma1: If there exists X that is positive and also

X
A+ (O*(HP(X))

> 1,

where ©™" = supy.q |©*t*| and also A, are defined in Eq. (20) and Eq. (19). We then say that the
Caputo fractal-fractional Measles disease model’s solution exists.

Proof Let us consider W : H* — H* as defined in (18) and
Ny ={Q e H" :1Qlly= <}, V3 > 0.

Consequently, the operator )V is obtained from the continuous and limited operator 7. Then for
Q € N, there is;

W(Q(H))] < 1Q(0) + o2 L Q92 1(1 — 7)1 7(Q7, Q(K)) k"

*

< Qo+ 2 JO Q271 (1 — ") ®1 10" (K*)GIT (Q(K)) 14O

I(®7) (23)
<0yt <I>2*77*17®z*+rdzz)—135(q>2*,<I>1*)®*O*A(HQHH*>
<A 4O 0% A(v).
Implying further that
IWQIl < A+ (0" 0"A(v) < oo. (24)

We then obtain a complete continuous operator of W from H*. Let us now suppose some arbitrary
values t*,t** € [0.T] such that t* < ** and also Q € N, with the assumption that

sup | T(QF, Q(t)) = T* < o.
(t,Q)eAx N,

It then suffices that

pr*

@, J QP21 — ) ®I1 7(QF, Q(k*))|dk*
0

IW(Q(E™)) =W(Q(t))l = |

r(®7)
o, (P .
- 21 J QP21 — ") PO (k) T1T (Q(K)) 40
I(®7) Jo
P2, P* [ o, 1 o1 1 o1
< ¥a.” |J QP21 (1 ) @i dk*—J QP21 (- )1k
C(y1) Jo 0
Dy B(Do,, P1) T " sstoy 101 a0y 1 Dps 1
< * * 2, F Pl pr Do, + Dy
< I(@7) [t t ] (25)

S ®2*r*(q)2*)j [(t**)éz* +‘I’1*71 _ t*®2* +<I>1*71]’
[(®F + Pq+)

we therefore observe that Q is independent of t** has a limit point in t*, then the RHS of Eq. (25)
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is asymptotic to 0. This leads to
IWV(QE™)) = W(Q(E)les — 0.

We then observe from the above that the function W is equi-continuous and we further show
the compactness of WW on N, through means of the Arzela and Ascoli theorem. It is observed in
furtherance that the assumptions given in Theorem 3 are explicitly valid on the function V. This
implies that either (a) or (b) is valid. From (M1), we formulate;

R ={Q e H.:[IQln, <Z},
where we define the function Z to be positive through
A+ O 0" B(Z).
Now by applying (M1) on Eq. (25) we derive the relation
IWQlly, <A+ JO*0*A(Q). (26)

Now from the existence of the operator Q € R and € (0,1) in a manner that Q = oW(Q).
Now by the given function Q in the domain S, then from Eq. (26), we have,

Z = Qlh = BIW(Q)lly < A+ O 0" A(IQllx) < A + (O 0 Z(R) < R.

From the above, we observe that we cannot validate it. This implies that (b) is invalid and the
operator )V has a solution or a fixed point in the function R from Theorem 3. Then, the Caputo
fractal-fractional model has at least one solution.

Now we establish explicitly that the Caputo fractal-fractional model has only one solution. We
begin by stating the lemma below;

Lemma 1 Supposing that there exist the following functions:

(S,I,T,R,S*,I*,T*,R*) € G = C(N,Y) and there is the norm

(N1): |ISII < 39, 11l < T, ITII < T3, [IRIl < T4 where J1,32,T3,T4 are positive, and the given norms
suffices the criteria of the least upper bound-norm regarding t*. Now, further considering the case where,
J1, T2, T3, Ja in view that equation the individual components in (11) meets the Lipschitz criterion of
boundedness anytime there is K1, Ko, K3, Kyq > 0 where

Ki=a+uy,
Ko=(a—B+6+pn),
Ks=(p+x+0),
K4 =01+ p.

Proof Given the first operator P, for the dual functions, S, S*, we compute;

1T (5, S(E), 1(#7), T(t), R(¢7)) — Ja (b, ST(#7), I*(#7), T*(t7), R*(¢7))
<[y + o R(t) — a1 S(t)I(t) — uS(t)|l < —a(S—S*) —u(S—S*)
< Kqlls =S,
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We observe from the above that the function J; about the compartment S for the constant £ is
positive and therefore bounded. Also, let us consider 7>, for the dual functions, I, I*, we obtain;

1T (#, ST(#), I (), T*(¢°), R* (1)) = Ja (b, ST(£), I (£7), T*(£7), R*(£%) )l
< N S()I(E) +xT () — axI(£)R() — (B + 61 + p)I(1)l]
<[a—(B+oa+w](I-T7)

< —la—(B+or+u)llII— 1"
< (a—p+o1+p)lll—TI"
< KollI = Il

We further observe that the function 7, about the compartment I for the constant K, is positive
and also bounded. Let us again consider /3, for the dual functions, T, T*, we have;

172 (5, S(E°), I(t*), T(t), R(£7)) — T (te, S™(¢7), " (¢7), T*(¢), R* ("))l
<||0¢21() (OBI(t) — (n+x+02)T ()l
—(p+x+0)(T-T7)
< (V+K+Uz)||T—T*||
< IG3lIT —T7..

In addition, we see again that the function /3 about the compartment T for the constant K3 is
positive and therefore bounded. Let us finally consider J;, for the dual functions, R, R*, we derive;

T2 (5, S(¢°), I(t°), T(t*), R(t)) — Ja (s, ST(E7), I (), T (¢*), R* (¢7))ll
< IIcsz( ) — (o1 + w)R()Il

< —(o1 +u)(R—R")

< (01 + 1) BIIR — R*||

< (01 + p)IIR — Rl

< K4lIR— R

Finally, we observe that the function J; about the state variable R for the constant K4 is positive
and therefore bounded. This suffices that the constants Ky, Ky, K3, K4 meets the Lipscitz criterion
for boundedness.

Let us finally state and prove the theorem below.

Theorem 5 By assuming further that the condition (N1) is true, it is obvious that the Caputo fractal-
fractional Ebola disease model admits only one solution whenever

®Ka <1, Qe{l,234), (27)
recalling the definition of ® in Eq. (22).
Proof By recalling and applying the concept of proof by contradiction, the study posits that the
Caputo fractal-fractional Ebola model admits several solutions. We then commence the proof by

assuming that there exists another solution to the Caputo fractal-fractional Ebola model, which is
given as (S*(t*), I*(t*), T*(+*), R*(t*)) with the following initial values; (So, Iy, Tp, Ro) such that
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Eq. (18) yields;

Py, (7 st ®j-1
S*(8) = So + gy | 070 - )i

X Ji(QF, 57(QF), I"(QF), T*(QF), R*(Q7) )",
b

P21 (t* . Q*)QDT—l

)
x Jo(QF,§(QF), I"(QF), T*(QF),R* (")) g" O, 28)

D, [~ .
T*(t*) =Ty + 2y J Q*tbz*fl(t*_ﬂ*)cblfl

)
R¥(#) = Ry + D, J Q2L (g _ ) @i
x Ja(QF, §7(QF), I"(QF), TH(QF), R*(Q7))g Q"
We then obtain the following results;

*

0] B D —1
[S(+") —S*(t*)] < Sp + u JQ 27— O™

x |J71(Q7, $(Q7), 1(QF), T(QF), R(QYF))

— Q5 S(Q), (A7), T(QF), R(Q)) g™ Y (29)
< D2
~ (D)
< ®KqIS = S*l,

*

J Q21— )Py ||S — §*(|g* Q0
0

which in this case results in
(1—®)IS—=S*I <0.

It is therefore obvious from Eq. (29) the inequality above will be true if [|S — 5*|| = 0 or S being the
same as S*.

Also considering the infected compartment, that is, I(t), we obtain;

*

D, wDy —1 (% e DI—1
() — T ()] < Iy + =2 JQZ* — ")

% 1720, 5(07), 1(QF), T(Q*), R(Q"))

— (0%, S(0F), 1(Q), T(QF), R(O))lg*0F (30)
Dy,

= (@)

< ekl I,

*

J QP2 (1 — )P Iy || - IF|g* Q)
0

which in this case results in

(1—af)IVh = V(I <O0.
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It is then an obvious observation that from Eq. (30), the above inequality will be valid if |[I — I*|| = 0
or I being the same as I*.
Let us consider also the third compartment, that is, T(t), we have;

*

@ t *
0

[(P1+)
x |J3(QF, 5(QF), 1(QF), T(QF), R(QY))
— J3(Q7,5(Q%), 1(Q), T(Q), R(Q))Ig* QY (31)
D, ) #@p, —1 % _ D —1 || ok ) F
gr(®1*)J0 Q2L (1 — )P Ly | T — Tg* 00

< ®L3|IT— T,
which also leads to
(1—-@k3)IIT—-T* < 0.

We also see that from Eq. (31) the above inequality will be correct if ||T — T*|| = 0 or T being the
same as T*.
Finally, considering the last state variable, that is, R(t), we obtain;

*

* % (g% CI)2 *Dy —1 /% *\PF—-1
IR(t*) — R*(t*)| < Ry + - J O (" —0O)")™1

x | T4 (27, 5(Q7), 1(QYF), T(QY), R(QY7))

— Ju(Q7,5(Q), 1(QF), T(QY"), R(QY))Ig* (32)
< P *

~ I(®y+)
< ®IC4/|IR—R|,

*_

J Q*cbz*_l(t* _Q*)q)l 1m1||R_R*||g*Q*
0

a similar result is obtained as
(1—a®Ky)IIR—R*|| < 0.

It is therefore obvious from Eq. (32) the inequality above will be true if |[R — R*|| = 0 or R being
the same as R*.

From the above results, it is implied that the current solution (S*(t*), I*(#*), T*(+*), R*(¢*)) and
the previous solution (S(t*),I(+*), T(+*), R(t*)) are the same. This suffices therefore that the
Caputo fractal-fractional Ebola disease model admits a single solution. This ends the proof.

Hyers-Ulam and Hyers-Ulam-Rassias stability of the Caputo fractal-fractional Ebola model

This section is dedicated to the stability analysis of the model in Eq. (9). Stability analysis is
carried out in this study to establish that the solutions of the model obtained are not absolutely
dependent on the changes that may occur in the neighbourhood. This is essential as biological
systems undergo changes sometimes and this may affect the nature of the solution obtained.
The stability studies are therefore carried out to find out if a small change in the neighbourhood
may exert the same small amount of change in the solution of the model. To conduct this study,
we employ the Hyers-Ulam (HU) stability criterion [44] and its extended form referred to as
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the Hyers-Ulam-Rassias stability (HUR) criterion [45]. Also, many models do not have exact
solutions therefore resulting in mostly reliance on numerical solutions which also come from
approximation algorithms. The HU and HUR stability criteria have shown enough strength in
studying instabilities that may occur. This section therefore deals with applying the HU and HUR
stability criteria to understand the stability patterns of the Caputo Ebola fractal-fractional model’s
solution.

Definition 4 Let us suppose that the Caputo fractal-fractional Ebola model meets the HU stability criterion
whenever there exist D7 > 0 € R fori =1,2,3,4 such that Vo > 0 and also for every S*,I*, T*, R* in
the set S*, then we have,

FECDGET=S(8) — Ju(S*(#), I*(#), T(£), R* (£))| < g,
FECDG L™ 1(1) — Ta(S* (1), I*(£), T* (), R*(£))| < )
FECDG ™2 T(£) — Jo(S* (1), 1* (£), T* (£), R* (£))] < 3,
|FFCD§’t*¢’2*R(t*) Ta(S*(#9), I* (1), T* (), R* (#*))| < pa,

and noting also that there exists (S, I, T, R) € S* then it is obvious that the Caputo fractal-fractional Ebola
disease model satisfy

|S*(t") = S(E) < D1,
I"(+")—I(t")| < D ,
IT*(¢*) = T(t")| < Dgy 03,
R*(+) — R(#)| < Dg,pu.

Remark 2 We then suppose that (S*,I*, T*,R*) € G* is a solution to the Caputo fractal-fractional Ebola
model whenever we have ¢1,05,03,04 € C([0,T],R) (based on (S*,I*, T*, R*) respectively) such that
Vi € (V,(Q)) .l (t")| < paq for O =1,2,3,4, given

FFCD(?E;CI)z*S*(t*) — jl(S*(t*), I*(t*),T*(t*),R*(t*))| + pl(t*),
FFCD(?E»:@z*I*(t*) — jz(s*(t*), I*<t*), T*(t*),R*(t*))| + pz(t*), (35)
FFCDILP2 T (1) = Jy(S*(#7), I (£7), T* (#7), R*(£°))] + g3 (£"),
FFCD(TE::(IDZ*R*U*) — j4(S*(t*), I*<t*), T*(t*),R*<t*)>| + @4(1'*)

Definition 5 We assume that the Caputo fractal-fractional Ebola model is HUR stable whenever we have
a function ®; fori = 1,2,3,4 for D7 o, > 0 € R fori = 1,2,3,4 such that for every p; > 0 and also
anytime (S*,I*, T*,R*) € S* satisfying

FECDGI 2 S(£) — T (S™(£), I (1), T (), R*(£))| < ;n @1 (1),
FECDGI 2 I(8) — Ja(S*(£), I*(£), T*(£), R* ()] < 2o (1), 6
FFCDG ™ T(+) — J3(S* (), I (1), T* (), R*(#))| < p3@3(t"),
FFCDG 1™ R() — Ja(S* (#), I*(£), T*(£*), R (1)) < paa(t"),
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this implies that (S*, I*, T*, R*) € U* satisfying the Caputo fractal-fractional Ebola model as given in

* *

S*(t*) = S(t")] < D70, 01P1(t7),
[I*(t*) — I(t")| < Dg,0,02P2(t"),
IT*(t*) — T(t*)| < D70, 03P3(t"),
IR*(t") = R(t")| < D 7,0, 04Ps(t*).

(37)

Remark 3 We then assume further that (S*,1*, T*,R*) € U* is a solution to the Caputo fractal-fractional
Ebola model whenever we have ¢1,¢5,¢3,¢4 € C([0,T|,R) (depending on (S*, I*, T*, R*) respectively)

such that Vt* € (M, (Q)).[la ()] < ®ipq for Q = 1,2, 3,4, given that

FFCD(()ITE::@Z* S*(t*) — jl (S*(t*), I*(t*>, T*(t*), R*(f*)>| + @1(f*),
FFCDIIP2 I (1) = Jo(S*(£), I* (%), T*(£°), R*(£°))| + pa (7).
FECDRLP T (1) = Jp (87 (1), I (1), T (£), R (1) + pa (1),
FECDGET R (1) = Jy(S* (), I'(£), T* (), R* (1)) + pa ().

(38)

Theorem 6 Let us suppose that the Caputo fractal-fractional Ebola model is HU stable and satisfies the
condition that U := [0, T| such that ®C; fori = 1,2,3,4, and ® as defined in Eq. (22) and the axiom N1

is true.

Proof By assuming that ¢ > 0 and also we define S* € G given further that
|FFC'D§;{'(D2* S*(t) o jl (S*, I*, T*,R*)| < o1,
we then have ¢; which is deduced from the condition in Remark 2, this then implies that;

FFC'DS?E'@Z* S*(t) — jl(s*, I*, T*, R*)
< Ay (F),

where |/1(t) < p1]. This results in,

' () = So+ r?’qi%) J; (" — Q)P L7 (S7(Q), I*(QF), TH(QF), R*(Q))dQ*

i q)zi Jt**(t* . @*)lb%flpl (@)*)dﬂ*
I'(®7) Jo

(39)

(40)

Now from Theorem 5, we let S € G to be a unique solution of the measles disease model with

Caputo fractal-fractional operators. The function S(b*) in the form

Dy, [V -1
S*(t*) = So + == J tr— Q)™
( ) 0 F(<I>1) 0( )

x T (SH(Q), I*(Q), T*(QF), R (QF))dQY¥,

(41)
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and this leads to,

5°() = S(°) < s | e 0P (o 4 (22 [ -y
IS (Q), 1(00), T (1), R ()dQ" — Ay (S(Q), 1(Q0), T(Q), R(Q2") )’
< ®p1 + ®K4]1S* — S|

(42)
We then have;

* ®p1
S*F -S|l < ———
Is* =il < =2

It is supposed that D 7, = %, this then results in the norm ||S* — S| < D7, ,, - By following
the same approach for the other state variables of the model, we obtain the norms below;

||I>|< _IH S Djz,pzl
IT* =TIl < D7, s (43)

Since we have the results D7 , = 7 fori = 2,3, 4, then the condition for stability is satisfied.

Hence we posit that the Caputo fractal-fractional Ebola model meets the Hyers-Ulam stability
criterion.

Theorem 7 By assuming further that (N1) is valid, and we have some non-decreasing maps ®; contained
in the set C([0, T],R) fori = 1,2,3,4 and also there exist some L, > 0 such that Vt* € U, then we have

FECDIIP2 @, (1) < b, ®;(t*),  i=1,2,3,4

Whenever condition (N1) is satisfied, we say that the Caputo fractal-fractional Ebola model is Hyers-Ulam-
Rassias stable.

Proof Given that p > 0 and also S* € G, thius results in
FECDGH P2 % (1) = 18" (), I (1), T* (), R* ()] < ;n i(1).
Now assuming that there is ¢1 (+*) such that;
FREDTIT () = 8° (1°), 1 (), T (1), R (%) + ((¢"),

noting that [/1 (*) < p1®P(t*)], leading to,

t*
5(07) = S+ ey [, (-0 @), 10, T (@) R (@)
o (44)
q)z* ! X )k d)%—l * *
+F(<I>1‘)Jo (# — )10, (M)A,

In addition, we recall from Theorem 5 and suppose that there exists a unique solution to the
Caputo fractal-fractional Ebola model, relating to the state variable S € G. We then obtain the
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function S(+*) in the form

0 (45)

o, (¢
|S*(t*)—5(t*)|§ 24 J (t*—Q*)chi”pl(Q*)MQ*

o, [V
+ 24 J (t*_Q*)qH*l

X |1 (S*(QY), I (QF), T*(QF), R*(Q*))dQY* (46)
—A1(S(Q7), 1(Q7), T(Q"), R(QF))dY*

*

21 IZ* * #\Dq—1 * *
< -0 1P _

< @1€q>1q>1(f*) + @IClHS* -S|l

It is observed that the state variable S is in the form;

Ly Dq(t*
It — s < Lol
1-®Kq
L
By concluding on this, from the above we define D 7, = 1:}%&, implying that the norm ||S* — S]] <
91D 7, o, P1(t*) is satisfied. Applying the same procedures we obtain the norms for the remaining
state variables;

||I>}< - IH S pszz,(qu)Z(t*)/
IT* =TIl < p3D 7,0, P5(t"), (47)

L. . .
Finally, we recall that D 7 . = PL@;/Q fori = 2,3,4. It is then easy to conclude that the Caputo
fractal-fractional Ebola model meets the Hyers-Ulam-Razzias stability criterion. This completes
the proof.

6 Estimation of parameters

In this section, the estimation of parameters from real Ebola data is done for the model which
is a crucial element of epidemiological modelling [46]. Future outcomes can be predicted using
the model and advance our comprehension of the factors that influence the transmission of
disease. Additionally, this method effectively finds the parameters that are very close to their
actual data while producing the appropriate curve generated from actual data [47, 48]. In this
study, the parameters of the model were obtained by applying the least-squares technique as
used in literature, see for instance [49-52] and this yields estimated parameters that have the
highest likelihood of being accurate, assuming certain crucial assumptions are met. Nonlinear
least-squares analysis is a collection of numerical methods used to determine the best value for
the parameters in a vector form based on experimental data. As a result, the model’s solution is
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accurately adjusted using the epidemic’s real data. Eq. (48) provides the method of least-squares
that we apply to investigate the model system. The method is to choose initial approximations
and pre-calculated model parameters that offer a good fit or incorporate all of the data points by
minimising the sum of the squared discrepancies between the model’s solution and the observed
data I1(g,m) [53, 54], such that:

(7)) = ) _ (g —11(g, 1)) (48)

Data from the Ebola cases that took place in Uganda between September 10, 2022, and November
2, 2022, were utilised for the model fitting, and it is displayed in Table 1. As mentioned in [55, 56],
the set of data was sourced from GitHub. In collaboration with the WHO Regional Office for
Africa (WHO AFRO), the Ministry of Health in Uganda, and the ECDC surveillance provided
the data. According to the data obtained from the Worldometer, the total population of Uganda
was estimated to be 47,249,585 in 2022 [57]. Therefore, we chose this number to represent the
entire population of Uganda, N(0) = 47249585. Initial populations of the state variables were
selected as follows: I(0) = 58, T(0) = 0, R(0) = 0, and the initial number of susceptible humans is
computed as S(0) = N(0) — (I(0)) + T(0) + R(0)) = 47249527. The incubation period, normally
lasts between 2 and 21 days, by the WHO [58]. As per [2], 64.06 years was Uganda’s life expectancy
in 2022. Thus, the natural mortality rate is estimated to be y = m. Hence, the rate at which
people are recruited to join the susceptible class is computed as ¢y = p x N = 2020. Figure 1
displays the model fitting to the entire set of real data in Table 1. The data listed above and some
educated guesses regarding the parameters were used to accomplish this. Table 2 displays the
model parameters derived from the model calibration shown in Figure 1.

Table 1. Ebola disease human cases, from 10th October, 2022 to 2nd November, 2022

Day Cases Day Cases
10/15/2022 58 10/25/2022 109
10/16/2022 60  10/26/2022 115
10/17/2022 60  10/27/2022 121
10/18/2022 6l 10/28/2022 126
10/19/2022 64  10/29/2022 128
10/20/2022 65 10/30/2022 129
10/21/2022 71 10/31/2022 130
10/22/2022 75 11/01/2022 131
10/23/2022 90  11/02/2022 131
10/24/2022 95

Table 2. Ebola model parameters

Parameter Value/day Source Parameter Value/day Source
P 2020 Estimated B 0.298548 Fitted
u ST Estimated o 0.004703  Fitted
o 0.000019 x 103 Fitted 0 0.603885 Fitted
o1 0.002182 Fitted X 0.023848 Fitted

K 0.096099 Fitted
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Figure 1. Comparison of the real data (blue dots) for the number of Ebola-infected individuals with the model
under fractal-fractional Caputo derivative when ®; = 0.80 and ®, = 0.86 from 10th October, 2022 to 2nd
November, 2022

7 Equilibrium points, stability of equilibrium points, and basic reproduction number
Disease-free equilibrium

The disease-free equilibrium denotes a situation where there is no disease in the population. It can
be obtained in this model by setting S, I, T and R to zero in Eq. (1) and the resulting solution is
given as

(¥ )
Eo=1(-,0,0,0]. 49
0 (P‘ (49)

The fundamental reproduction number

The reproduction number(Ry) is the mean number of subsequent infections introduced into a fully
susceptible population by a single infected individual [1]. In epidemiology, Ry is essential for
comprehending how infectious diseases spread, directing public health initiatives, and assessing
pathogen infectiousness for efficient disease control and prevention [28]. The Ry value below 1
signifies the end of a disease outbreak, while an R value above 1 suggests a potential epidemic.
A reduction in reproduction numbers due to vaccination, social isolation, or quarantine measures
indicates containment. Employing next-generation matrix approach, we derive the R of the
model (1) to be;

. 1 (Xllp IBk
R=Gruro) ln Tirkrm) 0)
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Analysis of disease-free equilibrium

In this subsection, we prove the local stability of Ey.

Theorem 8 The disease-free equilibrium is locally asymptotically stable if Ry < 1and (B+ u+61) +
(u+k+o0y) > 041% and unstable if Ry > 1.

Proof The corresponding Jacobian matrix of model (1) at Ey is given by

—U —oq% 0 01
J(Ep)=| 0 “1%—<ﬁ+ﬂ+51> K 0 : (51)
0 p —(o2 +x+p) 0
0 0 g} —(p+o01) |
It is obvious that Eq. (51) has two negative roots €; = —u and € = —u — 07. The rest of the roots

would be obtained from the characteristic equation below
E+[(BHpu+o)+ (u+r+o)let+ (B+pu+o)(u+x+0)(1—Ro). (52)
From Eq. (51),
det(ezes) = (B+pu+01) (n+x+02) (1—Ro). (53)

Also,
f7(€3+€4)2“1%—(,3+V+51)—(V+K+02)- (54)

It is obvious that, since its trace is negative and its determinant is positive. det(eze4) > 0if Ry < 1.
If

(5+u+51)+(u+x+cfz)>a1%, (55)

then tr(e3 + €4) < 0, implying that model (1) is asymptotically stable.

Existence of endemic equilibrium

Here, we examine the requirements for model (1)’s endemic equilibrium. The endemic equilibrium
denoted by Ej* = (S**,I**, T**, R**) is obtained by substituting the derivatives in the left-hand
side of the model (1) and equate it to zero. We then solve the associated system of S**, I**, T**,
and R**, we obtain

p(p+o1)(p+k+02) + " (Yas + 01 B)

S** — ,
(a1 I 4+ p)[(p + 01) (0 + k + 02) — apop ]
K% ‘B(“M + 01)1**
T = , 56
(4 o) (p+k+0p) —apor I** (56)
R** — ,B‘XZ‘TZI*)k

(p+01)(p+k+02) —apop I**
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The endemic equilibrium (56) satisfies
where

Q1 = aa05(p + 61),
Q2 = apoa[Ppay + p(p + 01)] + aanor +ag (7 + p) kB — (k + p + 02) (B + p + 01)],
Qs = (k+pu+0)(B+pu+01)(n+pu)(Ro—1).

The root I** = 0 of Eq. (57) corresponds to disease-free equilibrium. Thus, we regard the quadratic
equation

P(I"*) = Qu(I"™)? + QoI + Q3 = 0, (58)

in determining the existence of endemic equilibrium. It should be noted that the positive root of
the equation provides the endemic equilibrium (56).

One can easily see that Q; > 0 whether Ry > 1ornot. If Ry > 1, Q3 > 0Oand if Qp < 0
when Ry > 1, then the graph of the polynomial (58) indicates that model (1) has one endemic
equilibrium. If Ry < 1, and Q3 < 0. Then model (1) has no endemic equilibrium. If Ry = 1,
Q2 > 0 and Q3 = 0, then Eq. (58) has no positive root. In conclusion, we arrive at the results
below.

Theorem 9 The model (1) has a unique endemic equilibrium if Q, < 0 and Ry > 1, and no endemic
equilibrium when Ry < 1.

Local stability of endemic equilibrium and bifurcation analysis

We examine the possibility of bifurcation and discuss the local stability of endemic equilibrium.
The bifurcation phenomenon is established in this section by using the centre manifold theory
as explained in Theorem 4.1 by both Carlos Castillo-Chavez et al. [59] and Buonomo et al. [60]
respectively as follows:

We consider the transmission rate of Ebola & as the bifurcation parameter so that Ry = 1 if and
only if

o =gt = BB A o) (et k+0r) — Bhpt
1 ' lIJ(}U—f—k—f—o’z) ’

Introducing S = x1, I = xp, T = x3, and R = x4, model (1) becomes

f1=x] =P+ 01X —a1x1x5 — pxy,

fo = x5 = aqx1%p + kxz — aoxox4 — (B4 p + 61)x2,
fa = x5 = apx0x4 + Bxa — (4 + k + 02)x3,

fo= x4 = ¢x3— (p+01)xs.

(59)
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¥

We know that the Ebola-free equilibrium is |x] = ~,x; = 0,x3 = 0,x; = 0|. We linearised the

matrix of the model (59) around the disease-free equilibrium when a1 = a7 and obtained

—]l —061% 0 (%51
JEH =] 0 m%—%ﬁ+ﬂ+%) K 0 . (60)
0 B —(op +x+ ) 0
0 0 g} —(p+o1) |

The matrix J(EY) possesses a simple eigenvalue, with other eigenvalues endowed with negative
real parts. Therefore, the centre manifold theorem as performed in [2] can be applied. We therefore
need to derive the values of 2 and b. We begin this by calculating the right and left eigenvalues of

J(E?) denoted by

W = [wy,wy, w3, wg)T and V = [v1,00,03,04], respectively.

We obtain

12 Boy ’ Boo ’ oo

Y (pt+k+o2)(p+o1) + 0201 Bu (u+k+0)(p+o1) _ (p+n)
w1 = — [£%) w3

wy =1,

and

k
0120, ’02:('u+k—+0—2), 0321, and ’04:0.

Next, we compute the values of a and b. From model (59), all the associated partial derivatives of
F = (f1, f2, f3, f4)T in (59) are zero at the Ebola-free equilibrium (DFE) except the following:

PhHo_ 9 _ . Ph_Ph o Ph_ PhH
ax18x2 8x28x1 1 8x18x2 axzaxl I 8x28x4 ax4ax2 z
2h _ Ph _ Ph_ Ph oy
0Xxp0xs  0X40X) 2z 0x00] 2 oxzoa;  p’

Substituting the above equations into 2 and b in

- 0 fi
a= ) v"“’i“’faxiax]-(o,o)’
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it follows that

0% f3
8x28x4

aZfz 2f
dxiox, | IUag e

= 20w W] — 20pWrWaky + 203WrWaky
2(p +k+0)*(p+ 1) [ )
kp2u2o? (H+k+oo
9%f, 82f

o003 axs0u

_ plk+ o+ p)(p+ o) >0,

ﬁ}ik(?'z

+ 203w Wy

a = 20pw1 Wy

) - (IPDCTZ (h+k+02) (n+o01) + Bu(aop —|—(720'1)>} >0,

b= (%X 1 %]

Here, it is obvious that the coefficient b > 0. It follows from the results given in [61], that model (1)
undergoes backward bifurcation whenever a > 0, thatis W > (pai? (p+k+02) (p+01) + Bu(aop +
and would be a forward bifurcation whenever a < 0, that is

ﬁ < (Yai? (u+k+ 02) (u+ 01) + Bu(agp + 0201)). The endemic equilibrium, which ex-

ists whenever Ry > 1, is locally asymptotically stable whenever Ry > 1 and a] < a1 with a1 close

to 7.

Theorem 10 The unique endemic equilibrium of model (59) is locally asymptotically stable when Ry > 1.

8 Sensitivity analysis of R

In this subsection, we conduct a sensitivity analysis of some key parameters in support of the
graphs in Figure 6. The significance of conducting the sensitivity analysis is to identify parameters
influencing the Ry. It is a useful tool for determining essential parameters to be considered while
developing intervention strategies [2, 62, 63]. The forward normalised sensitivity index of Ry is
employed in this section. It is therefore defined as:

Ry _ 9Rp l

Xeo = 30 X Ry’ (61)

where ¢ denotes the parameters in the Ry. The resulting sensitivity indices utilising Eq. (4) and
the parameter values in Table 2 are given in Table 3 below.

Table 3. Sensitivity analysis of R to parameters for the Ebola model

Number Parameter Index
1 A +0.99968
2 ¥ +0.99968
3 K +1.49150 x 10>
4 U —0.99973
5 B —0.33049
6 01 —0.66914
7 0y —1.47801 x 1075

Parameters with negative sensitivity indices lower Ry value as the values assigned to them are
increased. Parameters with positive indices increase R value as the values assigned to the
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Figure 2. The effect of ¥ and 0, on Rg

parameters are increased. It can be seen from Table 3 that a1, x and ¢ are positive. Therefore,
increasing their values increases the value of Rj. For instance, increasing a1 by 10% raises or
reduces the Ry value by 9.9968%. Figure 2 indicates the 3D and contour plots in support of the
impact of relapse rate, x and the recovery rate, 0, on Ry. It can be seen in Figure 2a and Figure 2b
that the value of R increases as the values of k increase. Also, the Ry value decreases as the value
of 0p increases. This implies that Ebola transmission can be reduced if the values of x are reduced
while increasing the value of 0y so that the value of Ry would be less than unity. This can be
achieved by educating the susceptible to ensure personal protection against Ebola, disinfecting
the environment of the infectious and Ebola-related death victims, and advising the infectious
individuals to visit health centres for treatment and vaccination of susceptible individuals. Also,
B, 61,02, and pu have negative values. Therefore, an increase in any of them decreases the Ry. For
instance, raising or lowering B by 10% raises or lowers the Ry value by 3.3049%. This implies that
if infectious people are advised to visit treatment centres Ebola infection decreases. Moreover, the
rate of recovery of the infectious populace has been dominant. Thus, a reduction in Ry to less than
one will be possible if infected persons recover early from Ebola. However, the natural mortality
rate, the disease-related death rate, and the recruitment rate cannot be used as control measures to
eradicate the transmission of disease in our communities.

9 Numerical trajectories and discussion of results

In this subsection, the numerical results and the discussion of the outcomes of the analysis that
was conducted in this study are presented. Based on the fractal-fractional Caputo, our model of
the Ebola outbreak in Uganda may be numerically examined and utilised to predict the disease’s
trajectory. We used Newton’s polynomial numerical scheme to carry out extensive numerical
simulations, taking into consideration the estimated parameter values provided in Table 2. The
numerical simulations were carried out using these initial state variable values: S(0) = 47249527,
1(0) =58, T(0) =0, R(0) = 0, and the parameter values given in Table 2. Numerous simulations
were conducted to assess the influence of the parameters on the Ebola virus disease state variables.
Additionally, we performed sensitivity analyses on some of the key parameters to see how they
affect the possibility of Ebola disease transmission.

The graphical results for our model’s compartments, S,I, T, and R, utilising different fractal-
fractional order values are presented in Figure 3, Figure 4, and Figure 5 accordingly. It is observed
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that all the state variables’ trajectories show a consistent pattern of convergence toward the precise
endemic equilibrium point. This portrays the real dynamics of the Ebola virus disease outbreak.
First, we show the numerical solution for both the integer order and the fractal-fractal Caputo
orders of model (2) in Figure 3. It is obvious from Figure 3a, Figure 3b, Figure 3c and Figure 3d
that integer model with ®; = ®, = 1 recorded a lower count of susceptible whiles infectious,
treatment and recovery classes recorded a higher count as compared to the fractal-fractional
order models. The integer order raises the impact of Ebola. An interesting result was observed
in Figure 3b. The number of individuals infected with the Ebola virus increases more quickly
as the fractional values get closer to unity, but after 18 days, it begins to decline sharply. The
disease’s trajectory seems to record a moderate growing pace, we record greater sensitivity to it at
1 = O, = 1. A similar result was obtained in Figure 4b and Figure 5b.

The simulation results in Figure 4 depict the impact of keeping the fractal dimension constant
at ®; = 1 while varying the fractional order value. It was observed in Figure 4a, Figure 4b,
Figure 4c, and Figure 4d that, individuals in the susceptible class increase as fractional order
values decrease. Also, individuals in the infectious, treatment, and recovery classes reduce
as the fractional value reduces. As shown in Figure 5a, Figure 5b, Figure 5¢, and Figure 5d,
increasing the fractal dimension for a constant fractional order value produces dynamics that are
similar to those obtained by keeping the fractal dimension constant at ®; = 1 and varying the
fractional order. The findings underscore the significance of employing fractal-fractional models
modelling infectious diseases. Hidden patterns and structures in the natural phenomena of Ebola
transmission have been discovered by the application of fractal-fractional Caputo derivatives.
Additionally, we analysed the contribution of some key parameters to the Ebola transmission
and presented the results in Figure 6a, Figure 6b, Figure 6c and Figure 6d. We observed that, as
the values of transmission rate outside the treatment centres, a1, and the relapse rate, « increase,
the number of Ebola infectious individuals increases as indicated in Figure 6a, and Figure 6d
respectively. This implies that «1, and «x significantly contribute to the endemic status of the disease
by increasing the value of the reproduction ratio. They are among the essential components that
need to be considered while developing intervention strategies to curb the Ebola outbreak. We
suggest that the provision of an immune booster vaccination after treatment could offer active,
long-term protection, lower relapse rates, and prevent fatal outcomes. Furthermore, implementing
control measures like quarantine, isolation, and disinfecting the environment in Ebola-affected
communities could potentially help many individuals recover from the disease. Moreover, we
considered the transmission rate at treatment centres, a,, and the rate of transfer from the treated
class to the infected class, B. We observed from Figure 6¢ and Figure 6b that recovery increases at
treatment centres as the transmission rate within treatment centres, a, decreases in value. Also, as
the value of 8 increases, the rate of Ebola infection declines, as depicted in Figure 6b. This implies
if many infectious individuals are advised to visit treatment centres, Ebola transmission reduced,
in communities. This also implies that transmission of Ebola disease could be controlled if proper
measures are put in place at treatment centres. For instance, the implementation of clinical daily
surveillance or prophylaxis after exposure (PEP) with favipiravir, health care worker training, and
the provision of personal protective equipment (PPE) items may all contribute to the reduction of
infection rates within Ebola treatment centres. Again, Figure 7 indicates the effects of o, on the Ry.
It is obvious that as the value of 0, increases the number of Ebola infectious individuals decreases.
Hence reduction in its value increases recovery of the disease. This suggests that if the transmission
rate is lowered, the number of subsequent infections in the community can be decreased and
the relapse rate of Ebola is reduced. These can be achieved through personal protection against
the disease, vaccination, and treatment, and disinfecting the surroundings of the deceased Ebola
victims. Finally, it is obvious that the fractional model is essential to comprehend the vital factors
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and attain accuracy and consistency. Its memory effects are demonstrated through graphs, unlike
the integer-order models. According to the World Health Organisation (WHO), the Ebola virus
disease is severe and recorded a mortality rate of up to 90% in humans. Notwithstanding this, it
further reports that by carrying out effective treatment strategies, the mortality rate has decreased
drastically from 90% to 25% in current epidemics. This report is in line with the results from our
study since when proper precautions are put in place at the treatment centres we observed an

increase in the recovery compartment which implies a decline in the disease-induced mortality
rate.
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10 Conclusion

In this paper, the dynamics of the Ebola virus disease are investigated with a keen focus on the
transmission of the Ebola virus disease at the treatment centres and also how the virus persists in
the immunological sites of the treated patient which mostly results in the relapse of the disease.
These dynamics of the Ebola virus disease are essential and contribute massively to the spread of
the disease in the population. Therefore a Caputo fractal-fractional Ebola model was formulated to
study how to control the disease in the population. The fractional operators were employed due to
their ability to capture the memory effect exhibited by the Ebola virus disease. Through the fixed
point theory, it was established that the Caputo fractal-fractional Ebola model possesses a unique
solution. The study further applied the HU and HUR stability criteria to establish that the model
was stable. In the studies, all parameters were fitted to real data from Uganda making the model’s
parameter values more reliable. It was observed from the sensitivity analysis that parameters
like a1, ¢ and x have a direct relationship with the spread of the disease whereas parameters like
1, B, 61 and oy are inversely related to the fundamental reproductive number. From the numerical
simulations, it was discovered that the hidden patterns or dynamics of the Ebola virus disease
are well captured using fractional operators. It was observed that the transmission rate outside
the treatment centres and relapse rate resulted in a high number of infections as compared to the
transmission rate at the treatment centres. The study therefore suggests that infected individuals
be sent to the treatment centres and proper treatment should also be carried out. The studies hence
suggest that transmission of Ebola disease could be mitigated if proper measures are carried out at
the treatment centres. Therefore, the implementation of clinical daily surveillance or prophylaxis
after exposure (PEP) with favipiravir, health care worker training, and the provision of personal
protective equipment (PPE) items may all contribute to the reduction of infection rates within
Ebola treatment centres. By doing this, the Ebola disease will gradually die from the population.
In the near future, the study will be extended to conduct an optimal control analysis into the Ebola
disease by considering the results reported in this current study.
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Abstract

In this study, the 1.5-dimensional cutting stock problem with technical constraints is considered. In the
literature, this problem is also defined as a strip packing or open dimension problem. When given a
strip of infinite length and bounded width, the problem is to define a packing of rectangular objects
into a strip that minimizes its final length. Technical constraints, such as the order type and the number
of strips, are indispensable in real life; however, they are often neglected in the literature because
they make the problem difficult to solve. Only one study was reached in the literature that took into
account technical constraints, but in that mentioned study, only a mathematical model was proposed
for the problem. In this context, our aim is to solve the problem with a more effective approach.
The research question in this study is the usability of the column generation technique to solve the
1.5-dimensional cutting stock problem. In this study, the column generation approach was proposed
for the first time for the considered problem. To demonstrate the performance of the proposed solution
method, randomly generated test problems were solved with GAMS/Cplex. As we report the results,
proposed column generation approach (CG) reaches very close (such as 1% and 2% error) solutions to
integrated mathematical model (IM) for small sized problems in a second. On the other hand, while
CG solved all the problems in a reasonable time, IM could not produce a feasible solution to some
problems. Numerical experiments showed that the column generation algorithm outperforms the
integrated mathematical model for the problem.

Keywords: 1.5-dimensional cutting problem; column generation; mixed-integer linear programming
AMS 2020 Classification: 90C06; 90C10; 90C11; 90C90

1 Introduction and literature survey

The essential characteristics to be considered to generate the cutting plans are the number of di-
mensions of the stock material and the order of pieces. Cutting items such as paper rolls and metal

» Received: 30.05.2024 » Revised: 27.08.2024 » Accepted: 16.09.2024 » Published: 30.09.2024

335


https://orcid.org/0000-0003-2781-658X
https://orcid.org/0000-0002-8115-3206

336 | Mathematical Modelling and Numerical Simulation with Applications, 2024, Vol. 4, No. 3, 335-350

rods are one-dimensional. The problems, such as pallet placement and cutting small rectangular
order pieces from large rectangular stock materials, are two-dimensional, and problems such as
container insertion and packing into packing boxes, are three-dimensional. Four-dimensional
problems can arise when the time dimension is added to a three-dimensional problem.
One-and-a-half-dimensional problems are a particular case of two-dimensional problems. Such
problems arise when rectangular order pieces are to be placed on very long rolls. Although
rectangular order pieces are being cut, the problem is not two-dimensional because the side waste
along the stock material can be defined by one dimension.

Dyckhoff et al. (1985) made significant contributions to the literature on cutting problems
and named the one-dimensional cutting stock problem in continuous form as one plus half-
dimensional, 1.5-dimensional [1]. This definition in Dyckhoft’s classification has not been included
much in the literature. The related problems are defined as ‘one-dimensional and various-sized
stock materials cut-oft” instead of the 1.5-dimensional problem [2]. Moreover, in the following
years, Dyckhoff grouped the problems according to their dimensions as one, two, three, and
N—dimensional (N > 3) problems. This classification does not include the 1.5- dimensional
problems [3].

Song et al. (2006) defined the 1.5-dimensional problem differently. Accordingly, the 1.5- dimen-
sional cutting stock problem is cutting smaller rectangular order pieces from large rectangular
stock materials. In this problem, the order piece requested by the customers can sometimes be
longer than the primary material. In this case, several stock materials are brought together so
that their total length matches the size of the order pieces. This problem is also defined as a
1.5-dimensional problem because of the assumption that the stock materials can be combined [4].
In the definitions above, the 1.5-dimensional problem is the placement of rectangular order pieces
to the stock material, which can be accepted as a fixed width and continuous form. Although this
problem is not mentioned as much as other cutting problems in the literature, it has a significant
area, especially in production environments with inputs such as paper, metal, sheet metal.

Sarag and Ozdemir (2003) discussed the 1.5-dimensional cutting stock problem with the limited
number of strips, piece types, and stock material selection. They proposed a two-step approach to
solve the problem. The cutting plans are derived for the first stage, and complete enumeration is
considered under the constraints of the number of strips and the order of piece type. In the second
stage, a bi-objective, nonlinear, mixed-integer mathematical model is proposed to determine which
cutting plans and stock materials will be selected. A genetic algorithm has been developed because
a mathematical model cannot solve real-life problems [5]. Gasimov et al. (2007) developed a new
multi-objective mixed-integer linear mathematical model for the 1.5-dimensional cutting stock and
stock material selection problem. This model requires the cutting plans to be derived in advance
[6]. Kokten and Sel (2022) developed a nonlinear mixed-integer mathematical model for the
1.5-dimensional cutting stock and stock material selection problem. They used a decomposition
method in which the sub-models were solved sequentially to solve the problem [7]. Sarag and Sagir
(2021) developed a mixed-integer linear mathematical model for the 1.5-dimensional cutting stock
problem with limited part type and strip number that does not need to be derived in advance of
cutting plans [8]. Duysak et al. (2022) proposed a metaheuristic algorithm for the 1.5-dimensional
cutting and assortment problem. They considered the due dates of the cutting parts [9]. Vasilyev
et al. (2023) proposed a few mathematical models and two solution algorithms for the problem
[10]. Liu et al. (2023) dealt with two aspects of the problem: the uncertain demand for items and
the need for diverse types of strips to cater to varying customer needs. They proposed a robust
optimization model to cope with these difficulties [11].

The variations of the considered problem have also been referred to in the literature as strip
packing or open dimensional problems. The strip packing problem is defined as follows. Consider
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a set of n rectangular items with dimensions (wj, 1) where wj and h; represent the width and the
height of item j, respectively, and wj is an integer value. Let R be a rectangular object (strip) with
fixed width W and height H large enough (infinite height) to pack all items. The objective of the
strip packing problem is to pack all items without overlapping while minimizing the height of the
strip [12]. On the other hand, according to Wéscher et al. (2007), 2D strip packing corresponds to
the Two-Dimensional Rectangular Open Dimension Problem [13].

A few studies solve the strip packing problem with column generation. In their study, Sugi et
al. (2020) considered the rectangular strip packing problem with a three-stage guillotine cutting
constraint and the limitations of slitter blades. They propose a new algorithm based on the
column-generation technique for this problem [14]. While Cintra et al. (2008) and Bettinelli et al.
(2008) developed solution approaches based on the column generation technique for the classical
two-dimensional level strip packing problem [15, 16], respectively, Cui et al. (2017) suggested
it for the rectangular level strip packing problem [17]. When it comes to level, the structure of
the problem differs significantly from that of the classical problem since the cutting process is
done on a level basis. The problems addressed in these studies are different from our problems.
Order type and strip number constraints were not considered together in any of these studies. In
summary, we have reached only one study [8] in the literature that considers technical constraints.
Furthermore, when considering the 1.5-dimensional cutting problem literature, it becomes evident
that the column generation solution approach has not been applied to this problem previously. In
other words, in this study, the column generation approach was proposed for the first time for the
considered problem.

The following Section 2 presents the problem in detail and gives the mathematical model of
the problem. Section 3 proposes a column generation approach to solve the problem. Section 4
provides experimental results, Section 5 gives the discussion, and Section 6 presents the conclusion.

2 Problem definition and mathematical model

n rectangular order pieces of different dimensions are cut from G-width stock material. The length
(L) of the stock material is long enough to neglect the length restriction when creating cutting
plans. For this reason, cutting plans are created by considering only the ‘'width” constraints. Then,
the total lengths are calculated separately for each order piece included in a cutting plan. The
largest of these determines the size of the cutting plan. The number of knives (f — 1) that can
cut the stock material into strips by cutting parallel to the length is limited. Therefore, the stock
material can be cut into a maximum of ¢ strips. In other words, a maximum ¢ order pieces can be
placed on the stock material. While cutting the order pieces, they cannot be rotated; that is, cutting
should be made so that the width of the order piece is parallel to the width and length of the stock
material. Also, the maximum number of order piece types (c) that can be included in a cutting
plan is limited.

An integrated mathematical model (IM) proposed by Sarag and Sagir (2021) generates and selects
cutting plans for 1.5-dimensional cutting stock problems with technical constraints [8]. Table 1
gives the indices of the mathematical model, Table 2 shows the parameters, and Table 3 shows the
decision variables.

Table 1. Indices
r Quantity index with the order piece at the width of the cutting planr € {1,...,enb; {g;} }
Order pieceindex j € {1,...,n}
Cutting plan index k € {1,...,m}

-
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Table 2. Parameters

S =

SRS N

SIS

number of order pieces
maximum number of cutting plans that can be derived
width of the order piece j (cm)
length of the order piece j (cm)
the demand of the order piece

the quantity that the order piece j can fit in the width of the stock material q; = {gJ
width of the stock material (cm)
length of the stock material (cm)

maximum number of strips that can be included in a cutting plan
maximum variety of order parts that can be included in a cutting plan

Table 3. Decision variables

Hijk
Yijk
Zk

Xk
Sjkr

O(jk
Ok

M/
MI/

the total amount of order piece j included in the cutting plan k
the quantity that the order piece j can fit in the width of the k" cutting pattern
1, if k™ cutting pattern is used, 0 otherwise
1, if j" order is included in the k™ cutting pattern, 0 otherwise
Net amount to be used from the k'’ cutting pattern (cm)
1, if there is an 7 row of the order j at the width of the cutting pattern k, 0 otherwise
the quantity of the order piece j can fit in the length of the cutting pattern k
amount to be used from the k' cutting pattern (Each cutting plan is assumed as 100 cm.
In the mathematical model, and o} decision variable shows how many times 100 cm cutting
patterns are used. Therefore, the number of uses of the cutting patterns also means how many

meters are used
a big positive number M’ = {%J L%J
a big positive number M" = maxg;

The IM model is given below:

D Mk =dj, v, 1)

k
Z €]']/]'k < GZk, Vk, (2)

j

Z x. <L, 3)

k
ik < ypM’, Vi, k, (4)
Hik 2 Yiks vk, )
<t ik ©

j
i < rosi + (1 —sj, )M/, Vi k, rlr < g, )
Yik= D TSikr Vi, k, 8)
rlr<q;

> S <1 vjk, ©)

r|r§q]'
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Z Z Sikr < €, vk, (10)

] rlr<g;
nyk <t, vk, (11)

]
S yp<aM, (12

J
Ok Z Zle, Vk, (13)
or < Lz, vk, (14)
Xp = bj o, Vi k, (15)
x> 0, Yk, (16)
Yik > 0 and integer, Vi, k, (17)
#jk > 0 and integer, Vi, k, (18)
zr €10,1}, vk, (19)
wi €{0,1}, Vi, k, (20)
sier €10, 13, Vi k,r, (21)
0 > 0 and integer, Vk, (22)
xjr > 0 and integer, vj, k. (23)
Objective function
f:enkzﬂ—i—zﬁ- (24)
k L k "

Constraint (1) is the demand constraint. It is ensured by constraint (2) that the total width of
all order pieces placed in a cutting plan does not exceed the width of the stock material. The
constraint (3) is for the total amount of cutting plan used not to exceed the length of the stock
material. The constraints (4) and (5) are the relationship constraints between variables y and yy.
If yj is zero, they ensure that the variable yj is also zero. Constraint (6) calculates how many
times the order pieces j are included in the cutting plan k considering only its length. Decision
variable 0} indicates how many pieces of the cutting plan are used, and it is multiplied by 100 to
convert to cm. Constraint (7) calculates exactly how many pieces of order j are included in the
total amount of cutting plan k. Constraint (8) calculates how many pieces of order j are included
in a cutting plan considering only its width. Constraint (9) indicates that if an order piece is
used in a cutting plan, the amount that can fit in the end can be a single value. Constraint (10)
indicates that maximum c different order pieces can be included in the cutting plan. Constraint
(11) indicates that there may be no more than t order pieces that can be cut across a cutting plan.
The constraint number (12) is the relational constraint between yj, and 0. Constraints (13) and
(14) are the relational constraints between 0} and z;. The constraint number (15) calculates the net
used amount of the cutting plan. (16) - (23) constraints are sign constraints. The objective function
(24) is to minimize the total length and type of cutting plan used. These terms are combined using
the weighted sum scalarization method.

3 Problem-solving with column generation

Although mathematical models are developed to give the best solution for t his problem, they
cannot be solved when the problem size increases. In addition, the problem has some special
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technical limitations that have not been included in the literature by now. Our motivation comes
from this need to solve the model more effectively and quickly by using the column generation
method, as well as to take into account more realistic constraints are aimed, as we explained before.
This section presents the column generation method.

Column generation method

Column Generation is a technique for solving linear programs where the numbers of variables
are hard to enumerate. According to this approach, only a few variables are needed to determine
the optimal solution, as most will assume a zero value [18]. In each step, the master model looks
for the best solution, considering only a certain number of variables (equivalent columns). The
sub-problem (knapsack problem) investigates whether new columns are added to the master
problem in the next increment, reducing the objective function. The objective function of the
knapsack problem is the reduced cost of the columns concerning the optimal dual variables
corresponding to the optimal solution of the current master problem. If there is a column with
a negative reduced cost, that column is added to the master problem and proceeded to the next
iteration; otherwise, optimality is achieved [18].

Figure 1 gives the flow chart of the column generation algorithm.

Generate initial
cutting plan

Solve the knapsack
problem o derive
the new cutting plan

Solve the master
problem

Add new cutting plan

to the master model

Dral price (o) is
negative

There iz a better
cutting plan

Stop

Figure 1. Main steps of the CG algorithm

According to the algorithm, initial cutting plans are derived. The master model is solved using
these cutting plans. If the dual price (¢) is negative, there is a better cutting pattern. From the
solution of the master model, the dual variable of the related constraint is sent to the knapsack
model. The knapsack model is solved, and the new cutting plan will be added to the master
model. Then, the loop continues until no better cutting plan is derived.

The complexity of column generation depends on the structure of the main problem and the
pricing sub-problems. Because the process involves solving a constrained main problem and a set
of sub-problem:s iteratively to create new columns, the computational burden is usually incurred
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by solving the sub-problems and can be complex and time-consuming, especially when these
problems involve combinational structures. For the problem considered in this study, a significant
reduction is observed in the complexity of the sub-problem compared to the complexity of the
integrated problem. The solution times given in Section 5 are an indicator of this reduction.

The column generation technique is used to solve many problems in the literature. Kamran et al.
(2020) used a column-generation-based heuristic algorithm and Benders” decomposition technique
to schedule patients in operating rooms. With the growth in the number of patients, the feasible
sequencing plans grow exponentially. On the other hand, the CG method does not need to price
out all the columns, and this makes it beneficial [19].

Faiz et al. (2019) used a column generation framework to solve large-scale instances of vehicle
scheduling and routing problems. They first suggest various linear programming models for the
problem. According to the experimental results, the column-generation-based approach provides
better solutions in terms of solution time [20].

Changchun et al. (2018) developed a column generation-based distributed scheduling algorithm
for a constrained project scheduling problem. They decomposed the problem into two parts as:
production planning and vehicle scheduling [21].

Section 3 presents the proposed column generation algorithm’s main and sub (knapsack) problems
and the mathematical models developed to solve them.

Master and knapsack models

Master and knapsack models are developed as below, respectively. Since the indices, parameters,
and decision variables are explained in Section 2, only the newly defined ones are included here.
Master model
Parameters

y ]{k : the quantity that the order piece j can fit in the width of the k' cutting pattern.

Constraints are given by the following equations including Eq. (3),

< % v}, k, (25)
D <y = dj, vj, (26)
Cowozow W @
Xy < Lz, vk, (28)
xp > b g Vj, k. (29)
Objective function
f:miank. (30)
k

Constraint (25) calculates how many times order piece j is included in the cutting plan k consider-
ing only its length. Decision variable x; indicates how long cutting plans are used in meters, and
it is multiplied by 100 to convert to centimeters. Constraint (26) is demand constraint. Constraints
(27) and (28) are the relational constraints between x; and z;. Constraint (29) calculates the net
amount to be used from the k' cutting pattern (cm).

The objective function (30) minimizes the total net amount used from the cutting patterns.
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Knapsack Model
Parameters

y; : the quantity that the order piece j can fit in the width of the cutting pattern,
w; 1, if j order is included in the cutting pattern, 0 otherwise,
¢; : dual variables of constraint (26) of main model.

y; < twj, vj, (31)
yj > wj, vj, (32)
D ey <G, (33)
)

Z w; <c¢, (34)

]
2y <t (35)
: y; >0, vj, (36)
w; €{0,1}, v, (37)
f=min{1=3 gy, (,}j) : (38)

]

Constraints (31) and (32) indicate that if an order piece is included in the cutting pattern, at least
one and no more than ¢ order pieces can be cut across the cutting plan. It is ensured by constraint
(33) that the total width of all order pieces placed in a cutting plan does not exceed the width of the
stock material. Constraint (34) indicates that maximum c different order pieces can be included in
the cutting plan. Constraint (35) indicates that there may be no more than t order pieces that can
be cut across a cutting plan. (36) - (37) are sign constraints. The objective function is given in Eq.
(38).

4 Experimental results

An instance taken from the literature with different numbers of orders is solved both with MI and
CG. CPLEX solver of GAMS (version 24.0.2) is used on a PC with 3.60 GHz Intel Core i7 and 16
GB RAM. The time limit of 86,400 CPU seconds is applied for CPLEX runs.

The following section presents the test problems, followed by the toy problem and the test results,
which are introduced in the first and second subsection of Section 4, respectively.

Test problems

The first four samples (problem instances) are taken from [8]. The remaining are obtained by
adapting the examples generated for one-dimensional cutting problems by Kasimbeyli et al. (2011)
[22]. The widths of the order pieces in the one-dimensional problem are multiplied by a parameter,
and the length values are obtained. The parameter values of all samples are given below.

Sample 1.

n = 5 G=110, e=(10,20,30,40,60), b= (13,26,39,52,78), d = (6,11,4,20,15).
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Sample 2.

n = 10, G =120,

(10,20, 30,40, 60, 15,25, 35,45, 65),
(13,26,39,52,78,19,32, 45,58, 84),
(7,11,3,20,15,5,10,13,20,15).

Sample 3.

n = 20, G =130,
(10, 20,30, 40, 60,15,25,35,45,65,11,12,13,14,21,22,23,24,31,32),
b = (13,26,39,52,78,19,32,45,58,84,14,15,16,18,27,28,29,31,40,41),
(16,11,13,20,15,15,10,13,20,15,15,11,13,20,15,15,10,13, 2,15).

Sample 4.

n = 30, G =280,

e = (10,20,30,40,60,15,25,35,45,65,11,12,13,14,21,22,23,24,31,32, 33,34, 41,42, 43,44, 51,
52,53,54),

b = (13,26,39,52,78,19,32,45,58,84,14,15,16,18,27,28,29,31,40,41, 42, 44, 53, 54,55, 57, 66,
67,68,70),

d = (511,3,20,15,5,10,13,20,15,5,11,3,20,15,5,10,13,20,15,5,11,3,20, 15,5, 10, 13,20, 15).

Sample 5.

n = 40, G =130,

e = (10,20,30,40,60,15,25,35,45,65,11,12,13,14,21,22,23,24,31,32,33,34,41,42,43,44,51,
52,53,54,61,62,63,64,66,67,68,69,70,71),

b = (13,26,39,52,78,19,32,45,58,84,14,15,16,18,27,28,29,31,40,41,42,44,53,54,55,57, 66,
67,68,70,79,80,81,83, 85,87,88,89,91,92),

d = (5,11,3,20,15,5,10,13,20,15,5,11, 3,20, 15,5, 10, 13, 20, 15,
5,11,3,20,15,5,10,13,20,15,5,11, 3,20, 15,5,10, 13,20, 15).

Sample 6.

n = 40, G =10000,

e = (732,1746,1210,290,1212,715,1471,1405,1974,344,1699,172,351,1227,1739,272,1903,
1121,1326,107,726,1917,1116,501,1599,439, 821,485, 361,860, 1252,562,1131, 271, 1075,
987,1171,1979,228,1370),

b = (951,2269,1573,377,1575,929,1912,1826, 2566,447,2208,223,456,1595,2260, 353, 2473,
1457,1723,139,943,2492,1450, 651,2078, 570,1067, 630,469, 1118, 1627,730,1470, 352,
1397,1283,1522,2572,296,1781),
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d = (217,232,265,249,266,269,215,215,213,267,299,259,287,284,277,223,200, 255,269, 226,
240,209, 266,254,241,264,229,257,285,204,255,257,283,222,218,289,244,214,223,290).

Sample 7.

n = 100, G =800,

e = (1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19, 20, 21, 22, 23,24, 25, 26,27,28,29, 30,
31,32,33,34,35,36,37,38,39,40,41,42,43,44,45,46,47, 48,49, 50,51, 52,53, 54, 55, 56, 57,
58,59, 60, 61,62,63, 64,65,66,67,68,69,70,71,72,73,74,75,76,77,78,79, 80,81, 82,83, 84,
85, 86,87,88,89,90,91,92,93,94,95,96,97,98,99,100),

b = (1,2,3,5,6,7,9,10,11,13,14,15,16,18,19, 20,22, 23, 24,26,27,28, 29,31, 32,33, 35,36, 37,
39,40,41,42,44,45,46,48,49,50,52,53,54,55,57,58, 59, 61, 62, 63,65, 66,67,68,70,71,72,
74,75,76,78,79, 80,81, 83, 84,85, 87,88, 89,91, 92,93,94, 96,97, 98,100,101, 102, 104, 105,
106,107,109,110,111,113,114,115,117,118,119,120,122,123,124,126,127,128,130),

d = (511,3,20,15,5,10,13,20,15,5,11, 3,20, 15,5, 10, 13,20, 15,5,11, 3, 20,15, 5, 10, 13, 20, 15,
5,11,3,20,15,5,10,13,20,15,13,13,13,13,13,13,13,13,13, 14, 14, 14, 14, 14, 14, 14, 14, 14,
14,14,14,14,14,14,14,14,15,15,15, 15,15, 15,15,15,15, 15,15, 15, 15, 15,15, 15, 16, 16, 16,
16,16,16,16,16,16,16,16,16,16,16,16,16,17,17).

Sample 8.

n = 20, G =110,
(50,51,52,53,54,55,56,57,58,59,32,33,42,44,27,19,10, 40, 20, 30),

b = (65,66,67,68,70,71,72,74,75,76,41,42,54,57,35,24,13,52,26,39),
(273,20,27,19,32,28,100, 82,55,42,48, 35,29, 50, 35, 40, 23,42, 51, 32).

Sample 9.

n = 200, G =1400,
(1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18, 19, 20, 21, 22, 23,24, 25, 26, 27,28, 29, 30,
31,32,33,34,35,36,37,38,39,40,41,42,43,44,45,46,47, 48,49, 50,51, 52,53, 54, 55, 56, 57,
58,59, 60, 61,62,63,64,65,66,67,68,69,70,71,72,73,74,75,76,77,78,79, 80,81, 82,83, 84,
85, 86,87,88,89,90,91,92, 93,94, 95,96,97,98,99,100,101,102,103,104, 105, 106, 107, 108,
109,110,111,112,113,114,115,116,117,118,119,120,121,122,123,124,125,126,127,128,
129,130,131,132,133,134,135,136,137,138,139,140, 141,142,143, 144, 145, 146,147,148,
149,150, 151,152,153,154,155,156,157,158,159, 160, 161,162,163, 164,165, 166,167, 168,
169,170,171,172,173,174,175,176,177,178,179,180, 181,182,183, 184, 185, 186, 187, 188,
189,190,191,192, 193,194,195, 196, 197,198,199, 200),
b = (1,2,3,56,7,9,10,11,13,14,15,16,18,19, 20,22, 23,24, 26,27, 28,29, 31,32, 33,35, 36,37,
39,40,41,42,44,45,46,48,49,50,52,53,54,55,57,58, 59, 61, 62, 63,65, 66,67,68,70,71,72,
74,75,76,78,79,80,81, 83,84, 85,87,88,89,91,92,93,94, 96,97, 98,100,101, 102, 104, 105,

x
I
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106,107,109,110,111,113,114,115,117,118,119,120,122,123,124,126,127,128,130, 131,
132,133,135,136,137,139,140, 141,143, 144,145, 146,148, 149,150, 152,153, 154,156,157,
158,159,161,162,163,165,166,167,169,170,171,172,174,175,176,178,179,180, 182,183,
184,185,187,188,189,191,192,193, 195,196,197, 198,200,201, 202, 204, 205, 206, 208, 209,
210,211,213,214,215,217,218,219,221,222,223,224,226,227,228,230,231, 232,234, 235,
236,237,239,240,241,243,244,245,247,248, 249, 250, 252, 253, 254, 256, 257,258, 260),

d = (5,11,3,20,15,5,10,13,20,15,5,11, 3,20, 15,5, 10, 13, 20,15,5, 11, 3, 20, 15, 5,10, 13, 20, 15,
5,11,3,20,15,5,10,13,20,15,13,13,13,13,13,13,13,13, 13,14, 14, 14, 14, 14, 14, 14, 14, 14,
14,14,14,14,14,14,14,14,15,15,15,15, 15,15, 15,15,15,15, 15,15, 15, 15, 15,15, 16, 16, 16,
16,16,16,16,16,16,16,16,16,16,16,16,16,17,17,16,16,17,17,17,17,17,17,17,17,17,17,
17,17,17,17,17,17,17,17,17,18,18,18, 18,18, 18, 18,18,18,18, 18, 18, 18, 18,18, 18,18, 18,
18,19,19,19,19,19,19,19,19,19,19,19,19,19,19,19, 19,19, 19, 19, 20, 20, 20, 20, 20, 20, 20,
20,20, 20, 20, 20, 20, 20, 20, 20, 20, 20, 20, 21, 21, 21,21, 21,21, 21, 21,21, 21,21, 21, 21, 21, 21,
21,21,21,21,22,22,22).

Two cases are considered for all samples: Cutting plans can be included (1) at most two kinds of
order pieces and eight strips (c = 2 and t = 8) and (2) at most three types of parts and sixteen
strips (c = 4 and t = 16).

Toy problem

Toy problem includes four order pieces, P1, P2, P3, P4, with sizes as 10x13, 20x26, 30x39, 40x52,
respectively. The stock material’s width is 50. Demands are 4, 5, 3, and 2, respectively.
The toy problem was solved with both CG and IM, and the same solution was obtained. However,
while CG achieved this solution in 0.48 seconds, MI runs to the time limit of 86400 seconds.
Obtained cutting plans are presented in the following Figure 2, Figure 3, and Figure 4.

P4

trim loss

Figure 2. Cutting Plane 1

P1

P1

P1

Figure 3. Cutting Plane 2
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P2

P3
P2

P3
P2
P2

P3
P2

trim loss

Figure 4. Cutting Plane 3

5 Test results and discussion

Samples have been solved both with IM and CG for two parameter sets: set 1 (c = 2 and t = 8)
and set 2 (c = 4 and t = 16). The results obtained with set 1 are given in Table 4 and set 2 in
Table 5. According to Table 4, IM obtains only the optimum solution for Samples 1 and 2. CG
reaches very close solutions (1% and 2% error) to IM in a second. IM could not achieve any feasible
solution for other problems in reasonable times. On the other hand, feasible solutions are achieved
in reasonable times with CG. For none of the instances in Table 5, an optimum solution is achieved
for IM, but feasible solutions are obtained for Samples 1, 2, and 8. For sample 1, both IM and CG
obtained the same solution. The solution time of CG is only one second, while the solution time of
IM is 86400 seconds (IM stopped by the time limit). For Sample 2, in a second, CG approaches
1% close to the solution obtained by MI in 31288 seconds. For sample 8, on the other hand, CG
achieved a more successful objective function value in a much shorter time than IM. CG obtained
feasible solutions in reasonable times for the rest of the instances. On the other hand, IM has not
obtained a solution within the time limit for these instances. Due to the difference in d values
(much bigger than the other instances’ d values), the z¢¢ value in Sample 6 for CG is obtained
bigger than the other z¢¢ values.

Table 4. Test results forc =2 and t = 8

M M CG CG

ZIM fim zcg  tce
samplel 1248 6244 1261 1
sample2 2531 1181 2587 1

sample3 - 86400 3002 141
sample4 - 86400 2714 822
sample5 - 86400 10980 86400
sample6 - 86400 1672106 28561
sample7 - 86400 3240 1
sample8 - 86400 28239 3

sample9 - 86400 69514 86400
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Table 5. Testresults forc =4 and t = 16

M M CG CG

ZiM  tim zcg  teo
samplel 1222 86400 1222 1
sample2 2510 31288 2533 1
sample3 - 86400 2976 4322
sample4 - 86400 2754 288
sample5 - 86400 10948 86400
sample6 - 86400 1661374 86400
sample7 - 86400 9604 86400
sample8 28621 86400 28144 11777
sample9 - 86400 52265 86400

“out of memory.

When Table 4 and Table 5 are examined regarding the effects of different parameter sets on the
objective function and solution times, it is observed that when the c and ¢ parameters are increased,
generally better objective function values can be obtained, but the solution time is prolonged.
When the experimental results are evaluated in general, it is observed that the mathematical
modeling method has some critical limitations for the 1.5-dimensional cutting stock problem with
technical constraints. In particular, it has been determined that as the problem size increases, the
solution times with traditional mathematical models increase dramatically, and even in some
cases, a feasible solution cannot be found. This situation shows that complex constraints and
high-dimensional problem structures are difficult to cope with only using classical mathematical
modeling techniques.

In this context, the proposed Column Generation (CG) solution method has emerged as an effective
alternative, especially for cutting stock problems with large-scale and complex constraints. The
CG method offers an approach that can divide the problem into smaller sub-problems and solve
each of them in reasonable times. In the numerical experiments, it has been observed that this
method produces faster and more successful solutions even for large-sized problems. In particular,
it has been concluded that it is successful in coping with technical constraints and therefore can be
used as a practical solution method in real-world applications.

6 Conclusion

In this study, the 1.5-dimensional cutting stock problem is considered. This problem covers
situations where materials of certain widths and lengths commonly encountered in industrial
production processes need to be cut with minimum waste. Unlike the studies in the literature,
technical constraints such as order type and number of strips are taken into account together
in this study. This approach allows obtaining results closer to real-world applications. In order
to solve the problem, a column generation technique, which has been proven to be effective in
large-scale and complex cutting stock problems, is proposed. This technique was developed to
increase the solution time and accuracy even in high-dimensional problems.

In order to test the accuracy and effectiveness of the study, the test problems and a linear integrated
mathematical model from the literature were used. The numerical experiments revealed that as
the problem size increases, the solution time of the mathematical model increases dramatically,
and even in some cases, a feasible solution cannot be found. However, the proposed column
generation approach produces faster and more successful solutions even for large-sized problems.
The column generation algorithm performed better than the mathematical model. The column
generation approach is not limited to the problem considered in this study but can also be applied
to other cutting stock problems in the future. This approach provides a valuable solution, especially
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for researchers dealing with large data sets and complex production processes.
The CG solution approach may be insufficient when the problem dimensions are very large, such
as in big data. Applying heuristic methods to solve the sub-problem may be a solution in this case.
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Abstract

Mathematically precise modeling is important to be established to accurately examine the quantitative
relationship between software testing and software reliability. Software testing process is complex
since it is concerned with various factors such as test case execution, defect debugging, tester expertise,
test case selection, and so forth. For this reason, it is required to be meticulous in formulating the
software testing process in a manner which is mathematically concise. The software release life cycle or
sequential release timeline, referring to the process related to the development, testing and distribution
of a software product comprises several critical stages, and the length of this particular life cycle reveals
variations depending on different factors like the type of product, the intended use of it, industry
security, general standards and compliance. One consideration software engineers have is related to
the release date of the software so that future commitments about the software’s release time can be
formulated beforehand. In view of these aspects, a multi-step strategy for predicting software release
dates is proposed in the current study along with the following stages: firstly, the proposed technique
selects the utmost reliability growth model that very well fits the observed test data halfway through
the testing period, and then employs it to forecast the probable date of release. This technique entails
approximating the unknown parameters of suitable Software Reliability Growth Models (SRGMs).
Finally, the chosen SRGM is used to forecast the release date of the software under test by fitting it
to available fault data. The proposed method is straightforward and applied to test on a total of ten
actual datasets collected from the literature. The results of the proposed technique reveal that in the
majority of the situations, nearly exact approximation of date of release can be made halfway through
the testing period. Moreover, the proposed method’s performance is also compared to that of a number
of previous strategies present in the literature. The outcomes obtained by our study demonstrate that
the proposed strategy may be used to forecast the release date of software in practical situations.

Keywords: Nonhomogeneous Poisson process; mathematical prediction modeling; software reliability
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1 Introduction

Mathematical modeling, describing a system by a set of equations and variables, is employed
for establishing relationships among them, and in control of the system, it has a critical value for
the accurate examination of the quantitative relationship between software testing and software
reliability. Software testing process, as a complex one, is concerned with various factors such as test
case execution, defect debugging, tester expertise, test case selection, and so on. For this reason,
it is required to be meticulous in formulating the software testing process in a reliable manner.
Computer software is used in practically every facet of human endeavor, and it is of utmost
significance to devise, build and test the software appropriately before being released. Software
development takes a long time and comes with a substantial amount of financial burden. When
software is developed, it is thoroughly tested before being released to ensure that it is bug-free
and hence trustworthy. In reality, reliability is the most crucial characteristic for a well-designed
software application. Accordingly, a software reliability model indicates the form of a random
process defining the behavior of software failures to time, and these models have emerged as more
understanding has become a requisite to examine the features of the way and reason software
fails, with an attempt to quantify software reliability. Musa and Okumoto [1] defined reliability of
any software application as the likelihood of operation with no failures in any given environment
for a specific amount of time. In practice, project managers find it challenging to assess software
reliability. A variety of Software Reliability Growth Models (SRGMs) has been proposed since
the early 1970s [1-4] for the evaluation of reliability growth of systems throughout software
developments specially during the completing and testing periods of the software concerned.
The number of expected failures within a certain time period is a widely accepted indicator
for assessing a product’s reliability. Failures are the result of software code faults, and even a
single flaw can result in several failures. Furthermore, software engineers are often interested
in projecting the software’s expected release date while it is still in development so that future
delivery commitments can be made timely. With this in mind, software engineers used specialized
development approaches to reduce the overall risk and support rapid change. As a result, there is
a significant issue in predicting the likely release date of software in development with sufficient
accuracy. Existing techniques, such as a cumulative flow methodology, release backlogs are used
in software development to anticipate and set release dates; however, because this does not take
software reliability into account when projecting release dates, there is a risk that software at the
predicted release date may be unreliable. Software system availability depends on reliability, and
SRGMs can be used to determine whether sufficient defects have been eliminated in order to
release the software.

A software economic policy was developed by Huang et al. [5] offering a thorough examination
of software based on test efficiency and cost. Project managers may also benefit from the strategy
by using it to assist them decide when to finish testing in preparation for market release. A
SRGM that takes into account the impact of imprecise fault debugging and error creation was
proposed by Kapur et al. [6]. The suggested model is used to define the release time problem,
which minimizes the estimated cost while meeting the minimal dependability level that must
be met by the release time. By creating a software cost model with a risk component, Singh
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and Kumar [7] provided a technique for determining when to conclude the testing phase and
deliver the program to the end user. They addressed the question of how to determine when to
finish testing and release the product. A method for building a software reliability growth model
based on the Non-Homogeneous Poisson Process was presented by Quadri et al. [8]. Despite the
fact that several testing-effort functions based on the non-homogeneous Poisson process (NHPP)
have been developed for the software reliability growth model. They examined the scenario in
which the Generalized Exponential Distribution (GED) describes the time-dependent behaviors of
testing-effort expenditures. The NHPP is used to create SRGMs, which include the (GED) testing-
effort spent during the software-testing phase. A mathematical modeling approach for numerous
software product releases is proposed by Kapur et al. [9]. Their suggested model uses a Cobb
Douglas production function to simulate the failure process using a software reliability growth
model, accounting for the combined effects of schedule pressure and resource constraints. A
technique for choosing SRGMs to forecast the overall amount of errors in software was suggested
by Panwar and Lal [10]. To assess how effectively the technique predicts the predicted total
number of software failures, it is used to a case study consisting of three datasets of defect reports
from system testing of three versions of a big medical record system. In order to offer more
accurate predictions, Choudhary and Baghel [11] provide an efficient software dependability
modeling based on Cuckoo Search optimization, Ensemble Empirical Mode Decomposition, and
Autoregressive Integrated Moving Average (ARIMA) modeling of time series. Panwar and Kaur
[12] suggest a method for estimating the number of software defects that remain by utilizing both
perfect and imperfect software reliability growth models. A software metrics-based technique
for software reliability prediction is presented by Shi et al. [13]. Metric measurement outcomes
are linked to quantitative reliability forecasts by taking into account defect data and operational
conditions.

Although numerous models have been presented researched, and implemented, the majority
of them are failure count models that do not account for the many development scenarios like
developers team structure or a substantial reduction in development time. As a result, standard
models are unable to reliably estimate the release dates. Hence, in the present study, a method
for obtaining reliability estimations is proposed which can determine the product’s likely release
date during the product testing stage. Previously, only basic SRGMs were employed in the
studies, however the proposed method, as a novelty, suggests that NHPP SRGMs can model the
circumstances more practically. The objective of this study is to respond to the following questions:

¢ Is it possible to forecast software release dates using NHPP SRGMs?
¢ Is our proposed method more accurate than the previously proposed methods in terms of
predicting the release dates?

The following can be put forth among the contributions to the proposed work.

* A multi-step strategy for predicting software release time by dividing development time into
various degrees of testing.

* A method for estimating the release date forecast precision by specifying a desired level of
confidence.

* An evaluation result demonstrating that our prediction method outperforms previous models.

The following is a breakdown of the paper’s structure. Section 2 provides a basic introduction
to SRGMs. Section 3 describes the suggested strategy, which is then tested on 10 real datasets in
Section 4 to see how effective it is. Finally, in Section 5, conclusions based on the current study
along with the future directions are drawn and discussed.
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2 Non-homogeneous Poisson process software reliability growth models

NHPP class of SRGMs has been broadly used in the literature [14-18]. These models use test
data from failure history, predicting the software application’s projected total number of faults
and forthcoming reliability. This class of models can also be used to approximate the sum of
remaining software faults and the amount of time period it will take to identify these. Mean
value function is used is each model of this category, which is dependent on diverse conventions
about the equations of error content and the defect finding rate. The NHPP SRGMs models are
commonly categorized as follows based on the patterns of their mean value functions, which are
the concave models and S-shaped models.

The defect debugging process is depicted naturally in concave models, in which the faults discov-
ered accumulate as the testing activity proceeds, and the aggregated faults propagates at a gradual
pace before approaching asymptotic behaviour as the software behavior stabilizes. On the other
side, S-shaped curve models show a steady fault discovery at the beginning of the debugging
stage [19]. As testing progresses, the rate of defect identification increases, and the cumulative
defects curve finally approaches asymptotic behavior [20]. This class also distinguishes between
finite and infinite failure models. Finite failure models presume that a fault-free product may be
developed in the end, as well as an asymptotic methodology to a predictable value. The failure
models of infinite class, on the other hand, presume that the count of observed faults is inestimable,
implying that the function of mean value is unrestrained. Numerous models similarly imply that
whilst correcting existing issues, new bugs may be introduced inadvertently. These are denoted as
imperfect debugging models [21]. Five concave, nine S-shaped, and two more models that can
perform as a concave otherwise S-shaped are employed in our proposed study.

3 Multi-step mathematical model-based predictive strategy

In the literature, various methods and practices for selecting appropriate SRGM are suggested
[22-32]. However, the majority of those are dependent on the particular situation and may not
be applied with certainty in all situations. Present study proposes a method for selecting the
best SRGM along with using that one to forecast the likely date of release with the intention to
make required arrangements and revisions ahead of time to fulfil any deadlines. The procedure is
straightforward and has shown to be beneficial in the recent study. It entails choosing an SRGM
that almost fits the existing error content and then use it next to forecast the date of software
release. The proposed technique demands calculating the unknown variables/parameters of
applicable SRGMs before ordering these according to their behavior on observed failure data.
Finally, best chosen SRGM is utilized for forecasting the date of release of any software under test.
The strategy proposed is not scenario-specific and can be used to any situation. It works in the
way whose specific details are provided in the remaining parts of our study.

Estimation of model parameters

NHPP SRGM has some unknown parameters that must be determined from observed test failure
data. Maximum Likelihood Estimation (MLE) or Least Squares Estimate (LSE) are the two methods
which can be used on the currently available test data, to determine the value of these unknown
parameters [33, 34]. The MLE method estimate these parameters by solving a set of simultaneous
equations whereas LSE reduces the TSS (total sum of square of variation) between observed and
probable faults depending on the hypothetical chosen model. There are also a number of tools
available to estimate the value of these unknown parameters like Curve Fitting MATLAB [35]
which is based on the LSE technique. Moreover, our individual proficiency has also proved that
the LSE provides more appropriate parameter values as contrasted to MLE, allowing the model
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Figure 1. Estimation of unknown parameters by MATLAB curve fitting tool

to better fit the actual data. As a result, we chose to employ the LSE technique for parameter
estimation in using MATLAB’s curve fitting tool. After analyzing the existing test data, we first
determine which models appear to be more suitable for fitting this data, and then calculate the
values of RSq and RMSE for each of these SRGMs to determine which one best matches the data.
Figure 1 shows how the Curve Fitting tool fits the SRGM to the given test data and computes the
values of parameters that are unknown in nature.

Ranking of models

In the second step of proposed technique, a comparison criterion (1) is proposed to compare
models realistically in order to examine the efficiency of software reliability growth models
employed in the proposed study. Based on our experience, using a vast set of comparison criteria
is not necessary, and in most situations, it does not even assure trustworthy forecasts. Hence, we
discovered that the subsequent modest criterion may be implemented to rank rival models of
software reliability in order to choose an optimal SRGM for more accurate release date predictions.

1 RSg; minjn(RMSEj
Rank Index = 5 max}q(Rqu) RMSE]j)

@

The relative amount of variation in the actual test data and the test data estimated by the matching
SRGM is shown by RSq. The higher the RSq score, the greater variation there is in the actual and
estimated test data values. The RSq is computed as the proportion of the residuals sum of squares
(SSR) and the total sum of squares (SST). Here, j denotes the number of the SRGM as provided in
Table 1. Also, we have

SSR

RSq = %,

@)

where SSR is defined as

n n 2
SSR = (Zm(ti)—z Wffl’”) . )
i=1

i— i=1

The sum of squares about the mean, or SST, is defined as: In (3) and (4) i signifies the test period
and m(t;) the real number of faults discovered up to time ;. Next m(t;) represents the calculated
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value of cumulative failures until time ti as determined by SRGM under study and m(t) represent
the mean value of reported total failures. The regression’s fit standard error is denoted by RMSE
in (1). It is a calculation of the random component’s standard deviation, and it is defined as:

RMSE = vVMSE. (4)

MSE = SSE/v is the “mean square error” or “the residual mean square” whereas SSE is the
aggregate divergence of the genuine measured faults from the approximated of faults using
SRGM. SSE can be calculated by using equation SSE = ¥ ' (m(t;) — (mt;)? and v is the degree
of freedom. The number of fitted coefficients m subtracted from the total count of response values
n is the degree of freedom. All competing models’ rank index values are obtained in (1), and next
they are ordered in increasing sequence of these values. The model with the highest rank index
value receives rank 1. If it results in a draw (any two or more models have identical values of
rank index), they are together regarded to be of same rank. The most appropriate model that best
captures the behavior of the test data is model ranked one.

Forecasting the release date

In the next step, using the chosen model and the error content function (a(t)) of the selected rank
1 SRGM, we estimate the total number of predicted errors in the software. The total number of
errors that may occur in software over its lifetime is the value of the error content function. The
error content function (a(t)) of each model is given in Table 1. The following equation is used
to measure the software’s reliability over time using the mean value function and error content
function stated in Table 1.

R(t) = m(t)/a(t). )
The conditional reliability (R(s|t)) in interval (¢, + s) is estimated using
R(slt) = plm(t+s)—m(t)] (6)

The likelihood that the obtained reliability at any point of time f may not alter in this gap is given
by conditional reliability (¢, + s). By increasing the value of time ¢ stepwise in Eq. (5) and Eq. (6)
the future prediction about reliability and conditional reliability is done. We increase the value
of t by 1 in each step and finally time of release t is considered the time when R(t) > 0.960 and
R(s|t) > 0.500 for s = 1 and R(s|t) > 0.350 for s = 2.

The proposed method with its relevant stages

¢ Estimate the length of the testing period when the program is ready for testing and continue
testing until at least 50% of the testing time has passed.

* Choose the acceptable models from Table 1 that should fit the data into the best of your ability.

¢ Calculate the unknown parameters of the selected models using Section 3, Then use Section 3 to
choose the model with the highest rank.

* This model is then used to calculate R(t) and R(s|t).

e Take this as the time of release if R(t) which meets the necessary level of reliability and R(s|t)
for the next two-time units is acceptable. If the anticipated release date is to be met, adapt the
testing infrastructure accordingly. When around 75% of the expected release time has passed, it
is often recommended to update the estimations again.
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Table 1. SRGMs investigated

No Model Category  Mean Value (m(t)) Equation Remarks

1  Goel-Okumoto Concave m(t) =a(1—e "), Known as the exponential growth
(GO) [2] a(t)=a, b(t) =1, model

2 Generalized Concave  m(t) = a(1—e ), Goodness-of-fit is better than the
Goel [2] a(t)=a, b(t) =0, GO-Model. For ¢ = 1, the same as

the GO-Model

3 Modified Duane Concave m(t) =a[l— (b/(b+1))], Assume independence of failure oc-
[19] a(t) =a, b(t) =, currences

4  Musa-Okumoto Concave  m(t) = aln(1+ bt), Assumes that the severity of failure
[2] a(t)=a, b(t) =0, decreases exponentially as the pre-

dicted number of errors increases

5 Yamada Concave  m(t) = a(1—e™(1—ePt)), Make an attempt to account for the
Exponential [36] a(t) = a,b(t) = raBe P, time spent testing

6  Gompert [37] S-Shaped m(t) = ake ", Estimates the severity of software

a(t) =a, errors. In addition, it forecasts de-
b(t) =, mand, economic growth, and fu-
ture population

7  Inflection S-Shaped m(t) = ( (1—eP))/(1+ Be ), With the GO model, a technical
S-Shaped [38] a(t) = problem is solved. If k = 0, the

b(t) = b / 14 Be M, result is the same as GO-Model

8  Logistic S-Shaped m(t) = a/(1+ke™ "), Calculates the amount of error in
Growth [24] software systems

9  Delayed Concave  m(t) = a(1— (1 + bt)e ¥, The GO model has been modified
S-Shaped [36] a(t) =a, to become S-shaped

b(t) = (b*t)/(1+bt),

10 Yamada- S-Shaped m(t) = ab/(x + b) (e —ebt), Assumes a constant fault detection
Imperfect- a(t) = ae*t, rate and an exponential fault con-
Debugging b(t) =0, tent function
Model I [36]

11 Yamada- S-Shaped m(t) = a[l —e P][1 —a/b] Assumes constant rate of introduc-
Imperfect- + aat, tion & and a constant rate of fault
Debugging a(t) = 11(1 + at), detection
Model II [36] b(t) =

12 Yamada- S-Shaped m(t) = a(l — e*”"(lfe(wz/z))), Make an effort to report the time
Rayleigh [36] a(t) =a, spent testing

b(t) = rapte P72,

13 Pham-Zhang- S-Shaped m(t) =a—ae P(1+ (b+d)t Maintains an initial constant func-

IFD [39] + bdt?), tion fault count and an imperfect
a(t) =a, detection rate of fault considering
b(f) =1, fault introduction phenomenon

14 Zhang-Teng- S-Shaped m(t) = a/(p— B)[(1 — (1 + Considers a constant rate of fault
Pham [40] w)e /1 + we ) (e/b(p—F))] introduction and a non-decreasing
model a(t) = B(t)m(t), function of fault detection rate
(ZT Pham) b(t) =c/(1+ae t),B(t) =B,

15 Pham- S-Shaped m(t) = (a(1—e b)(1—a/b) Considers that the fault detection
Nordman- & +aat)/ (14 Be~ ), rate is non-decreasing and the in-
Zhang [41] Concave  a(t) =a(l+at), troduction rate is a linear
(PNZ Model) b(t) = b/(1+ Bel —bt)),

16 Pham-Zhang S-Shaped m(t) =1/(1+ pe ) The exponential rate of introduc-
model & ((c+a)(1—e 0t tion is and non-decreasing rate of
(PZModel) [40] Concave  —ab/(b—a)(e * —e ), fault detection

a(t) =c+a(l—e*),
b(t) =b/(1+ pe ),
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Table 2. Tandom computer software failure (dataset 1)

Time (in weeks) Processor hours Faults found Time (in weeks) Processor hours Faults found

1 519 16 11 6539 81
2 968 24 12 7083 86
3 1430 27 13 7487 90
4 1893 33 14 7846 93
5 2490 41 15 8205 96
6 3058 49 16 8564 98
7 3625 54 17 8923 99
8 4422 58 18 9282 100
9 5218 69 19 9641 100
10 5823 75 20 10000 100

4 Implementation on testing data

In this section, the suggested approach is applied on 10 real datasets from the literature [4, 22,
23,25, 26, 42]. In this study, 16 NHPP SRGMs, which are given in Table 1 are applied on all the
datasets. In the same table, the characteristics of these SRGMs are also summarized. The proposed
strategy is used at three levels of testing, when 50% of the testing is finished, next after 75% of
the testing is ready, and lastly, once the testing of software finished. The presented technique’s
operation is described in more depth using various examples below.

Example 1 A dataset (DS1) with 100 observed faults was gathered from the public domain of literature for
examination; the dataset is listed in Table 2 and was acquired from a subsection of artifacts for four different
Tandem Computers Company software versions. The count of errors was normalized as 0 to 100 to eliminate
confidentiality concerns, and the amount of energy consumed was translated correspondingly into the scale
(0 to 10,000) [23, 25, 26].

To evaluate the unknown parameters of SRGMSs, LSE approach was utilized for NHPP SRGMs considered
under study, with confidence bounds of 95%. The parameters were estimated using MATLAB at time
t = 10 weeks, as indicated in Section 3; this is when 50% of the testing is completed. Table 3 shows the
estimated values of the parameters for each of the 16 models. Following that, using Egs. (2)-(5), the values
of the comparison criteria (RSq and RMSE) presented in this study paper were obtained. Table 4 shows the
estimated RSq and RMSE values for dataset 1 with t = 10 weeks (i.e. this is the time when almost half of
the testing is complete).

The rank index is then determined using (1). The models are next ranked accordingly in descending rank
index values based on the value of the derived rank index (i.e. model with the highest value of rank index is
allotted rank 1). Table 5 shows the predicted rank index values and model ranking of dataset 1 considering
the fault data of ten weeks.

Table 5 further demonstrates that at this stage of testing, when only half of the test data is available,
Gompertz has ranked one model. As a result, Gompertz is now utilized to predict software delivery dates
utilizing Egs. (5) and (6). With the given level of reliability and conditional reliability, the projected release
time at this stage of testing is 35 weeks. Table 6 shows the estimated value of the release date, reliability, and
conditional reliability with this data.

The same process is repeated again when testing has been done up to 15 weeks (i.e., 75% test plan is
complete). At this point, the top-ranking model has been identified as logistic growth. Table 6 shows the
estimated time of release with conditional reliability and reliability which can be reached upon this day. The
method was again repeated using 20 weeks of full test data to get the conditional reliability and reliability
values at the factual date of release. Tnble 6 summarizes all the results. We may deduce from the outcomes of
this dataset that predicting the release is doable even when only 50% of the failure data is available. We
also tried to see if we could make accurate forecasts sooner than ten weeks. For this, we carried out the
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Table 3. Unknown parameter approximation of SRGMs for dataset 1

Model Name Values

Delayed S-Shaped a=126.8,b=0.2426

Generalized Goel a=1725,b = 0.04078, c = 1.235

Goel Okumoto a=>528,b=0.01773

Gompertz a=152.7,b = 0.08441, c = 0.8835

Inflection S-Shaped a=1273,b=0.2412, p = 3.524

Logistic Growth a=104,b = 0.2767,k = 6.371

Modified Duane a=420.7,b=27.19,¢c = 1.206

Musa Okumoto a=497.8,b=0.0188

Pham Zhang IFD a=1274,b=0.2414,d = 0.22¢ — 14

Pham Nordman Zhang (PNZ Model) a=9163,a=0.709,b = 21.89, = 0.001809
Pham Zhang model (PZ Model) a =0.001194, « = 3570, b = 0.2412, B = 3.524,c = 127.2
Yamada Exponential a =300, « =2.307, = 0.006354, r = 2.361

Yamada Imperfect Debugging Model 1 a4 = 528.1, « = 1.595¢ — 08, b = 0.01773
Yamada Imperfect Debugging Model Il a4 = 8.997, « = 0.7221, b = 49.81

Yamada Rayleigh a=1422,a = 1.198, § = 0.02026, r = 1.302
Zeng Teng Pham a=2991,a =5214,b =0.2286, f = 0.6015, c = 0.841,
p = 0.8238

Table 4. Estimation of RSquare and RMSE using ten weeks failure data for dataset 1

Model Name RSq RMSE
Delayed S-Shaped 0.903 6.524
Generalized Goel 0.984 2.852
Goel Okumoto 0.972  3.529
Gompertz 0994 1.707
Inflection S-Shaped 0972 3.773
Logistic Growth 0.993 1.849
Modified Duane 0.984 2.849
Musa Okumoto 0974 3.382
Pham Zhang IFD 0.903  6.524
Pham Nordman Zhang (PNZ Model) 0.993 2.001
Pham Zhang model (PZ Model) 0991 2515
Yamada Exponential 0.927  6.532
Yamada Imperfect Debugging Model 1 0975 3.544
Yamada Imperfect Debugging Model II 0.993  1.853
Yamada Rayleigh 0.866  8.860
Zeng Teng Pham 0.995 2.204

computations at seven weeks (about 35% data) also but the results obtained at this stage were not compatible
with the later date of prediction.

Example 2 We used a separate dataset to assess the applicability of the suggested technique to diverse
datasets [23]. This failure dataset was compiled out of three versions of a big medical record software with
188 components. Numerous files are included in each component. The package originally comprised of
173 software components. All the three updates have improved the product’s functionality. A total of 15
components were added to the three releases. In each release, three to seven new components were included.
As a result of the increased capability, some other components were adjusted in all three editions. Table 7
shows the results of applying the proposed approach to release 1 of this dataset. The same step-by-step
process was used for this dataset as it was for the SRGM rating and release date prediction in Example 1.
Table 8 provides the results, which show that logistic growth is ranked first using the results acquired (1).
The same model of logistic growth is ranked 1 in all stages of testing for this dataset. At all three stages, the



Panwaretal. | 359

Table 5. SRGMs ranking using rank index for dataset 1 at ¢t = 10 weeks

Model Name Rank Index Rank
Delayed S-Shaped 0.5848 14
Generalized Goel 0.7939 8
Goel Okumoto 0.7303 11
Gompertz 0.9999 1
Inflection S-Shaped 0.7147 12
Logistic Growth 0.9609 2
Modified Duane 0.7943 7
Musa Okumoto 0.7420 9
Pham Zhang IFD 0.5848 15
PNZ Model 0.9259 4
PZ Model 0.8376 6
Yamada Exponential 0.5968 13
Yamada Imperfect Debugging Model 1 0.7310 10
Yamada Imperfect Debugging Model II 0.9601 3
Yamada Rayleigh 0.5316 16
Zeng Teng Pham 0.8873 5

Table 6. SRGMs ranking using rank index for dataset 1 at ¢t = 10 weeks

The dataset  Testing data ~ Model Date of Expected Conditional
as well as the used (in chosen expected level of reliability
actual weeks) release (in reliability (R(slt)) to be
release date weeks) (R(1)) accom-
plished
Fors =1 Fors =2
10 Gompertz 35 0.970 0.570 0.350
(20 weeks) 15 Logistic 21 0.980 0.590 0.400
Growth
20 ZT Pham 18 0.980 0.580 0.400

Table 7. Data of a significant medical record system’s failures: release-1 (dataset 2)

Weeks Aggregated failures Weeks Aggregated failures
1 28 10 125
2 29 11 139
3 29 12 152
4 29 13 164
5 29 14 164
6 37 15 165
7 63 16 168
8 92 17 170
9 116 18 176

estimated release date is the same. As a result, it can be stated that if the selected model is the same at each
step of testing, more accurate predictions about the software release date can be made.

Similarly, eight more datasets from the available literature were used to assess the applicability of
the suggested approach. Table 9 shows the anticipated value of release time for all the datasets,
as well as to be expected value of conditional reliability and reliability. We have also evaluated
the anticipated date of release by our presented technique with the factual date of release and
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Figure 2. Comparison for dataset 1 using the models identified by presented methodology with the best model
considered in existing studies
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Figure 3. Comparison for dataset 2 using the models identified by presented methodology with the best model
considered in existing studies
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Figure 4. Comparison for dataset 3 using the models identified by presented methodology with the best model
considered in existing studies
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Figure 5. Comparison for dataset 4 using the models identified by presented methodology with the best model
considered in existing studies
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Figure 6. Comparison for dataset 5 using the models identified by presented methodology with the best model
considered in existing studies
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Figure 7. Comparison for dataset 6 using the models identified by presented methodology with the best model
considered in existing studies
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Figure 8. Comparison for dataset 7 using the models identified by presented methodology with the best model
considered in existing studies
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Figure 9. Comparison for dataset 8 using the models identified by presented methodology with the best model
considered in existing studies
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Figure 10. Comparison for dataset 9 using the models identified by presented methodology with the best model
considered in existing studies
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Table 8. Predicted dataset 2 release time, with expected values of conditional reliability and reliability

The dataset  Testing data ~ Model Date of Expected Conditional
as well as the used (in chosen expected level of reliability
actual weeks) release (in reliability (R(s I't)) to be
release date weeks) (R(t) accom-
plished
Fors=1 Fors =2
10 Logistic 24 0.990 0.550 0.350
Dataset 2 Growth
(18 weeks) 15 Logistic 24 0.990 0.690 0.520
Growth
18 Logistic 22 0.990 0.610 0.430
Growth
Goel Okumoto -y PrVoder O]
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Figure 11. Comparison for dataset 10 using the models identified by presented methodology with the best model
considered in existing studies

the estimated date of release by the best models identifies in existing studies for the datasets
utilised in current study to evaluate the performance of our proposed method. From Figure 2 to
Figure 11 depict the comparison. The findings shown in Figure 11 reveal that with the exception
of datasets 3 and 6, our suggested approach can forecast dependability early and timely virtually
in all circumstances.

5 Conclusions, outcomes and future directions

Formulating the software testing process in a mathematically rigorous manner is important in
software testing which acts as a major apparatus for software quality assurance, and this process
is known to be complex since it comprises many factors such as test case execution, test case
selection, defect debugging, tester’s knowledge and experience, and so forth. This study has
investigated how to choose the best software reliability model for predicting the most likely
release date. Section 3 outlines the proposed strategy, allowing the user to anticipate the expected
release date even after nearly half of the estimated test period has passed. We used the proposed
approach at various phases of testing (e.g., once 50% of the testing is done, 75% of the testing is
accomplished, at the actual release date). Our findings reveal that when the current technique is
employed to the test dataset 7 and 50% of the test plan period has passed, the proposed method’s
anticipated release date is nearly identical to the actual release date. In the case of datasets 1, 2, 4,
5,7,8,9, and 10, the anticipated date of release based on 50% of the data is inside 1 to 2 weeks of
the factual release date. The expected date of release for dataset 3 is, however, significantly sooner
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Table 9. Anticipated time of release for datasets considered in present work with expected to be attained value of
conditional reliability and reliability

Factual date Prediction Selected model  Release Expected To be
of release time date level attained con-
(in weeks and  (in weeks) (in of reliability ~ ditional relia-
dataset) weeks) bility
Fors=1 Fors =2
Dataset 1 10 Gompertz 35 0.970 0.570 0.350
(20 weeks) 15 Logistic Growth 21 0.980 0.590 0.400
20 ZT Pham 18 0.980 0.580 0.400
Dataset 2 10 Logistic Growth 24 0.990 0.550 0.350
(18 weeks) 15 Logistic Growth 24 0.990 0.690 0.520
18 Logistic Growth 22 0.990 0.610 0.430
Dataset 3 10 ZT Pham 10 1.000 0.900 0.860
(17 weeks) 15 Logistic Growth 11 0.990 0.540 0.370
17 Logistic Growth 12 0.990 0.640 0.480
Dataset 4 7 Logistic Growth 9 0.980 0.530 0.400
(13 weeks) 14 Gompertz 14 0.980 0.620 0.440
Dataset 5 10 Generalized 19 0.990 0.560 0.360
Goel
(21 weeks) 15 Generalized 27 0.980 0.580 0.370
Goel
21 Generalized 30 0.980 0.580 0.360
Goel
Dataset 6 55 Generalized 232 0.970 0.590 0.350
Goel
(111 weeks) 84 Generalized 90 0.980 0.600 0.370
Goel
111 Inflection 85 0.980 0.620 0.390
S-Shaped
Dataset 7 10 Logistic Growth 19 0.990 0.610 0.430
(19 weeks) 15 Logistic Growth 18 0.980 0.560 0.370
19 Logistic Growth 19 0.980 0.590 0.400
Dataset 8 7 Logistic Growth 14 0.980 0.600 0.440
(12 weeks) 12 ZT Pham 10 0.980 0.740 0.650
Dataset 9 10 Inflection 15 0.980 0.750 0.620
S-Shaped
(19 weeks) 15 Delayed 26 0.970 0.770 0.620
S-Shaped
19 Generalized 20 0.960 0.690 0.520
Goel
Dataset 10 13 Generalized 23 0.960 0.690 0.520
Goel
(25 weeks) 19 Gompertz 25 0.970 0.590 0.380

25 PZ Model 28 0.990 0.590 0.350
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Figure 12. Comparison of the expected release time of the datasets in the proposed study with the actual release
date, as well as the best models provided in the literature

than the actual release date. Interestingly, when 50% of the dataset is used to forecast the release
date, the estimated date is 232 weeks, which is substantially far ahead than the actual date of 111
weeks. When a likelihood is generated using around 75% of the data, the estimated date of release
is once again quite near to the factual release date, and it is dramatically lowered to 90 weeks.
Even if all available data is used, the estimated release timeframe is 85 weeks. This indicates that
testing may have been overdone, or that software adjustments were made in the interim. In all
situations, we also tried with lower than 50% of test plan data and found that estimates were
not reliable in common. Table 9 and Figure 11 show that when utilizing the proposed method,
the anticipated release dates with models picked by us, even when using midway test data, are
generally better than the similar outcomes achieved for these datasets when exploring the methods
given in literature. Since NHPP SRGMs cannot handle time-dependent variables, the suggested
approach is limited to software development circumstances that are time-independent. We intend
to change the time-dependence of these models in the future, which will allow us to more exactly
anticipate the number of faults found. We also intend to apply the proposed strategy to other
software development methodologies, such as agile development. The comparison of the results
with those available in literature shows that the proposed approach is able to select a model that
tits the present data closely. Therefore, the selected model can be used for future predictions, and
the selected models estimates by our proposed method are closer to the actual number of failures
found by that time in each case.
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Abstract

Accurately predicting earthquakes’ time, location and size is nearly impossible with today’s technology.
Severe earthquakes require prompt and effective mobilization of available resources, as the speed
of intervention has a direct impact on the number of people rescued alive. This, in turn, calls for a
strategic pre-disaster allocation of search and rescue (SAR) units, both teams and equipment, to make
the deployment of resources as quick and equitable as possible. In this paper, a seismic risk-based
framework is introduced that takes into account distance-based contingencies between cities. This
framework is then integrated into a mixed-integer non-linear programming (MINLP) problem for
the allocation of SAR units under uncertainty. The two minimization objectives considered are the
expected maximum deployment time of different SAR units and the expected mean absolute deviation
of the fulfillment rates. We recover the best vulnerability-adjusted routes for each size-location scenario
as input to the optimization model using the dynamic programming (DP) approach as part of the
broader area of reinforcement learning (RL). The results of the hypothetical example indicate that
the comprehensive model is feasible in various risk scenarios and can be used to make allocation-
deployment decisions under uncertainty. The results of the sensitivity analysis verify that the model
behaves reasonably against changes in selected parameters, namely the number of allowed facilities
and weights of individual objectives. Under the assumption that the two objectives are equally
important, the model achieves a total deviation of 3.5% from the objectives with an expected maximum
dispatch time of 1.1327 hours and an expected mean absolute deviation of 0.01%.

Keywords: Earthquake response; SAR units allocation; mixed-integer nonlinear programming (MINLP);
stochastic optimization; dynamic programming
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1 Background

Disasters due to natural hazards rarely occur, but once they occur, they can cause extreme fatalities
and physical damages. World Health Organization (WHO) estimates that, between 1998-2017,
earthquakes claimed nearly 750,000 lives worldwide, which is more than 50% of all deaths related
to natural disasters [1]. Disaster risk from earthquakes can be mitigated by decreasing both the
exposure of the property to active fault zones and its fragility. On the other hand, the effects of
SAR on disaster fatality have long been recognised and explored (see, e.g., [2, 3]). That being
said, there is also a need for effective pre-disaster allocation of search-and-rescue (SAR) units
for the response to the earthquake to be timely and life-saving. It is a well-known fact that the
likelihood of finding survivors in any location is inversely related to time [4]. Research has shown
that many more victims could survive if medical care in SAR was provided quickly and effectively
[5]. With data collected from the China Earthquake Database for 51 earthquakes globally, Figure 1
aims to highlight the difference in SAR efficiency for earthquakes with different scales, where
the completion ratio denotes the ratio of cumulative death toll up to the current time to the
final death toll. It is clear that larger-scale earthquakes are associated with slower growth in the
percentage of victims reached, thus lower SAR efficiency, especially during the golden 72 hours into
the earthquake’s occurrence. This implies that there is an ample room for improving SAR efficiency
by making a better use of the available resources. The efficient planning of SAR operations has a
significant role in saving lives in the response phase to disasters [6]. To guarantee an adequate
and timely response, effective prepositioning of different SAR units to certain locations and in
certain quantities is crucial [7].
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Figure 1. SAR completion ratio curves for the reported death tolls in earthquakes globally [8] (Groups A-D
represent earthquakes with death tools < 100, 100 — 1,000, 1,000 — 10,000 and > 10, 000, respectively)

All in all, disaster risk management problems are strongly characterized by random outcomes,
which indicates the importance of using mathematical tools that can thoroughly take into account
the stochastic nature of these problems [9]. In this study, our primary focus is on the humanitarian
losses due to devastating earthquakes, and we classify the latter mainly into the following groups:

¢ Those captured under and lost lives immediately after the earthquake happens due to collapse
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of buildings,
* Those captured under and lost lives after a period since they could not be rescued on time,
¢ Those rescued from wreckage but could not been hospitalized timely.

As only the losses belonging to the second and third group are preventable with the collective
availability of rescue entities (i.e., rescue teams, ambulances, and heavy equipment), the present
study seeks to optimize the pre-disaster allocation of SAR units through minimizing two objectives,
namely, the expected maximum time it takes to dispatch all needed SAR units and the expected
mean percentage deviation of fulfillment rates across all cities.

In this regard, starting from a fault map, the present study focuses on designing a pre-disaster
framework for allocating disaster rescue teams and equipment with a view to minimizing both the
maximum of the average delivery times associated with each SAR unit type to entire earthquake
region and absolute deviation of fulfillment rates across cities. The first objective can be justified
by the reasonable assumption that entities will largely be dysfunctional without one another.
To give an example, rescue teams without excavators, ambulances without rescue teams, or
excavators without ambulances will not be able to perform their functions. Therefore, one entity
can start performing its rescue action only after other entity types arrive. This, in turn, calls for the
minimization of the longest time period it takes for a specific entity to arrive at the disaster site.
The second objective, on the other hand, will ensure that SAR units will not be clustered in one
location to prioritize only the city with highest conditional disaster risk.

The study aims to develop an integrated and flexible framework for SAR unit allocation and
deployment, combining a seismic risk framework similar to that in [10] with a MINLP model to
achieve the joint objective of minimizing the dispatch time of SAR units and variation between
response rates. Particularly, the incorporation of seismic risk components and consideration of
conditional damage on infrastructure to calculate shortest routes constitute significant research
gaps that the present study seeks to address. The rest of the study is organized as follows: Section 2
offers a summary of the related literature. Section 3 provides the details of the risk-based model,
including the seismic hazard framework as well as the DP model for recovering vulnerability-
adjusted shortest routes and the main MINLP model. Section 4 presents a numerical example on
the comprehensive model introduced in Section 3. In Section 5, we give results and the related
discussion. Section 6 then concludes.

2 Related literature

The literature on planning the allocation and displacement of earthquake SAR units is broad and
focuses on a variety of methods ranging from mixed integer programming (MIP) to stochastic
programming and meta-heuristics. Fairly comprehensive reviews of the literature on the use of
optimization methods in disaster response are presented, e.g., in [11-13]. We refer the interested
reader to these studies.

Stochastic programming

Authors such as, but not limited to, [14-18] presented stochastic programming (SP) models, some
of which are multi-stage. For example, [14] applied multi-stage SP for deploying urban search
and rescue teams with a view to maximizing the total expected number of people rescued. To
make the model more realistic, the likelihood of survival is assumed to diminish over time. Using
a two-stage model, [15] sought to minimize the total cost of facility location, inventory holding,
transportation and shortage in the context of a humanitarian relief problem. [18] proposed a
tri-objective model for pre-and post-earthquake decisions, whereas a novel multi-objective particle
swarm optimization (PSO) algorithm was used for solving the model. [17] introduced a stochastic
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multi-objective mixed-integer mathematical programming logistic distribution and evacuation
planning during earthquake. [19] used a stochastic modeling framework to incorporate various
uncertainties such as facility damage and casualty losses as a function of the magnitude of the
earthquake, and developed an evolutionary optimization heuristic aided by an innovative mixed
integer programming (MIP) model that was used to initialize the algorithm. The model was
showcased with an application to a region that is prone to earthquakes.

Integer programming

Some other authors like [20-22] opted for pure integer programming (IP) models —linear or
non-linear— to tackle the allocation problem. [21] proposed an integer nonlinear multi-objective,
multi-period, multi-commodity model to minimize the travel time and total cost and increases
reliability of the routes from distribution centers. [20] employed a multi-objective integer nonlinear
programming model for assigning rescue teams to disaster sites. The model aimed to minimize the
maximum arrival time of all rescue teams to the affected areas and, at the same time, maximize the
satisfaction of rescue teams for their assignments. Methods such as NSGA-II, C-METRIC and fuzzy
logic were then used to solve the model. The model was then applied to a real earthquake event.
[23] combined simulation with a two-phase IP model whereby the first phase aimed to minimize
the total distance to be covered for distributing relief supplies by determining the optimal amount
of these supplies each neighborhood sent and/or received and, the second phase, to minimize the
total number of facilities. [24] proposed a two-stage robust scenario-based optimization problem
to facilitate decisions regarding, inter alia, suitable locations for shelters, the optimal route for
evacuating people, total rescue time, required budget. NSGA-II was proposed as the solution
method. [25] designed a bi-objective robust mixed-integer linear programming (MILP) model
for rescue units” allocation and scheduling also by considering the learning feature of rescue
units. [6] offered a robust decision support framework for post-earthquake planning SAR resource
deployment. In this regard, a two-stage MIP-based decomposition approach was proposed where
the first phase performs the allocation of SAR units for maximizing fair and effective demand
coverage and the second phase deals with the routing of resources with the aim of minimizing the
weighted sum of fulfillment times. [26] developed a decision support model, namely, a MINLP,
that minimizes the sum of completion times of incidents weighted by their severity and compared
several heuristics and meta-heuristics.

Other modelling approaches

In [27], a dynamic combinatorial optimization model was introduced to find the best assignment
of available resources to operational areas, thereby minimizing the total number of fatalities. First
three days after an earthquake takes place were considered to be essential to the success of relief
efforts. Heuristics, namely, Simulated Annealing (SA) and Tabu Search (TS), were used to solve
the model. [28] presented a simulation-based approach for probabilistic modelling to improve
post-disaster relief and recovery operations.

Incorporating a seismic-risk model

[10] presented a risk-based approach that incorporates hazard, exposure and vulnerability data, for
the pre-positioning of relief resources in appropriate locations. Again, a MILP model used in the
study aimed to allocate assets to the locations with the highest levels of risk and then minimize the
residual risk. Applying the model on 87 counties Wyoming and Colorado, US, authors reported an
at least 33% improvement in residual risk when compared to historical allocations. [7] proposed a
two-phase framework based on a compound stochastic process that models’ disaster attributes
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such as occurrence time, intensity and severity. [29] developed a machine learning framework to
predict the casualty rate and direct economic loss induced by earthquakes. They found earthquake
magnitude, position, and population density to be the leading indicators for loss prediction.

Table 1-Table 2 summarize the relevant literature in a tabular format and in comparison with the
present work. Against this background, methodological as well as managerial contributions of the
current study can be outlined as follows. Unlike the majority of the previous studies, this paper:

* Presents an integrated and flexible approach that can be adapted to various hazard / fragility /
exposure scenarios. Yet, the model’s ability to adapt is partly undermined by

¢ Links the resource allocation and dispatching problem to a seismic risk modelling framework.
This aspect is missing from a vast majority of the studies reviewed.

¢ Incorporates vulnerability-adjusted shortest routes into the problem for more realistic resource
allocation. This is achieved through identifying post-disaster optimal routes for each possible
scenario through dynamic programming.

¢ Helps policymakers make more equitable earthquake dispatchment decisions by understanding
its marginal impact on the speed of dispatchment. This aspect is also usually omitted in the
existing literature.

3 Model description

In this paper, we apply a seismic-risk-based stochastic bi-objective pre-disaster resource allocation
framework modelled as a mixed-integer non-linear programming (MINLP) model, starting from
the formulation of a seismic hazard framework and incorporating the vulnerability of cities
through fragility curves. The framework deals with the question of how the available SAR
resources should be located throughout an earthquake zone, with a view to minimizing not only
the expected maximum time it takes for each SAR unit type to be dispatched to the cities affected
but also the expected mean absolute deviation of fulfillment rates across cities.

More specifically, we present a stochastic resource allocation model that takes the map of existing
fault lines on an Ix] grid, with their hazard (i.e., probability) of producing an earthquake with a
certain demand parameter g in the planning period (e.g., 10 years) as input and decides on the
optimal allocation of SAR units to facilities and dispatch of these units to earthquake zones based
on the realized scenarios, and taking into account their post-earthquake accessibilities which will
be affected by potential damages in the transportation infrastructure.

SAR units considered in this study consist of 4 types: rescue teams, excavators or bulldozers,
trucks, and ambulances. These units are needed to make the first intervention in any earthquake
rescue operation. As explained later, the number of available units from each type k will be set
to the conditionally expected number of collapsed buildings (i.e., conditional risk of disaster)
provided that an earthquake occurs, multiplied by a factor a; that determines the quantity of
equipment needed per collapsed building.

We start by introducing fault zones z € Z where fault zone z has 71, fault segments, each with a city
onit. A fault segment will be activated during a seismic event and cause an earthquake with a peak
ground acceleration (PGA) value ¢ € G.! Each segment on a fault zone is assumed to have even
probability of being epicenter to an earthquake. When an earthquake occurs, it is known that the
hazard of natural disaster is transformed into the risk of environmental / economic / social disaster
through vulnerability (or fragility) of cities and property stock’s level of exposure. Fragility curves,
in this regard, are widely used to associate the demand parameter of the earthquake with the

1 ground motion, of which PGA is a measure, is argued to be related more closely to the level of damage to buildings
and infrastructure in an earthquake, rather than the magnitude of the earthquake itself.
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Table 2. Tabular literature and present study (cont’d)

[31] Pre, post  Bi-level stochastic Stochastic None budget allocation for im- Minimize the overall net- Particle Swarm Numerical
optimization model proving the efficiency of work travel time; minimize Optimization
the transportation net- the expected number of casu- (PSO)
work in pre- and post- alties
disaster
[7] Pre Two-stage stochas- Stochastic Yes Location, number and Minimize total transporta- Monte Carlo, North
tic  programming capacity of distribution tion and procurement costs; Sample Average Carolina,
model centres, and quantity of minimize total penalty as- Approximation US
emergency items to keep  sociated with satisfying de-
mands
[21] Post Integer nonlinear None None Locate distribution cen- Minimize maximum vehicle NSGA-II, Test
multi-objective, ters for timely distribu- route traveling time; mini- MOPSO problems
multi-period, multi- tion of relief, vehicles mize total cost; maximize
commodity model routing and emergency minimum reliability of route
roadway repair opera-
tions
[20] Post Multi-objective mul- None None Emergency rescue team Minimize maximum arrival NSGA-II, ~ C- Wenchuan,
tistage integer non- assignment in the disas- time of all rescue teams to METRIC and China
linear programming ter chain affected areas; maximize sat- fuzzy logic
model isfaction of rescue teams as-
signment
[18] Pre, post ~ Three-objective Stochastic  None Numbers and locations Maximize total expected de- MOPSO, NSGA- Tehran,
stochastic program- of distribution centres, mand coverage; minimize II Iran
ming model stocking levels of relief total expected cost; mini-
items, commodity flow mize difference in satisfac-
amounts tion rates
[19] Pre Stochastic optimiza- Stochastic No Location and capacity of Minimize total expected MIP (initial so- Los
tion model distribution centers costs (facilities, supplies and  lution) and evo- Angeles,
fatalities) by determining the lutionary heuris- Califor-
capacity and location of DCs  tics nia, US
[22] Pre Mixed-integer pro- None None Locate and allocate tem- Minimize logistics and Direct South
gramming  (MIP) porary distribution cen- penalty costs Carolina,
model / network ters in different time pe- US
flow model riods
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conditional probability of a certain damage state (e.g., total damage or collapse) occurring.

As stated earlier, the objective of our model is to minimize the preventable humanitarian losses
through the optimal allocation of SAR units to have them timely and equitably dispatched to
disaster sites. As the preventable losses increases with time due to lack of SAR units and as
different types of units have to work together (inter-dependence), our objective of timeliness will be
based on shortening the arrival time of the latest-arriving SAR unit type.

Severe earthquakes are extremely rare events yet with huge conditional impact. One challenge
for policymakers is therefore to decide on the quantity of SAR units to be kept available at SAR
facilities. A conservative but unrealistic strategy is to make available the amount of equipment
that is adequate for the worst-case size-location scenario assuming that it will materialize. An
alternative yet opposite approach would be based on the unconditional risk of disaster. A flowchart
of the modelling methodology followed in this paper in presented in Figure 2. We first introduce a
seismic risk methodology based on hazard, vulnerability and exposure maps. This framework
provides conditional risk values (expected demand for SAR units) as an input to the bi-objective
optimization model, whereas the conditional shortest routes are served by the DP model for each
earthquake scenario and city pair. The optimization model is then solved using the weighted sum
approach and for different values of the selected parameters.

Hazard map
Seismic risk
j4-------n-neemeeeeed  Fragility map
framework
Exposure map
Conditional
risk values
Objective v Conditional
Pareto minimum expected dispatching shortest

time and mean absolute deviation of . . R routes .
fulfilment rates Bi-objective Dynamic

o MINLP programming
Decision vars

Pareto optimal pre-positioning and
dispatchment of SAR units

Weighted sum of %
Gurobi solver deviations from single-
objective solutions

Y

Sensitivity analyses
»| and managerial
insights

Solution
(Exact)

Figure 2. Methodology flowchart

Mathematical model

Model assumptions, sets and indices
Model assumptions that are made to avoid some undesired complexities can be stated as follows:

i. Each city will have at most one earthquake over the planning period,

ii. Earthquakes are independent among fault zones, i.e., they will not happen around the same
time,

iii. A break can occur at any segment of a fault zone with even probability,

iv. Each city can only be in a single fault zone,
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v. The Impact of an earthquake on a city is homogeneous,
vi. Distribution of the residential property stock in a city is homogeneous,
vii. Residential properties have an equal number of independent units each with an equal number
of residents,
viii. SAR facilities and units are not affected by the earthquake,
ix. There is no setup time or minimum batch size for SAR units to mobilize.

The sets, indices and parameters related to the model are given in Table 3 and Table 4.

Table 3. Sets and indices

Index of vertical coordinate (i € Z where Z ={1,2,...,1})

Index of horizontal coordinate (j € J where J ={1,2,...,]})

Index of facilities (f € F where F = {f1, f2,...})

Index of cities (c € C where C = {cq,¢c3,...})

Index of equipment types (k € K where K = {kq,ka,...})

Index of spatial states of earthquake (s € S where S = {s1,5),...})

Index of PGA states of an earthquake (g € G where G = {g1,$2,...})

Sets of fault zones (z € Z where Z ={1,2, ..., Z}) indicating cities in the fault zone

o @ e s

Table 4. Parameters

n,  Number of cities located on fault zone ¢,
ny  Number of facilities allowed for SAR unit type k
Avy Number of available SAR units of type k
Bc  Current building stock in city ¢
ar  The number of SAR unit type k needed for each collapsed building
v Average velocity (in 100 mph) of SAR unit type k under normal conditions

Seismic risk framework

Let 1, be the number of cities on the fault zone z. Assuming that the fault zone can fail in any
part of it with even probability, the hazard of city c on fault zone z for being the epicenter to a
devastating earthquake with a demand parameter g can be defined as

EP., = I{ceé‘z}pn_zj/ VeeC,geq, 1)

where p;, is the probability of fault zone z being activated and causing a PGA of g. However,
any city c will also be contingent on other cities geographically, which means that the hazard of
an earthquake in any city s will also add to the total hazard of city ¢ by a factor relative to the
distance between them. We define the contingency between any two cities c and s in terms of their
proximity and using an arbitrary function of the Euclidean distance ds as follows:

COCS - \V/C S C,S € S- (2)

1
Note that the choice of Cocs is not our primary concern and the framework can accommodate any
reasonable function. Further discussion on the relation between PGA and distance can be found in
[32] and the references therein. To illustrate; if the distance between two (not necessarily adjacent
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cities) is 200 miles, then an earthquake of demand parameter g in city s is assumed to be felt as
an earthquake of size 0.25¢ in city c. In other words, the hazard of city s being epicenter to an
earthquake of size ¢ will contribute to the total hazard in city c for an earthquake of the same size
by 25%. The hazard in city ¢ for being affected from an earthquake of size g in city s can then be
written as

Hesg = CocsEPyg, Vee(C,s€8,8€0. 3)

Note that (3) boils down to EP., for any city that hosts the eartquake. Integrating over all scenarios,
we can find the cumulative hazard in city c as

Heg =Y Heg= ) CoisEPig=EP+ ) CoiEPy, VeeCs€S,geQ. (4)
s s s#£c

Therefore, the cumulative hazard of city c is the probability that city ¢ will be the epicenter of the
next devastating earthquake, plus the sum of the same probabilities for other cities in C adjusted
by a factor of geographical contingency.

As stated previously, the level of damage from an earthquake is determined collectively by its
hazard together with the vulnerability of infrastructure as well as exposure of property stock.
Given an earthquake of parameter g occurs in city c, the probabilistic vulnerability (i.e., conditional
probability that the building stock in city c will exceed the complete damage or collapse threshold dy)
is determined by a fragility curve [33] and can be stated as

Therefore, given the building stock in city c is S;, the expected number of buildings in city ¢
reaching the complete damage state (i.e., collapse) given a devastating earthquake occurs can be
computed as

ch - VpchC, VC € C,g € g, (6)

where, again, the conditional probability of collapse given the earthquake demand parameter g,
Viq, is recovered from the vulnerability curve that is specific to city c. Figure 3 illustrates sample
curves which are constructed from log-normal CDFs with arbitrary y values ranging from 0 to 1,
and ¢ = 0.5. A discussion of the calibration of these curves to real earthquake data is beyond the
scope of our work and can be found in [33] or [34]. Note that the fragility curves depicted here
reflect varying vulnerability levels only for a single damage state, i.e., complete damage, which
will be our focus in this study.

Therefore, the risk of city ¢ from a disaster due to an earthquake of size g in city s, that is, the
expected number of buildings in city c reaching the total damage state, can be expressed as

Rcsg - HcsgVCg, \V/C S C,S € S,g € g. (7)
Summing over all possible size-location scenarios, we state the overall risk from an earthquake

2 In general, fragility curves are used to depict the conditional probability of exceeding certain damage levels for a
given vulnerability level.
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Figure 3. Probabilistic vulnerability curves (only the total damage state)

disaster in city c as

Re=) Reg VeeC. (8)
5,8

Note that the risk values already incorporate the contingencies through the hazard values H.
Given the seismic risk framework above, the expected demand of city ¢ for SAR unit type k can be
determined by the equation

E [DMy] = axR., Ve € C ke K. 9)

Since devastating earthquakes are considered as low-probability events (although with extreme
conditional damage), one challenging task for the policymakers and relevant authorities is to
determine the appropriate number of SAR units to keep ready because it is not rational for
governments to ensure the availability of SAR units in an anticipation of the worst-case scenario
(vulnerability-based approach) by setting

Avp = nslzx {zxk ; (ng) ch} = nggx {txk ; Coscvcg} , VkeKk. (10)

On the contrary, taking a solely risk-based approach such that

Avg =0 Y Rc=) E[DMy]=E[DM], Vkek, (11)
Cc C

would again be unrealistic as it will overlook the devastating conditional impact of severe earth-
quakes. In this paper, acknowledging the fact that predicting the size and/or location of an
earthquake is much more difficult than predicting whether or not an earthquake will occur, we
suggest that countries with high risks of earthquake can take a conditional-risk-based approach by
assuming that there will be definitely an earthquake and basing their provision policies on the
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conditional risk of an earthquake (i.e., given one of the cities becomes an epicenter with certainty):

2_cRe
Al)k =E [DMk|EP] = Dékc—
Zs,g EPsq
Z S, COCSEPSgVCg
= (Xk ¢ SgZS . Epsg — DCk Z COCSVCgEPSglEP’ Vk c IC,
7 ¢,s,8

where we introduced the conditional probability of city s being an epicenter to an earthquake of
size g (given there is an earthquake) as

S,

EP
EPygpp i= E—Pg Vs€S,g€G, (12)

with EP =}, . EPse. To summarize the three approaches,

i. Vulnerability-based approach: the worst-case scenario will happen with probability one.

ii. Risk-based approach: whether, where and at which size an earthquake will occur should be
handled as an expected value.

iii. Conditional-risk-based approach: an earthquake will definitely happen, but we don’t know
where it will happen and at which size.

Vulnerability-adjusted fastest routes via RL: a DP approach

As an input to the mathematical optimization model to be discussed in Section 3, we also recover
the fastest route between any two cities on the grid that takes into account accessibility during
an earthquake using a DP approach. The explicit enumeration approach offers a relatively poor
runtime performance on larger grids (e.g., it can take long hours to enumerate all paths on a 5x5
grid).

Given an earthquake of size g occurs in city s, the vulnerability-adjusted travel time of SAR unit
type k between two adjacent cities ¢ and ¢’ is introduced as

i deer  dge

T = = — , Ve, cleCkek,seS, geg, 13
cc'ksg ” <1 HesgVPog+H,1 3, VP, g> Bectksg 8 (13)
e (1—

2

where 7../xsq can be considered as the vulnerability-adjusted speed of unit type k between cities
¢ and ¢’ should there be an earthquake of size g in city s. It is obvious from Eq. (13) that if the
probabilistic vulnerabilities of any pairs of cities (c,c’) get closer to 1, then Teerksg Will get close to
0, meaning that the route will be unusable.

We formulate the fastest route problem using the DP approach [35]. A policy 7 is the probabilities
assigned to a certain set of actions 2 € A (moves on the grid map in our case) for each state c € C.
In particular, 7tsg(alc) is the probability that the SAR entity will choose to make one of the eight
possible moves (T ' — \, | ,/ "\ given it is currently in city c. The value of an action 4 in city
¢ under policy 7t (or the city-action value), denoted by v”(alc), is determined by the sum of the

immediate reward from transitioning to city ¢/, denoted by r(c’lc), and the continuation value
v (c’)

vi(c,a) = Z p(c’lc,a) (rsg(c’lc) + v%(c’)) , VseS§,g€eg, (14)

C/
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where p(c'lc,a) is the probability of ending up in city ¢’ by taking move 4 in city ¢ (which
is obviously 1 for the city in the direction of the move and 0 for others in our case). We set
rsg(c’lc) = _ch’ksg depending on the equipment type k. Integrating (14) over all possible actions
(each with appropriate probabilities 7r(alc) yields the city value function

vi(c) = Z p(c’lc) <rsg(c’lc) + v%(c’)) , Vse§,g€eg, (15)

where p(c’lc) = 3,4 p(c’lc,a)msg(alc). The optimal policy is then the one that maximizes the
value of being in each city:

n:g = argmaxnvgg(c), VeelC,seS§,8€d. (16)
The search for 775, involves two steps, namely, policy evaluation and policy iteration (improve-
ment). Evaluation of an arbitrary policy is a recursive operation that runs until the value of v, (c)
stabilizes across all cities. At each step, the value of v”(¢)*¢ is calculated by evaluating all possible
actions for all cities through vgg(c, a). At policy iteration step, the policy is updated based on the
re-calculated values of v7; (c) and v, (c,a), Vc € C,a € A.

As an example, the calculated values of the city value function as well as the corresponding
optimal routes and travel times on a 4x4 grid for various endpoints, SAR unit types, scenarios and
earthquake sizes are shown in Figure 4.

Optimal route Travel time
VP 58,15 (c®, k, s, g) = (c6,k3,58,1.5) (c®™,k, s, g) = (6, k3,58, 1.5)
© -11.28%|17.43%(30.07%(32.97% - 3 I3 4 ' - 1.63 1.41 1.84 2.2
— - 2.49% |14.97%|39.56%|20.91% -4 I3 '4 ' - 0.95 0.69 1.05 1.68
~ - 9.95% | 4.56% |15.23%| 3.09% -4 - (0] « — - 0.67 0.0 0.68 1.36
m - 2.10% | 1.99% | 6.30% | 8.39% 4 2~ T N « - 0.95 0.67 0.95 1.62
VP <710 (c®, k,'5, ) = (c13,k0,57,1.0) (c®, k, s, 9) = (c13,k0,57,1.0)
o - 196% | 1.44% | 1.02% | 2.83% 4 = - N 1 - 3.42 2.42 1.42 1.0
- — - 0.48% | 3.58% |10.61%| 3.55% 4 - - e (6] - 3.03 2.03 1.01 0.0
2
g
> -14.82%| 2.74% |11.14%| 0.66% - - 2 2 T - 3.49 2.45 1.45 1.0
m - 3.56% | 4.15% (10.59%(11.17% -4 ~» 2 2 T - 3.89 2.92 2.46 2.02
! ! ' '
x-coord x-coord
VP, 513,2.0 (ce, k, s, g) = (c8, k2,513,2.0) (cend, k, s, g) = (8, k2,513,2.0)
o - 7.54% |12.18%(19.55% [41.90% -+ - i (0] « - 2.59 1.32 0.0 1.46
- = - 3.37% |15.63% 76.41% N 2 T N - 311 1.87 1.47 3.04
2
g
> - 9.70% | 8.82% |30.14%(15.77% -+ 2 T T LN - 3.69 3.16 2.98 3.56
m - 3.84% | 5.13% (15.31%(22.37% T T T T - 494 4.43 4.33 4.9
' ! ! ! ) ! ! ] ' ! ! !
0 1 2 3 0 1 2 3 0 1 2 3
x-coord x-coord x-coord

Figure 4. Percentage vulnerabilities (left), optimal routes (middle) and shortest travel times (right) on a 4x4 grid
for different end-points and values of k, s, g
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MINLP model variables, objectives and constraints

Decision and non-decision variables of the MINLP model and their explanations are provided in
Table 5-Table 6.

Table 5. Decision variables defined in the MINLP model

Zg €{0,1}  whether a facility f for SAR unit type k is established or not
Xp € ZT  amount of SAR unit type k to be allocated to facility f
Yicksg € Z+  amount of SAR unit type k to be dispatched from facility f to city ¢ in an earthquake of size g
in city s

Table 6. Non-decision variables defined in the MINLP model

Tksg average dispatch time of SAR unit type k in an earthquake of size g in city s
Tgg™ maximum average dispatch time across SAR unit types in an earthquake of size g in city
s
Expected maximum average dispatch time
Fulfill s € [0,1]  proportion of demand by city c for SAR unit type k fulfilled given an earthquake of size
g occurs in city s
Fulfilly € [0,1]  expected proportion of demand by city ¢ for SAR unit type k fulfilled
Fulfilly, € [0,1]  proportion of demand for SAR unit type k fulfilled given an earthquake of size g occurs
in city s
Fulfill, € [0,1]  expected proportion of demand for SAR unit type k fulfilled

TWIIZX

Our two main objectives in this model is to minimize (i) the expected upper bound for the
average dispatch time of SAR units taking into account all size-location scenarios, and (ii) the
expected mean absolute deviation across fulfillment rates of cities. This will also help us minimize
preventable humanitarian losses, as the survival rate is generally considered to be a decreasing
function of time. To this end, we define the average time it takes to dispatch SAR unit type k under
any scenario as the vulnerability-adjusted dispatch times between all facility-city pairs, chksg/
weighted by the percentage of flow:

fcksg
T T , Vkek,seS,¢geg. 17
ksg — Z fekss~= . Zf . chksg 8 (17)

So, on average, all demand for SAR unit type k will have arrived at earthquake sites in T,
hours, should there be any earthquake of size g in city s. Since we assume that SAR units are
interdependent (e.g., rescue teams on excavators, excavators on ambulances, ambulances on
rescue teams), our aim is the minimize, in each scenario, the maximum of the average times across
all cities for equipment type k, which is defined as

Tsfgﬂxzmax{TkSg:kelc}, VseS,g€eg. (18)

Expected maximum dispatch time is then the average of the maximum dispatch times Tgg™
weighted by the possibility of a given scenario:

Tmex — Z ve" EPsgiEp. (19)
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Accordingly, we can state our first objective as
min 6; = T"™", (20)

Our second objective will ensure the fair distribution of SAR assets by minimizing the mean
absolute deviation of fulfillment rate for each city from the average fulfillment rate under each
size-location scenario. The rate of fulfillment of demand from each city for SAR unit type k under
scenario (s, g) is given by

Zf chksg

, YeelC,kek,seS,¢oecg, 21
DM g 8 (21)

Ful fillyeg =

fulfillment of demand from each city for SAR unit type k is then the average of Fulfill s, values
weighted by the conditional probability of each scenario:

Fulfilly = Y Fulfilly EPsgpp, Ve € C,Vk € K. (22)
58

Similary, fulfillment of demand for SAR unit type k, both under each scenario and on average, can
be expressed as

Zf c chksg
Fulfill,, = =———, VkeK,seS,¢€g, 23
f w8 Zc DMcksg $ *
Fulfilly = Y FulfillisgEPsgpp, Yk € K. (24)
5,8

We then state mean absolute deviation for each size-location scenario and expected mean absolute
deviation as

Ful fill s — Ful fillyg

c

Ful fill,?;; = ) , VkeK,s€S8,9€6, (25)
and
Fulfillj® = 3 Ful filll EPypp, Wk € K, (26)
5.8
respectively. Our second objective is therefore
min 6, = Ful fill,?;svg. (27)

In Eq. (27), we were able to change k to kg (i.e., SAR unit type 0) because availability of SAR units,
and deployment to cities under each scenario, namely, Avg and Yjse, are proportional among
SAR unit types (recall the interdependence argument).

On the other hand, we deal with the bi-objectiveness of the MINLP model by applying the
weighted sum over the deviations of objectives given in Eq. (20) and Eq. (27) from their respective
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best possible values, scaled by the difference between their respective best and worst values 6 and
0:
min 0 =w (91_—Q1> +(1—w) (92_—&) : (28)
01 —0; 0> — 0>
Before implementing the objective (28), the model is first solved as single-objective for (20) to

obtain best and worst values for 61 and 0;, respectively, and then for (27) to obtain the best and
worst values for 6, and 61, again, respectively.

Having defined the decision variables and objective functions, we can now express the constraints
of the model to be satisfied while achieving the objective (28). First, we require all Tksg values to
be less than or equal to their supremum Tgo"":

Thsg < TS’Z.”X, Vke K,seS,g€eg. (29)
The total number of facilities for each SAR unit type should not exceed the allowed quantity:

> Zp<np, VkeK. (30)
f

Furthermore, decision-makers need to make sure that all available equipment is allocated to the
facilities and, if allocated, that the facility is established:

Y Xpo= Ay, VkeK, (31)
f

ka < Mka, Vf e Fkek, (32)

where M is a sufficiently large number. Amount of dispatch from facilities to earthquake sites
should not exceed the respective capacities of those facilities:

> Yiksg < ZpXp, VfeFkeK,seS8,g€g. (33)
c

If the sum of equipment k allocated to facilities is less than or equal to the total demand under
any scenario, then the total amount of dispatch to earthquake sites should be equal to the amount
available (otherwise, it should be equal to the demand), namely,

Z ka > Z DMcksg - nycksg = Z DMcksg/ Vk e K,s € S,g eg,
f c f/c c

and

Z ka < ZDMcksg = ZYkasg = Zka, Vk e K,s € S,g €gq.
feF ceC f.c f

In other words, amount of total deployment of SAR unit type k under each scenario should be the
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minimum among the available and demanded amount of SAR units of type k:

ZYkasg = min Zka/Z DMcksg ’ Vk € IC,S € S,g €g. (34)
f.c f c

We linearize Eq. (34) to improve runtime.”

Amount of SAR units dispatched to any city should not exceed its demand under any scenario:

D Yfksg < DMy, Ve€CkeK,s€S,g€0. (35)
f

Finally, the deployment of SAR units should preserve proportionality since they are interdepen-
dent:

D Yioksg = ) Yickysgr Ve €C k€ {K\kol,s € S,g€. (36)
f f

The allocation-dispatchment model described through Egs. (28)-(36) is obviously non-linear,
with the non-linearity arising from the two objectives, namely, due to the maximum function in
Eq. (18) and ratio of decision variables in Eq. (27). The non-linearity in Eq. (18) is eliminated
through constraint (29). Handling Eq. (27) requires transformation of model variables, which is
not straightforward. A further non-linearity is imposed by Eq. (34), which is also substituted
with linear constraints. The remaining non-linearity, coupled with large number of constraints
and arbitrarily generated initial problem settings, manifests itself high computation times (see
Section 5). The comprehensive model presented throughout this section will be applied to a
hypothetical example in Section 4 where we will also present some analysis of results and policy
insights.

4 A numerical example

The numerical example presented in this section aims to illustrate the seismic-risk-based resource
allocation and dispatch framework through a minimal example but is flexible enough to extend to
cover higher-dimensional scenarios. Figure 5 (panels i-vi) displays the main components of the

3 This is done by representing Eq. (34) by the following constraints and restrictions:

ZkaZZDMcksg+M(uksg_1)r VkEIC,sGS,gEQ,

f c
> DMesg + M(ttgsg —1) < Y Ygoksg < Y DMgsg + M(1— tysg), VkeK,s€S8,8€G,

c f/c c
Y Xp+e< Y DMysg+M(1—1,), VkeK,se€S,g€G,

f c
Zka +M(u,;sg—1) < Zchksg < Zka-l-M(l*uksg), Vke K,s e S,g €q,

f fe f

uksg—i—u,;sg:l, Vke K,seS5,8€6,

ks, Upsg € 10,1, VkeK,s€S,g€G.
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seismic hazard framework based on expectations.* There are 4 fault zones in the map (i-ii) and
these zones can trigger earthquakes with assigned probabilities (iii). Together with contingencies,
these probabilities constitute the overall hazard of earthquake (iv). Combined with percentage
vulnerabilities for different demand parameters derived from fragility curves given in Figure 3,
the level of exposure determines the risk of a disaster (vi).

(i) Cities (i) Fault zones (iii) Probability of being epicenter
o+ c0 c4 c8 cl2 0.41%
- ™ cl c5 c9 cl3
9]
o
e
N4 2 c6 c10 cl4 0.69% 0.76%
m-4 c3 c7 cll cl5
1 1 1 1 1 1
(iv) Hazard of earthquake (v) Stock of buildings (in 1000) (vi) Risk of disaster
© 42.07% | 2.15% | 1.98% | 1.50% | - 66 167 186 | - 135 254 368 491
- — 12.50% | 2.46% | 2.40% | 1.53% | - 226 119 116 61 - 120 246 711 125
S
o
e
>N H42.57% [ 20k 2.11% | 1.46% | - 61 199 278 - 315 221 901 117
m 42.20% | 2.22% | 1.89% | 1.41% 356 368 377 COEES - 384 269 822 1304
' ' ' ' "

0 1 2 3 0 1 2 3 0 1 2 3
x-coord x-coord x-coord

Figure 5. Main components of the seismic hazard framework

Figure 6, on the other hand, demonstrates a realized scenario, namely, s = s, and g = 2.0 (that is,
an earthquake of size 2.0 occurs in city 2). Now, since the hazard is realized, the hazard map turns
into a realized hazard map where the impact propagates based on distances. From the realized
risk map (iv), we can see how many collapses this scenario can cause in different cities based on
their vulnerabilities (i) and building stocks (iii).

The optimization model presented in Section 3 is implemented using Gurobi solver on a worksta-
tion with an Intel(R) Xeon(R) W-2245 CPU @ 3.90GHz processor with a 64.0GB installed RAM.
Figure 7 displays the optimal allocation of equipment type ko for nr = 7 (top left), as well
as conditional risk levels (top right), average dispatch times (bottom left) and fulfillment rates
(bottom right) for a single scenario (i.e., s = s, § = 1.0) where we also arbitrarily set w = 0.5.
Figure 8 illustrates the deployment plan for the sample scenario. The overall fulfillment rate
for ko under this allocation plan is calculated as 83.4%. Expected fulfillment rates across cities
for nk = 7 Vk are depicted in Figure 9 where we observe a small variation (thanks to our second
objective function 6,). For w = 0.5 and nlfT = 7 Vk, the optimal values of ; and 6, are calculated
as 0.8281 hours and 0.025%. We present results for some more scenarios in Table 7.

We extend these results through a number sensitivity analyses based on two key model parameters,
namely, the maximum number of facilities for SAR unit type k, n’}, and the objective weight factor,
w. Figure 10 displays the sensitivity of each objective function value with respect to these two
parameters whereas Table 7 presents these results in numerical format. As expected, optimal value

4 For reproducibility, we use seed 51 in Python’s NumPy library, which is chosen as it yielded a lower computation
time.



388 | Mathematical Modelling and Numerical Simulation with Applications, 2024, Vol. 4, No. 3, 370-394

(i) Realized hazard of earthquake

(ii) Realized percentage vulnerability

© 425.00% (21.23% | 14.08% | 8.22% -16.87%|12.18% | 7.34% | 6.88%
_— 50.00% | 37.52% | 21.23% | 11.17% 4 13.49% | 23.46% | 19.47% | 8.54%
)

o
e
>~ HOEEA 50.00% | 25.00% | 12.50% RPN 20.77% | 20.08% | 3.94%
m 450.00% | 37.52% | 21.23% | 11.17% +23.40% |13.67% | 15.31% | 10.00%
1 1 1 1 1 1 1 1
(iii) Stock of buildings (in 1000) (iv) Realized risk of disaster

o4 66 167 186 4 11133 | 20344 | 23037 | 12806
5™ 226 119 116 61 4 30477 | 27924 | 22584 | 5207
5
o
e
w4 61 199 278 4 52983 | 41332 | 55820 | 11831

m 356 368 377 408 Pl 50300 40784

1 1 1
0 1 2 3 0 1 2 3
x-coord x-coord

Figure 6. Main components of the seismic hazard framework (a realized scenario with s = s, and g = 2.0)
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Figure 7. Optimal allocation of SAR unit type k¢ for np = 7 (top left), as well as realized risk (top right), average
dispatch times (bottom left) and fulfillment rates (bottom right) for s = s¢, ¢ = 1.0

of the expected maximum deployment time decreases with the number of allowed facilities (left).
The impact of the latter on mean absolute deviation of fulfillment rates is somewhat reverse (mid).
Increasing the number of facilities somehow worsens the optimal value of 0;, leading to a higher
deviation across fulfillment rates. As far as the main objective function 6 is concerned (right), we
can observe that the total percentage deviation from the two goals peaks at (w, ng) = (0.75,6)
with 6.98%. The sensitivity analyses can assist decision-makers in choosing the optimal number
of facilities and devising an allocation-dispatchment plan. For example, if the primary focus is
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Figure 8. Optimal dispatching of SAR unit type ko for np = 7 and a single scenario (s = s¢,g = 1.0)
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Figure 9. Expected fulfillment rate for SAR unit type kg and np =7

on the speed of dispatchment, then the choice of (w,nr) = (1,7) yields an expected maximum
deployment time of as low as 0.3514 hours, although with an expected mean deviation of 10.94%.
Or, if the policymakers are of the view that the deployment speed is three times as important as
having an equitable deployment, namely, (w, nr) = (0.75,7), then a 0.67% expected deviation can
be achieved with an increase in expected maximum dispatch time to 0.6859 hours (again, Table 7).

5 Results and discussion

In real earthquake situations, survival rate is largely determined by the speed of intervention,
whereas poor planning can result in the clustering of available resources in a subset of affected
locations, resulting in an inequitable situation for victims. Recent big earthquakes, such as the
two that struck 11 cities in southern Turkey in 2023, has shown that it is not the abundance of
resources that matters for the well-functioning of disaster response but how these resources are
pre-positioned and deployed.

Results from hypothetical examples (including the one presented in Section 4) indicate that the
seismic-risk-based bi-objective MINLP model is feasible under various risk scenarios and can be
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02 (%)

0 (%)

Figure 10. Sensitivity of objective values 6, 61, 0, with respect to nr and w

Table 7. Optimal values for various w and nr

nr
w 3 4 5 6 7
01 | 8,0135 | 6,7374 | 75972 | 7,0617 | 8,0135
0 6, | 0,00% | 0,00% | 0,00% | 0,00% | 0,00%
0 | -001% | -0,01% | 0,00% | -0,01% | -0,23%
0, | 1,7402 | 1,4128 | 1,1352 | 0,9547 | 0,8411
025 | 6, | 0,00% | 0,00%6 | 0,00% | 0,00% | 0,00%
0 | 1,75% | 1,88% | 1,75% | 2,63% | 2,25%
0, | 1,7333 | 1,4084 | 1,1327 | 0,9363 | 0,8281
05 |6, | 001% | 001% | 0,01% | 0,04% | 0,03%
0 | 351% | 3,78% | 350% | 523% | 4,70%
0 | 1,6320 | 1,3171 | 1,0627 | 0,7811 | 0,6859
075 | 6, | 043% | 0,32% | 0,27% | 0,80% | 0,67%
0 | 491% | 5,33% | 500% | 6,98% | 6,40%
0, | 1,2527 | 0,8765 | 0,6148 | 0,4470 | 0,3514
1 0y | 12,79% | 12,24% | 11,80% | 11,30% | 10,94%
0 | -0,19% | -0,05% | -0,02% | -0,01% | -0,04%

applied to make allocation-deployment decisions when the size and location of earthquakes are
uncertain. With equal weights for two objectives, the model achieves a total of 3.5% deviation
from single-objective solutions (more precisely, the difference between negative and positive ideal
solutions) with an expected maximum dispatch time of 1.1327 hours and expected mean absolute
deviation of 0.01%. Sensitivity analysis results, on the other hand, verify that the model behaves
in accordance with our expectations as far as the changes in the number of allowed facilities and
weights of individual objectives are concerned.

Yet, the ability of the model to adapt to different problem sizes is hindered by rapidly growing
computational complexity and runtimes, which is illustrated in Table 8.

Table 8. DP and MINLP model runtimes for different problem sizes (random seed: 51)

Grid DP runtime DP runtime Number of MINLP model
size  (sec, per scenario)  (sec, total) constraints runtime (sec)
3x3 0.13 4.7 9,417 6.4

4x4 0.90 57.6 27,029 350

5x5 4.09 409 62,921 5,469
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6 Conclusion

This paper sought to develop an integrated and versatile framework for SAR unit pre-allocation
and deployment, incorporating a seismic risk component similar to the one discussed in [10] into
a MINLP model to minimize the dispatch time of SAR units and deviation between response rates.
The features of the model introduced in this paper are by no means exhaustive. In particular, the
seismic risk framework presented here offers a simple yet flexible approach that can be adapted to
various problem sizes and hazard maps, as well as vulnerability and exposure profiles. The bi-
objective MINLP model then linked the seismic hazard framework with the resource allocation and
dispatchment problem where the vulnerability-(or conditional-risk-)adjusted shortest routes were
recovered from the computationally efficient DP algorithm. The bi-objectiveness of the problem
under study is handled through derivation of a pareto optimality surface for the weighted sum of
percentage deviations from the individual objectives.

The model’s efficiency, however, is mainly limited by the runtime that is exponentially increasing
with the problem size. Moreover, lack of a real case study might be concealing the potential hassles
in representing real maps as simple grids (e.g., a single node might include multiple cities or vice
versa). Besides, various assumptions made in the study (e.g., contingency structure assumed
in Eq. (2), uniform distribution of property stock, even probability for any part of a fault line
being activated, etc.) might render the model difficult to apply in real life. Thus, as an outlook,
acquiring real seismic hazard and exposure data for model validation purposes, working with
fragility curves calibrated to observed vulnerabilities, a critical review of the assumptions made
through expert solicitations, integrating meta-heuristics for improving computational efficiency
for larger problem sizes can further enhance the applicability of the model to real-life situations.
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