
Sakarya University Journal of Science (SAUJS) 

e-issn: 2147-835X 

Volume: 29

Issue: 2 

April 2025 



VOLUME: 29 ISSUE: 2 APRIL 2025
E-ISSN 2147-835X https://dergipark.org.tr/tr/pub/saufenbilder

SAKARYA UNIVERSITY

JOURNAL OF SCIENCE



The Owner on Behalf of Sakarya University

Prof. Dr. Hamza Al
Sakarya University, Sakarya-Türkiye

Editor in Chief
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In this study, the influence of relative humidity on amorphous Fe2O3 thin film’ 
sensing properties towards aromatic and chlorinated hydrocarbon vapor and their 
adsorption kinetics were examined systematically. The sensing results showed that 
the relative humidity level has a significant effect not only on the aromatic and 
hydrocarbon sensing performance of Fe2O3 films but also on the baseline currents 
of the sensors. It was found that sensitivity increased approximately twofold when 
the relative humidity was raised from 20% to 40% in the presence of 14% toluene 
vapor. A comprehensive evaluation of the sensing performance indicated that the 
Fe2O3 film offers promising potential as a sensing element for the detection of 
toluene (C7H8) vapor, even at relatively high humidity levels at room temperature. 
The adsorption kinetics of toluene and carbon tetrachloride (CCl4) vapors on Fe2O3 
were modeled using the Pseudo-first-order equation, as well as the Elovich and 
Ritchie models, and the key parameters of each model were determined and 
analyzed. Results from regression analysis indicated that the sensing performance 
and adsorption kinetics are dependent on the molecular structure of the analyte 
molecules. The Elovich model was found to be to describe the adsorption kinetics of 
the CCl4 on Fe2O3. On the other hand, first-order equation most accurately 
described the adsorption kinetics of C7H8 vapors on the Fe2O3 thin film, The 
Elovich and Ritchie’s kinetics models were not satisfactory. 

 
1. Introduction 
 
Because of the increasing industrial activity, air 
quality pollution in the workplace and indoors 
caused by volatile organic vapors (VOCs) has 
become one of the most important threats to 
human health [1]. Studies show that VOC vapors 
have carcinogenic effects in both the short and 
long term and that there is even a direct 
relationship between VOC emissions and some 
types of cancer [2, 3]. Although VOC sensors are 
widely used in many different areas such as 
controlling and regulating industrial emissions 
[4] and monitoring indoor air quality [5], their 
use in the field of healthcare as biomarkers for 
early diagnosis and in food security are quite 
limited [6-8]. It is known that, the VOCs existing 
in the atmosphere, especially C7H8 and CCl4, 

harm human health and also in terms of 
environmental pollution [9, 10].  
 
As is known, C7H8 is an aromatic compound 
widely used in the furniture industry, paints, inks, 
and automobile fuels [11, 12]. It is also well 
known that long-term exposure to C7H8 vapor 
causes many diseases such as asthma and 
nasopharyngeal cancer due to its negative effects 
on the heart, kidneys, respiratory system, and 
nervous system, and it is listed as the third among 
cancer-causing VOCs by the World Health 
Organization [13, 14].  
On the other hand, carbon tetrachloride is one of 
the chlorinated hydrocarbons found in the 
atmosphere as volatile organic vapor with a 
special odor and is used in many areas in the 
chemical industry such as organic solvents [15], 
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degreasing agent, cleanout and dry-clean reagent 
in the chemical industry. Research has shown 
that exposure to carbon tetrachloride, one of the 
primary toxic pollutants, has significant negative 
effects on the liver, kidney, and central nervous 
system even at low concentration levels. [10, 16].  
 
Due to the increasing use of C7H8 and CCl4 in 
industry and their negative effect on the human 
body, intensive work is being done on the 
development of sensors for detecting low 
concentrations of these toxic gases. For this 
purpose, in addition to analytical methods such 
as gas chromatography and mass spectrometry 
[17], sensors with very different operating 
principles such as electrochemical, 
photoionization, capacitive, and surface acoustic 
waves have been developed [18-20]. Despite 
numerous efforts to enhance the VOC vapor 
sensing performance of single semiconductors, 
their sensing capabilities remain constrained by 
several limitations, including high operating 
temperatures, low sensitivity, poor selectivity, 
and stability issues [21].  
 
Recently, ferric oxide functional films have 
found applications in diverse areas such as 
semiconductor materials, magnetic materials, 
sensitive materials, and catalysts, among others 
[22]. Researchers have reported the electrical 
responses of α-Fe2O3 nanostructures to various 
oxidizing/reducing gases and humidity [23, 24]. 
It has been demonstrated that factors like grain 
size, porosity, and operating temperature play a 
significant role in influencing the sensitivity of 
α-Fe2O3 to different gases and humidity levels 
[25]. Theoretically, the gas sensing mechanism 
of this type of sensor is based on a conspicuous 
conductivity change of oxide semiconductor, 
deriving from the adsorption of oxygen and the 
chemical reaction between oxygen species and 
target gas molecules.  Consequently, the 
composition and structure of sensitive materials 
play crucial roles in their sensing performances. 
[26-28]. Stable alpha-iron oxide (α-Fe2O3), an n-
type semiconductor with good sensitivity, 
environmentally friendliness, high corrosion 
resistance, and easy fabrication properties, has 
been extensively applied in many fields 
including gas sensors [29, 30].  

 

However, interference from other components in 
the sensing environment often poses challenges 
for chemical sensors. Additionally, relative 
humidity (RH) in the operating environment is 
commonly overlooked in the design of high-
performance and reliable sensing devices. While 
studies have shown that sensor efficiency in 
selective VOC vapor detection is promising, 
understanding the mechanisms governing the 
interaction between the sensitive layer and VOC 
vapor molecules has become increasingly 
necessary. In this context, adsorption kinetics, a 
fundamental aspect for analyzing the adsorption 
process, serves as an essential indicator for 
evaluating adsorption efficiency.  

 
Numerous kinetic models have been developed 
to explain the adsorption process on solid 
surfaces in solid-gas interactions. These models 
can describe adsorption kinetics with two, three, 
or even more parameters. In this study, the 
influence of relative humidity on the sensing 
properties of Fe2O3-based sensors for detecting 
C7H8 and CCl4 vapors was investigated. The 
obtained adsorption data were analyzed and 
discussed using four different kinetic models: 
Elovich equation, Ritchie equation, first-order 
equation, and second-order equation. 
 
2. Experimental 
 
The sensing film of Fe2O3 was deposited on 
interdigitated microelectrode (IDE) arrays by the 
dip coating method. The starting solutions for the 
deposition of Fe2O3 thin films were prepared by 
dissolving 0.27 gr FeCl3·6H2O in 20 ml de-
ionized water (pH =1.50) by magnetic string at 
room temperature to obtain a clear solution. In a 
separated wesel, an aqueous solution containing 
0.04 gr NaOH with a pH value of 10.8 was 
prepared. Then, the cleaned IDE arrays were 
immersed successively in FeCl3·6H2O and 
NaOH solutions and DI-water for 20 s. The 
process was repeated 70 times with the same 
solutions.  
 
Here, the cycle number refers to the immersion 
of the transducer surface in FeCl3·6H2O 
containing solution. The obtained films were 
annealed in atmospheric conditions at 300o C for 
2 hours to remove any hydroxide phase and post-
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annealed at 500 oC for 3 hours to get a pure phase 
of α-Fe2O3 [31].  
 
In order to comparatively test the sensing 
performances of the amorphous phase of the 
Fe2O3 film for C7H8 and CCl4 vapors; the 
concentration of C7H8 varied between 2% and 
14% and the concentration of CCl4 varied 
between 1% and 4% and the sensor currents were 
measured using Keithley model 617 
electrometer. After the coating of Fe2O3 on the 
surface of the transducer, the sensors were placed 
in a homemade sensing cell and exposed to 
carrier gas (99.9 % pure N2 was used as carrier 
gas) flow until a stable baseline current was 
reached.  
 
Afterward, the Fe2O3-based sensor surface was 
exposed to seven well-defined different 
concentrations of C7H8 and CCl4 vapors for 10 
min and the variations in sensor current were 
recorded. In order to test whether the changes in 
the sensor current were reversible, the sensor 
surface was exposed to only the carrier gas at the 
same flow rate for another 10 min. The real-time 
sensing test cycle for C7H8 and CCl4 involves 
exposing the sensor surface to a gas flow with 
seven distinct concentrations of target molecules, 
followed by purging with a carrier gas.  
 
Details of the VOC vapor sensing experiment 
were provided by Gümrükçü et al. [32]. Desired 
concentrations of C7H8 and CCl4 vapor was 
obtained by bubbling the carrier gas through 
liquid C7H8 and CCl4. For relative humidity 
dependent investigations, the carrier gas was 
divided into two parts using computer driven 
mass flow controllers (Alicat Scientific, Inc.). 
One of them was passed through deionized water 
and the other one liquid phase of the target 
molecules. To examine the effect of relative 
humidity on sensing performance and adsorption 
kinetics, level of the relative humidity inside the 
test chamber was varied between 0% and 40% 
throughout the C7H8 and CCl4 sensing 
experiments and controlled with a commercially 
available humidity meter. 
 
 
 
 
 

3. Result and Discussion 
 
3.1. Structural analysis 
 
Structural analysis of the Fe2O3 films used as the 
sensing element in the sensors produced was 
carried out by using the X-ray diffraction (XRD) 
method and observed spectra for the films 
obtained after 30, 50, and 70 cycles are shown in 
Fig. 1. The fact that no dominant peak was 
observed in the XRD spectrum (Fig. 1) clearly 
shows that the produced Fe2O3 films have an 
amorphous nature. 
 

 
Figure 1. The effect of the number of the cycle on 

the XRD spectra of the Fe2O3 thin film 
 
Additionally, as can be seen in Fig. 1, it was 
observed that by increasing the number of cycles 
from 30 to 70, the intensity of the broad peak in 
the XRD spectra increased. On the other hand, it 
was also observed that the width of the obtained 
XRD spectra decrease without any shift in its 
position. This behavior observed in the XRD 
spectra of the film was interpreted as an increase 
in the crystallization and grain sizes of the film 
with increasing cycle of numbers. 
 
3.2. Sensing experiments 
 
C7H8 and CCl4 sensing performance of the Fe2O3 
films were performed for seven different 
concentrations of target molecules at room 
temperature (297 K) and different relative 
humidity (RH) varying from 0% to 40%. These 
relative humidity values were obtained by 
passing the dry nitrogen gas used as a carrier 
through DI-water at different flow rates. The 
relative humidities produced in this way were 
measured and calibrated by using a hygrometer. 
In studies, to determine the effect of relative 
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humidity on the sensors' C7H8 and CCl4 sensing 
properties and adsorption kinetics, relative 
humidity levels were kept low to avoid 
condensation. Fig. 2 shows the effect of relative 
humidity on the sensors' current for 
concentrations ranging from 2% to 14% of C7H8 
and 1% to 4% of the CCl4. The rationale behind 
choosing different C7H8 and CCl4 concentrations 
is based on the results obtained from preliminary 
studies [32]. 
 

 
Figure 2. Relative humidity effect on C7H8 and CCl4 

response-recovery characteristics of the sensor  
 

Fig. 2 clearly shows the effect of relative 
humidity level on both the baseline current of the 
sensors and the response-recovery characteristics 
towards C7H8 and CCl4 vapors. It has been seen 
in Fig. 2 that the increase observed in the sensor 
baseline current with increasing relative 
humidity is compatible with similar studies in the 
literature. Studies on this subject showed that the 
resistance change in spinel-type metal oxides 
with RH level mainly is due to the adsorption of 
moisture molecules on the surface and capillary 
condensation [33]. Moisture adsorbed on the film 
surface used as the sensing unit may cause 
structural changes by forming hydrogen bonds 
with the sensing unit.  
 
Additionally, it may cause swelling by diffusing 
within the sensing layer. The observed increase 
in baseline current with relative humidity can be 
attributed to the formation of a more ordered 
structure as a result of all these effects. A more 
ordered structure means higher charge mobility 
and higher electrical conductivity. The response-
recovery characteristics presented in Fig. 2 show 
that when the sensor surface is exposed to 

different concentrations of C7H8 and CCl4 
vapors, it causes an initial rapid increase in the 
sensor current, and the rate of increase in sensor 
current slows down over time and tends to reach 
a steady state value.  
 
As can be clearly seen from Fig. 2 when the 
sensor surface is exposed to the carrier gas, the 
sensor current starts to decrease again and 
reaches its initial value. This observation shows 
that the sensor response is reversible, thus the 
adsorption of the target molecules on the Fe2O3 
film surface is physical adsorption. Although a 
satisfactory explanation of the interaction 
between metal-oxides and gas molecules has not 
been given so far, a reasonable explanation of the 
interaction between the Fe2O3 film surface and 
VOC vapor molecules, which causes an increase 
in the electrical conductivity of the films, can be 
given as follows. 
 
 Literature studies show that the electrical 
conductivity of metal-oxide thin films under 
atmospheric conditions is determined by 
reactions including charge exchange between 
oxygens in the atmosphere and the oxide [34]. 
Under atmospheric conditions, oxygen 
molecules in the environment are ionized as O− 
or O2

− by capturing the free electrons on the 
Fe2O3 film surface, and a depletion region is 
formed. This means that the charge carrier 
concentration and their mobility decrease, and as 
a result the sensor current also decreases. On the 
contrary, in the C7H8 and CCl4 atmosphere, the 
reaction between C7H8 and CCl4 molecules and 
oxygen species will release electrons. This 
process reduces the surface barrier and 
consequently, the electrical conductivity of the 
film increases.  
 
The sensitivity, response, and recovery time of 
the gas sensor towards target odors are very 
important factors that relate directly to the rate of 
gas detection. The effect of the RH on the C7H8 
and CCl4 vapor sensing performance of the film 
of the Fe2O3 was compared in terms of 
sensitivity, response, and recovery time. Fig. 3 
shows the variation of the C7H8 and CCl4 
sensitivity (S) of the sensor as a function of 
analytes (toluene and carbon tetrachloride) vapor 
concentrations for various humidity levels. It is 
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worth noting here that sensor sensitivity, as 
usual, is defined as; 
 
𝑆𝑆 = ∆𝐼𝐼

𝐼𝐼0
     (1) 

 
In Equation (1), ∆𝐼𝐼 and 𝐼𝐼0 show the changes in 
the sensor current when the sensor surface is 
exposed to analyte molecules and the baseline 
current, respectively. As can be seen in Fig.  3, a 
linear relationship was observed between both 
C7H8 and CCl4 vapor concentrations and changes 
in the sensor current. Additionally, it is clearly 
seen that the sensor sensitivity increases as the 
RH level increases. For example, it has been 
observed that by increasing the relative humidity 
from 20% to 40%, the sensitivity of the sensor to 
C7H8 vapor at 14% concentration increases 
approximately two times.  
 
A plausible explanation for the humidity 
dependence of the sensor sensitivity is as 
follows. Adsorbed water molecules on 
semiconductor oxides can alter the states and 
reactivity of adsorbed oxygen, which in turn 
affects the sensor’s response to VOC vapor. 

 
Figure 3. The variations of the sensor sensitivities as 

a function of target molecule concentrations 
 
The response time is associated with the speed of 
change in the output on a stepwise change of 
the measurand.  Fast response to a change of gas 
concentration is one of the key properties for 
assessing the suitability of sensors for VOC 
vapors safety. Response and recovery time are 
commonly used terms to define the speed of 
response of gas sensors. Response time is defined 
as the time it takes for the sensor to change its 
output signal from the initial state in the air to a 

certain percentage of the final value. The most 
common definition uses 90% of the final 
response.   
 
Therefore, one of the most important parameters 
in gas sensors is the response time. In order to 
determine the influence of relative humidity on 
the response times of the sensors for C7H8 and 
CCl4 vapors, a parameter denoted by τ90 has been 
defined. Here, as is customary in the literature, 
τ90 refers to the time required for the response (in 
our case sensor current) of the sensor to reach 
90% of its maximum value when the sensor 
surface is exposed to the target molecules. 
Another important parameter for a gas sensor is 
the recovery time which is usually denoted as τ10. 
The recovery time is defined as the time required 
for the sensor response to decrease to 10% of its 
initial value. Fig. 4 depicts the variations of the 
estimated response time for C7H8 and CCl4. 
 

 
 

Figure 4. The variations of the estimated response 
time for C7H8 and CCl4 

 
On close analysis of response time plots Fig. 4 
for these films, it becomes clear that the response 
time is decreasing function for low 
concentrations of C7H8 and CCl4 vapors. This 
behaviour can be atributted to the ratio of the 
number of the gas molecules and the active 
adsorption sites. It is also clear from Fig. 4 that 
the response time of the sensor remains 
unchanged for higher concentrations of the 
analyte molecules. 
 
In order to make clear the effect of the RH on the 
C7H8 and CCl4 sensing performance of the Fe2O3 
film, recovery times were also evaluated from the 
measured response and recovery characteristic of 

https://www.sciencedirect.com/topics/engineering/measurand
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the sensor. The recovery time (τ10) is defined as 
the time require the sensor current return to 10% 
below its base line value after exposure carrier 
gas and its concentration dependence is shown in 
Fig. 5. As can be seen from the Fig. 5 that, in 
general, the recovery time is a decresing function 
of C7H8 and CCl4 vapor concentrations. It should 
also be mentioned here that the recovery time is 
strongly dependent on the RH level. The lowest 
value of the recovery time was observed for 4% 
of the CCl4 at 30% RH level.  On the other hand, 
the sensor showed the quickest recovery for 14% 
ppm C7H8 at 20% RH. An overall evaluation of 
the response and recovery times, it was observed 
that these parameters are dependent on the RH 
level and the gas concentration. 
 

 
Figure 5. The effect of the relative humidity on the 
recovery times on Fe2O3-based sensors for C7H8 and 

CCl4 
 
4. Adsorption Kinetics 
 
The best way to examine the interaction between 
adsorbent and adsorbate during the adsorption 
process is to examine adsorption kinetics. For 
this purpose, many models such as the first and 
second-order rate equation, Ritchie’s and 
Elovich’s equations have been developed to 
elucidate the gas adsorption mechanism on the 
solid surface. However, the number of studies in 
the literature comparatively examining the effect 
of relative humidity on C7H8 and CCl4 adsorption 
kinetics onto the solid surface using these models 
is quite limited. 
 
In this study, the adsorption data obtained during 
the interaction of amorphous Fe2O3 films with 
C7H8 and CCl4 vapors at different relative 
humidity rates were analyzed using the Ritchie 
equation, Elovich model and pseudo-first-order 

equation, and the obtained results were 
discussed. 
 
4.1. Ritchie equation 
 
To explain the kinetics of solid-gas interactions, 
a model was developed by Ritchie in 1977 [35] 
based on the assumption that the adsorption rate 
at any time t depends solely on the fraction of 
unoccupied sites on the solid surface. Under 
these assumptions, the linear form of the 
Ritchie’s equation can be expressed as, 
 

eet q
1

tq
1 

q
1

+
α

=     (2) 

 
where qt and qe are the amount of gas adsorbed at 
time t and after an infinite time, respectively. If 
the adsorption of C7H8 and CCl4 on the Fe2O3 
surface occurs by the Ritchie model, according to 
equation (2), the plots of 1/qt versus 1/t should 
give a straight line. Fig. 6 shows (1/qt) vs.1/t plot 
for various C7H8 vapors in 20% RH at room 
temperature. As can be seen from the Fig. 6, 
(1/qt) vs.1/t plots for all concentrations of C7H8 
exhibit a non-linear behaviour. The same type of 
behavior was observed for other RH levels 
investigated. 
 

 
Figure 6. The plots of C7H8 adsorption kinetics for 
various C7H8 concentrations at 20% RH conditions 

 
Whether the Ritchie equation was a suitable 
model to represent the adsorption kinetics of 
C7H8 vapor at different concentrations on the 
Fe2O3 surface, regression analysis was 
performed. The obtained regression analysis 
results showed that the correlation coefficient is 
in the range of 0.574 – 0.740. Additionally, the 
analysis of CCl4 adsorption kinetics onto Fe2O3 
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surface according to the Ritchie’s model, 
indicated that the correlation coefficient varies 
between 0.428 and 0.682 for all concentration 
and relative humidity examined. An overall 
evaluation of the regression analysis reveals that 
the Ritchie equation is not a suitable model to 
represent the adsorption kinetics of neither C7H8 
nor CCl4 vapor on the amorphous Fe2O3 surface. 
 
4.2. Elovich model 
 
Elovich’s equation is another rate equation based 
on the adsorption capacity. Elovich equation was 
first developed to describe the kinetics of the 
chemisorption of gases on solids [36, 37]. 
According to the Elovich model, it is assumed 
that the rate of adsorption decreases with time 
because of the increase in surface coverage on the 
solid surface, and under this assumption, the 
integrated form of the Elovich equation is given 
by Eq. (3),    
 

( ) )tln(1ln1  







β

+αβ







β

=θ       (3) 

 
In this equation, θ represents the adsorption 
capacity at any time t. On the other hand, since 
dθ/dt approaches α when θ approaches zero, the 
constant α in the Elovich equation is regarded as 
the initial adsorption rate. If it is assumed that the 
changes in the electrical conductivity of the 
sensing uni939t when the sensor surface is 
exposed to the target molecules are proportional 
to the surface coverage, according to Eq. (3) the 
plots of θ against ln (t) should be a straight line. 
A set of θ  vs. ln (t) plots the adsorption of C7H8 
and CCl4 vapors on the Fe2O3 film surface are 
shown in Fig. 7 (a) and (b), respectively. The 
validity of the Elovich kinetic model is tested by 
the magnitude of the regression coefficient R2. 
 
As can be clearly seen from Fig. 7 (a), the plots 
of θ vs. ln (t) for C7H8 adsorption deviates greatly 
from linearity for all concentrations of C7H8 
investigated. The results obtained suggest that 
this model is not a suitable model to represent 
C7H8 adsorption on the Fe2O3 surface. On the 
other hand, a comparison of the correlation 
coefficients R2 (R2 is in the range of 0.994–0.998 
for the carbon tetrachloride adsorption) shows 
that the Elovich model fits better the 

experimental data for the adsorption of carbon 
tetrachloride vapors onto Fe2O3 thin film. 
 

 

 
Figure 7. The plots of C7H8 (a) and CCl4 (b) 

adsorption kinetics according to the Elovich model 
in a 20% RH environment 

 
4.3. The Lagergren’s first-order rate equation 
 
The pseudo-first-order equation, also known as 
Lagergren's first-order rate equation, is one of the 
first models developed to understand the 
adsorption capacity of the adsorbent and the 
kinetics of the interaction between the adsorbent 
and adsorbate during the adsorption process. In 
this model, it is assumed that the adsorption rate 
on the sensor unit surface is directly proportional 
to the number of sites unoccupied by target 
molecules. It is expressed mathematically as 
follows [37]. 
 

( )teads
t qqk

dt
dq

−=        (4) 

 
where qt and qe represent the adsorbed target 
molecules at any time during adsorption 
processes and at equilibrium, respectively. kads is 
the first-order adsorption rate constant. Under 
this assumption, the linearized form of the Eq. (4) 
can be expressed as,    
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t
2.303
k

 q log )q - q( log ads
ete −=    (5) 

 
If the plot of Log (qe-qt) versus t was found to be 
linear with a good correlation coefficient, 
indicating that Lagergren’s equation is 
appropriate to VOC adsorption on Fe2O3 film. To 
quantify the applicability of the first-order 
model, the correlation coefficient was calculated 
from the response-recovery characteristics of the 
sensor. A set of Log (qe-qt)- t plots for room 
temperature adsorption of C7H8 and CCl4 with 
various concentrations on Fe2O3 surface are 
shown in Figs. 8 and 9 for 20% RH, respectively.  
 
Fig. 8 reveals that the plots of Log (qe-qt) versus 
t are linear for C7H8 adsorption, indicating that 
the interaction obeys the first order equation. 
However, for the adsorption of carbon 
tetrachloride vapor, the experimental data 
deviated considerably from the theoretical model 
(see Fig. 9). Therefore, the adsorption of C7H8 on 
Fe2O3 was more favorable by the pseudo-first-
order kinetic model. 
 

 
Figure 8. The dependency of the adsorption kinetics 
on the C7H8 concentration concerning Lagergren’s 

first-order rate model at 20% RH 
 
5. Conclusion 
 
Fe2O3 films were grown on IDE structures by dip 
coating method. The sensing properties of these 
films for two different groups of volatile organic 
vapors, one aromatic (toluene) and the other 
chlorinated hydrocarbon (carbon tetrachloride) 
in different relative humidity environments were 
investigated as a function of relative humidity by 
measuring the changes in their electrical 
conductivity. The influence of relative humidity 

 
Figure 9. The dependency of the adsorption kinetics 

on the CCl4 concentration with respect to 
Lagergren’s first-order rate model at 20% RH 

 
on the baseline conductivity and adsorption 
kinetics of C7H8 and CCl4 vapor on Fe2O3 thin 
film has also been examined. Studies have shown 
that the gas sensing mechanism in Fe2O3 thin 
film is influenced by surface reactions, with 
humidity interference enhancing sensor 
sensitivity. 
 
Observations confirmed that VOC vapor 
detection is feasible using the Fe2O3 film, even at 
room temperature. Experimental data were 
analyzed using the Pseudo-first-order, Ritchie’s 
equation, and Elovich models. A comparison of 
regression coefficients (R²) indicated that the 
Elovich model and first-order model best 
describe the adsorption of CCl4 and C7H8 vapor, 
respectively. With this strategy, we hope that Fe-
based materials such as Fe2O3, the most abundant 
and cheapest material in the earth's crust, will 
become the key material for next-generation gas 
sensing technologies. It was found that the 
physical properties of the analyte molecules are 
important parameters in VOC adsorption kinetics 
onto Fe2O3. Overall findings indicate that ferric 
oxides a promising material for IDE based VOC 
sensor applications at room temperature. 
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In this study, the cyclic natural convection problem in a square enclosure is modeled 
using the Lattice Boltzmann Method (LBM) under laminar flow conditions. Four 
different combinations of boundary conditions are employed to create cases. These 
cases are denoted as HHHC (Horizontal Hot Horizontal Cold), HHVC (Horizontal 
Hot Vertical Cold), VHHC (Vertical Hot Horizontal Cold), and VHVC (Vertical Hot 
Vertical Cold). Four Rayleigh numbers have been utilized to represent laminar flow 
conditions, namely 𝑅𝑅𝑅𝑅=104, 105, 106, and 107. For validation purposes, the well-
validated finite volume method-based commercial code Ansys-Fluent is employed. 
In the VHVC model and at the highest Rayleigh number, the results obtained with 
LBM were compared to and validated against the results obtained with the finite 
volume method. Nusselt numbers are compared for the four cases based on Rayleigh 
numbers, and the case with highest heat transfer identified. Cases of HHHC and 
VHVC have produced the lowest and highest Nusselt number, respectively. 

 
1. Introduction 
 
Numerical modeling of natural convection heat 
transfer for an enclosure has garnered significant 
attention. This modeling finds applications in 
various engineering fields such as building 
insulation, fire prevention systems, solar 
collectors, food preservation systems, compact 
heat exchangers, and cooling systems employed 
in electricity or nuclear power generation plants, 
among others [1, 2]. Our problem consists of 
three main subjects. Firstly, natural convection in 
a square enclosure; secondly, the Lattice 
Boltzmann Method; and finally, natural 
convection in a square enclosure with Lattice 
Boltzmann modeling; therefore, the literature 
review is divided into three parts. 
 
Lage and Bejan [3] explored the numerical and 
theoretical aspects of natural convection 
resonance within an enclosure subjected to 

periodic heating from the side. One side was cold 
(constant temperature), the other side was heated 
with pulsating heat flux in a two-dimensional 
square enclosure. In the numerical computations, 
Prandtl number varied between 0.01 and 0.7, the 
heat flux Rayleigh number range was 103-109, 
and nondimensional frequency range of 0-0.3 
was applied. Theoretical considerations revealed 
that the numerically determined critical 
frequencies could be predicted by aligning the 
period of the pulsating heat input with the 
rotation period of the enclosed fluid. Mahdavi et 
al. conducted both experimental and numerical 
studies to investigate the thermal and 
hydrodynamic characteristics of laminar natural 
convective flow within a rectangular cavity filled 
with water and air [4].  
 
The enclosure has a unique aspect ratio. Two 
vertical walls were applied to constant 
temperature boundary conditions with one wall 
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being hot, the other cold. All other walls were 
properly insulated. The finite volume-based 
commercial code Ansys-Fluent was used for 
numerical investigations. The numerical results 
were in good agreement with measured data. The 
distortion of air is much higher than water. 
Ugurbilek et al. conducted a numerical 
investigation of three-dimensional natural 
convection in an air-filled cubical enclosure with 
gradually changing partitions [5]. The steady-
state governing equations were resolved using 
the Boussinesq approximation and the finite 
volume method. Two scenarios were examined: 
one with partitions positioned perpendicularly 
(Case-1) and another with partitions positioned 
parallel (Case-2).  
 
The opposing lateral walls of the enclosure were 
subjected to heating and cooling, while the 
remaining walls were considered adiabatic. 
Case-2 played major roles for convective heat 
transfer. Pesso and Piva investigated steady free 
convection at low Prandtl numbers numerically, 
which was caused by large density differences in 
a square cavity [6]. The Nusselt number was 
derived at Rayleigh numbers ranges of 10 and 
108, Prandtl number ranges of 0.0071 and 7.1, 
and Gay-Lussac number ranges of 0 and 2. 
Consequently, a Nusselt number correlation was 
proposed based on physical arguments. 
Numerical analysis of the natural convection 
phenomenon resulting from nonuniform wall 
heating in a square cavity was investigated at 
laminar Rayleigh numbers by Turkyilmazoglu 
[7]. A finite element technique was employed for 
the numerical simulation of thermally driven 
flow.  
 
The best heat transfer rate was acquired as the 
heating took place near the top wall of the heated 
boundary. Turkyilmazoglu investigated a 
different type of lid-driven cavity flow in which 
the single lid is separated into two joint 
active/passive walls representing potential 
stirrers during a chemical mixing process [8]. 
The right portion of the wall is allowed to move 
freely to the right at a uniform velocity, while the 
left portion, attached to the adjacent wall at a 
point of dislocation, is regarded as stationary or 
able to move freely at a constant speed. A finite 
element approach was used to solve numerically. 
 

The Lattice Boltzmann Method (LBM) offers an 
innovative numerical strategy for modeling 
viscous, incompressible flows within the 
subsonic range [9-14]. Instead of directly 
addressing the traditional continuum 
hydrodynamic equations, LBM aims to replicate 
fluid flow by monitoring the evolution of 
distribution functions of microscopic fluid 
particles. This kinetic characteristic of LBM 
introduces unique attributes that distinguish it 
from other numerical methods, including 
simplified modeling of fluid interactions and 
complete parallelism. In the last twenty years, 
LBM has garnered significant attention and 
interest, witnessed rapid progress in developing 
novel models and applications across diverse 
fields [9-11]. Although LBM has proven 
successful in simulating isothermal flow 
problems, its application in heat transfer systems 
has encountered challenges, primarily due to 
severe numerical instability in thermal models. 
 
Karki et al. studied natural convection cavity 
numerically with different aspect ratios and using 
the lattice Boltzmann method [15]. The right side 
and left side walls were hot and cold, 
respectively, the other sides were adiabatic. 
Prandtl number kept constant at 0.71 and 
Rayleigh numbers varied between 103 and 106. 
The Nusselt number, streamlines and isotherms 
were observed to understand the physics of the 
problem. It was found that Nusselt number 
increases with Rayleigh number, and high aspect 
ratios have a negative effect on Nusselt number. 
Feng et al. introduced a novel thermal lattice 
Boltzmann (LB) model designed for numerically 
simulating natural convection under conditions 
characterized by significant temperature 
disparities and elevated Rayleigh numbers [16].  
 
A regularization method was devised for the 
lattice Boltzmann equation, incorporating a 
third-order expansion of equilibrium distribution 
functions and introducing a temperature term to 
restore the equation of state for an ideal gas. Wei 
et al. developed a novel two-dimensional coupled 
lattice Boltzmann model via modified thermal 
equilibrium function for thermal incompressible 
fluid flows [17].  
This novel numerical model gave more stability 
than standard lattice Boltzmann method. Present 
model was successfully assessed in free 
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convection cavity problem at laminar flow. 
Lattice Boltzmann analysis on natural convection 
heat transfer and fluid flow in a two-dimensional 
square enclosure with sinusoidal wave and 
different convection mechanism was 
investigated by Pichandi and Anbalagan [18].  
 
In LBM analysis, single relaxation time (SRT) 
and D2Q9 lattice links was used. The working 
fluid was air (𝑃𝑃𝑃𝑃=0.71). Nusselt number, 
isotherms and streamlines were observed to 
comprehend the physics of the problem. In recent 
years, the use of machine learning in natural 
convection problems within enclosed domain 
using LBM has been present [19]. Additionally, 
GPU parallel computing approaches [20] have 
also been employed for such problems 
 
This study employs the Lattice Boltzmann 
Method (LBM) to model the cyclic natural 
convection problem within a square enclosure 
under laminar flow conditions. Four distinct 
combinations of boundary conditions, which are 
Horizontal Hot Horizontal Cold (HHHC), 
Horizontal Hot Vertical Cold (HHVC), Vertical 
Hot Horizontal Cold (VHHC) and Vertical Hot 
Vertical Cold (VHVC), are utilized to establish 
different cases. These cases are assessed with 
four Rayleigh numbers (Ra=104, 105, 106, and 
107) representing laminar flow conditions. 
Investigating natural convection heat transfer 
with four different Rayleigh numbers in laminar 
flow under four different boundary condition 
combinations and writing an in-house LBM code 
constitutes the originality of this study.  
 
In order to validate our code and results, the well-
validated finite volume method-based 
commercial code, Ansys-Fluent, is employed 
[21]. In the VHVC model, particularly, at the 
highest Rayleigh number, LBM results are 
compared and validated against those obtained 
using the finite volume method. Nusselt numbers 
are then compared across the four cases based on 
their respective Rayleigh numbers, enabling the 
identification of cases exhibiting the highest heat 
transfer. 
 
1.1. Problem definition 
 
Figure 1 shows the physical model of the present 
study. A two-dimensional natural convection 

within a square enclosure filled with air 
(𝑃𝑃𝑃𝑃=0.71). Length and width of the domain are 
same. Four different Rayleigh numbers which 
includes laminar flow conditions have been 
considered, and these values are 𝑅𝑅𝑅𝑅=104, 105, 106 
and 107. Rayleigh number is based on length of 
domain. Gravitational acceleration (𝑔𝑔) is 
imposed in negative y direction. 
 

 
Figure 1. Physical model 

 
In Table 1, four different cases with thermal 
boundary conditions are represented. The 
nondimensional temperature 𝜃𝜃 can range 
between zero and one, where 𝜃𝜃 equals 0 
representing cold, and 𝜃𝜃 equals 1 representing 
hot. The first case is named HHHC, where the top 
wall and bottom wall are cold and hot, 
respectively, and the other walls are adiabatic 
(𝑞𝑞" = 0). The second case, HHVC, features a hot 
bottom wall and a cold left wall, with the other 
walls being adiabatic. In the third case, VHHC, 
the top wall and left walls are cold and hot, 
respectively, while the other walls remain 
adiabatic. Finally, the last case is VHVC, where 
the left wall is cold, the right wall is hot, and the 
other walls are adiabatic. All walls are stationary, 
and no-slip boundary conditions are applied for 
the momentum equation. 
 

Table 1. Thermal boundary conditions 
Model top bottom left right 
HHHC 𝜃𝜃 = 0 𝜃𝜃 = 1 𝑞𝑞" = 0 𝑞𝑞" = 0 
HHVC 𝑞𝑞" = 0 𝜃𝜃 = 1 𝜃𝜃 = 0 𝑞𝑞" = 0 
VHHC 𝜃𝜃 = 0 𝑞𝑞" = 0 𝜃𝜃 = 1 𝑞𝑞" = 0 
VHVC 𝑞𝑞" = 0 𝑞𝑞" = 0 𝜃𝜃 = 0 𝜃𝜃 = 1 

 
1.2. LBM formulation 
 
The LBM formulations most commonly utilizes 
rely on the single relaxation time approximation 
by Bhatnagar-Groos-Krook (BGK) [22]. In the 
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present work, incompressible LBM formulation 
is adopted [23]. The two-dimensional and nine-
velocity lattice model (D2Q9) shown in Figure 2 
is used.  
 
Based on current modeling, two distinct 
distribution functions are employed—one for 
density (momentum) and another for temperature 

 

 
Figure 2. D2Q9 lattice model  

 
(energy). The lattice Boltzmann evaluation 
equations for momentum and energy transport, 
discretized on a lattice, are typically addressed in 
two sequential steps: first, the "collision" step, 
followed by the subsequent "streaming" step. 
 
 Collision 

 
𝑓𝑓𝑘𝑘(�⃗�𝑥, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) = 𝑓𝑓𝑘𝑘(�⃗�𝑥, 𝑡𝑡) −𝜔𝜔�𝑓𝑓𝑘𝑘(�⃗�𝑥, 𝑡𝑡) −
𝑓𝑓𝑘𝑘
𝑒𝑒𝑒𝑒(�⃗�𝑥, 𝑡𝑡)� + 𝐹𝐹𝛿𝛿𝑡𝑡                (1a) 

 
𝑔𝑔�𝑘𝑘(�⃗�𝑥, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) = 𝑔𝑔𝑘𝑘(�⃗�𝑥, 𝑡𝑡) − 𝜔𝜔𝑇𝑇�𝑔𝑔𝑘𝑘(�⃗�𝑥, 𝑡𝑡) −
𝑔𝑔𝑘𝑘
𝑒𝑒𝑒𝑒(�⃗�𝑥, 𝑡𝑡)�                                                                         (1b) 

  
 Streaming 

 
𝑓𝑓𝑘𝑘(�⃗�𝑥 + 𝑐𝑐𝑘𝑘𝛿𝛿𝑡𝑡, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) = 𝑓𝑓𝑘𝑘(�⃗�𝑥, 𝑡𝑡 + 𝛿𝛿𝑡𝑡)                (2a) 
 
𝑔𝑔𝑘𝑘(�⃗�𝑥 + 𝑐𝑐𝑘𝑘𝛿𝛿𝑡𝑡, 𝑡𝑡 + 𝛿𝛿𝑡𝑡) = 𝑔𝑔�𝑘𝑘(�⃗�𝑥, 𝑡𝑡 + 𝛿𝛿𝑡𝑡)              (2b) 

 
For natural convetion, external force (𝐹𝐹) is 
defined via Boussinesq approximation.  It is only 
applied in negative y direction due to gravitional 
accelaration.  
 
𝐹𝐹 = 𝜌𝜌𝑔𝑔𝜌𝜌[𝑇𝑇 − 𝑇𝑇𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚]                           (3) 

 
where 𝜌𝜌 and 𝜌𝜌 are density and thermal expansion 
cofficient, respectively. 𝑇𝑇 represents the local air 
temperature at square domain, while 𝑇𝑇𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚 
indicates the mean temperature of air.  The 

collision frequencies are defined for momentum 
and energy equations as follows; 
 

𝜔𝜔 = 1 �� 𝜈𝜈
𝑐𝑐𝑠𝑠2
𝛿𝛿𝑡𝑡� + 0.5��                          (4a) 

𝜔𝜔𝑇𝑇 = 1 ��𝛼𝛼
𝑐𝑐𝑠𝑠2
𝛿𝛿𝑡𝑡� + 0.5��               (4b) 

 
Here, 𝜈𝜈 and 𝛼𝛼 represents the kinematic viscosity 
and thermal diffusivity. And the lattice sound of 
speed 𝑐𝑐𝑠𝑠 and lattice speed 𝑐𝑐 are defined as: 
 
𝑐𝑐𝑠𝑠 = 𝑐𝑐 √3⁄                    (5) 
 
𝑐𝑐 = 𝛿𝛿 𝛿𝛿𝑡𝑡⁄                   (6) 
 
The nine discrete velocities based on D2Q9 
lattice model are: 
 
𝑐𝑐𝑘𝑘 = 𝑐𝑐 �0 1 0 −1 0 1 −1 −1 1

0 0 1 0 −1 1 1 −1 −1�     
                           (17) 
 
The equilibrium distribution functions are for 
momentum and energy equations: 

 
𝑓𝑓𝑘𝑘
𝑒𝑒𝑒𝑒 = 𝑤𝑤𝑘𝑘𝜌𝜌 �1 + 3

𝑐𝑐2
𝑐𝑐𝑘𝑘𝑢𝑢�⃗ + 9

2𝑐𝑐4
(𝑐𝑐𝑘𝑘𝑢𝑢�⃗ )2 − 3

2𝑐𝑐2
𝑢𝑢�⃗ 𝑢𝑢�⃗ �   (8a) 

 
𝑔𝑔𝑘𝑘
𝑒𝑒𝑒𝑒 = 𝑤𝑤𝑘𝑘𝑇𝑇 �1 + 3

𝑐𝑐2
𝑐𝑐𝑘𝑘𝑢𝑢�⃗ �                         (8b) 

 
with weighting foctors of D2Q9 lattice. 
 
𝑤𝑤𝑘𝑘 = �4

9
1
9

1
9

1
9

1
9

1
36

1
36

1
36

1
36
�    (9) 

 
The macroscopic (density, pressure, velocity and 
temperature) fields are obtained from: 
 
𝜌𝜌 = ∑ 𝑓𝑓𝑘𝑘 =8

𝑘𝑘=0 ∑ 𝑓𝑓𝑘𝑘
𝑒𝑒𝑒𝑒8

𝑘𝑘=0             (10a) 
 
𝑝𝑝 = 𝜌𝜌𝑐𝑐𝑠𝑠2                                              (10b) 
 
𝑢𝑢�⃗ = 1

𝜌𝜌
∑ 𝑐𝑐𝑘𝑘𝑓𝑓𝑘𝑘 =8
𝑘𝑘=0

1
𝜌𝜌
∑ 𝑐𝑐𝑘𝑘𝑓𝑓𝑘𝑘

𝑒𝑒𝑒𝑒8
𝑘𝑘=0            (10c) 

 
𝑇𝑇 = ∑ 𝑔𝑔𝑘𝑘 =8

𝑘𝑘=0 ∑ 𝑔𝑔𝑘𝑘
𝑒𝑒𝑒𝑒8

𝑘𝑘=0             (10d) 
 
The time step size (δt) is same with lattice length 
(δ), therefore, lattice speed (Eq. 6) is taken as an 
unity. Lattice sound speed (Eq. 5) is  1 √3⁄  
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Detailed presentation of boundary condition 
implementations is omitted here for conciseness; 
however, it is available in A.A. Mohammad's 
work [21]. In LBM, boundary conditions can be 
implemented via distribution functions for the 
momentum and the energy equations. Owing to 
the streaming step of the LBM, there are 
unknown and known distribution functions, and 
unknown distribution functions are established 
using known distribution functions to apply all 
boundary conditions. In the momentum 
equations, no-slip boundary conditions are 
enforced at walls using the bounce-back rule, 
with the physical boundaries of the solution 
domain aligned with lattice grid lines. For the 
energy equation, constant temperature and zero 
heat flux boundary conditions are applied 
according to the determined four cases (Table 1). 
The LBM formulations described above are 
implemented in-house LBM code via 
FORTRAN programming. 
 
1.3. Validation 
 
To validate our LBM code, we extensively 
employ the validated finite-volume-based 
commercial CFD code Ansys-Fluent [19]. The 
Boussinesq approximation is utilized in the 
reference calculation, similar to LBM. The 
QUICK scheme is employed to discretize all 
convective terms. For pressure-velocity 
coupling, the SIMPLEC algorithm is utilized. 
The default under-relaxation parameters are set 
at 1.0 for pressure, 0.7 for momentum, and 1.0 
for energy, respectively. Convergence criteria 
include a threshold of 10-6 for continuity, x-
velocity, and y-velocity. In the case of the energy 
equation, a residual value of 10-8 is employed. 
 
Validation is employed for the case of VHVC at 
the highest Rayleigh number (𝑅𝑅𝑅𝑅=107). The 
same mesh numbers (200 lattices/finite volumes 
in the x-direction and 200 lattices/finite volumes 
in the y-direction) are used; therefore, a total of 
40000 lattices/finite volumes are used for 
validation. These mesh numbers support the 
stability of LBM. Since the used lattice numbers 
are suitable for LBM stability, a grid 
independence study is not conducted.  The 
dimensionless temperature gradient distribution, 
Nusselt number, along the hot and cold walls is 
calculated using the numerical grid adjacent to 

the wall for LBM and FVM. Then, the Nusselt 
number for each wall is determined by 
integrating the Nusselt numbers over the wall and 
dividing by the wall length. Table 2 represents 
the Nusselt number comparison for the case of 
VHVC at 𝑅𝑅𝑅𝑅=107. The Nusselt number is 
computed for both the cold and hot walls. The 
differences between LBM and FVM are 0.64% 
and 0.72% for the cold wall and hot wall, 
respectively. These difference values are 
acceptable; therefore, we validate our LBM code. 
 

Table 2. Nusselt number comparison for VHVC 
at 𝑅𝑅𝑅𝑅=107 

𝑁𝑁𝑢𝑢 LBM FVM Difference 
(%) 

Cold 
wall 17.8587 17.7434 0.64 

Hot wall 18.0579 17.7345 2.40 
 
2. Conclusions and Discussion 

 
Figure 3 shows the nondimensional streamlines 
at the highest Rayleigh number (𝑅𝑅𝑅𝑅=107). A total  
 

  
HHHC HHVC 

  
VHHC VHVC 

Figure 3. Nondimensional streamlines for four 
cases at 𝑅𝑅𝑅𝑅=107  

 
of 51 streamlines are used in the all cases for 
better comparison, therefore step size between 
streamlines is 0.01960. In the symmetric cases, 
such as HHHC and VHVC, the streamlines 
exhibit greater symmetry. At lower Rayleigh 
number, which are not shown here, the degree of 
symmetry becomes even more evident. In 
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HHHC, the streamlines are less dense near the 
wall, whereas in the other cases, the streamlines 
near the wall are denser. Streamlines on heated 
and cooled surfaces exhibit higher density 
compared to adiabatic surfaces.  
 

  
HHHC HHVC 

  
VHHC VHVC 

Figure 4. Isotherm for four cases at 𝑅𝑅𝑅𝑅=107 

 
Isotherms are represented at the highest Rayleigh 
number (𝑅𝑅𝑅𝑅=107) in Figure 4. Here, again a total 
51 isotherms are used in the all cases for better 
comparison. The step size between isotherms is 
0.01960. Streamlines characteristics effect the 
isotherms, therefore the same comments can be 
done for isotherms. In the symmetry cases, like 
HHHC and VHVC, the isotherms display greater 
symmetry. As we move to lower Rayleigh 
numbers, although not depicted here, the level of 
symmetry becomes even more pronounced. In 
the case of HHHC, the streamlines are less 
concentrated near the walls, whereas in other 
cases, the isotherms near the wall become denser. 
Isotherms on heated and cooled surfaces 
demonstrate a higher concentration when 
compared to adiabatic surfaces. Cases 
characterized by dense isothermals at the walls 
produce higher Nusselt numbers. Consequently, 
at Ra=107, VHVC yields the highest Nusselt 
number. Subsequently, cases of VHVC and 
HHHC produces equivalet Nusselt numbers. On 
the other hand, HHHC produces lowest Nusselt 
number. 
 
Figure 5 exhibits the Nusselt number variation 
with Rayleigh numbers for (a) cold wall and (b) 

 
cold wall 

 

 
hot wall 

Figure 5. Nusselt number variation with 
Rayleigh numbers for (a) cold wall and (b) hot 

wall 
 

 hot wall. The Rayleigh number is presented in 
Figure 5 on a logarithmic scale. Nusselt number 
increases with Rayleigh numbers as expected. At 
Ra=107, the Nusselt number interpretations 
based on isotherms contours align with Figure 5. 
In most cases, both cold and hot wall generally 
produced nearly equal Nusselt numbers, with 
exception occurring in nonsymmetric cases 
(HHVC and VHHC) for Rayleigh numbers of 
104, 105 and 106. At lowest Rayleigh number, 
HHHC and VHVC yields lowest Nusselt 
number. At the VHVC case, the Nusselt number 
increases rapidly with Rayleigh numbers, 
reaching its peak at the highest Rayleigh number. 
 
Flow and heat characteristics are examined under 
four different cases and in laminar natural 
convection. The LBM requires more lattices due 



Erman Aslan, Ozlem Yalcin 

157 
 

to stability issues at higher Rayleigh or Reynolds 
number. This is a limitation of the LBM. This 
study will involve turbulent flows, meaning it 
will work at higher Rayleigh numbers. For this 
purpose, turbulence model will be added or 
implemented to our in-house code. 
dips 
3. Conclusion 

 
In this paper, the lattice Boltzmann method 
(LBM) is utilized to model the cyclic natural 
convection phenomenon inside a square 
enclosure under laminar flow conditions. 
Various combinations of boundary conditions are 
applied to create different cases which are 
HHHC, HHVC, VHHC and VHVC. These cases 
are evaluated using four Rayleigh numbers 
(𝑅𝑅𝑅𝑅=104, 105, 106, and 107) to represent laminar 
flow conditions. In order to validate the results, 
the well-validated finite volume method-based 
commercial code, Ansys-Fluent, is employed 
[19]. Streamlines, isotherms and variation of 
Nusselt number with Rayleigh numbers are 
examined. The following conclusions can be 
obtained as below: 
 

• Nusselt number increases with Rayleigh 
numbers. 

• The characteristics of streamlines 
characteristics effect the isotherms, and 
since the isotherms are produced from 
nondimensional temperature contours, 
observations about the Nusselt number 
can be made by examining the isotherms. 

• The case of HHHC has produces the 
lowest Nusselt number compared to the 
other cases. 

• Symmetric cases (HHHC, VHVC) 
produce symmetric streamlines and 
isotherms, with the same manner, 
asymmetric cases (HHVC, VHHC) 
generate asymmetric streamlined and 
isotherms.    

• At high Rayleigh numbers, the Nusselt 
numbers formed by the VHVC case are 
high, while at low Rayleigh numbers, the 
Nusselt numbers are low.  

• Generally, asymmetric cases (HHVC, 
VHHC) produce same Nusselt numbers. 

• The Nusselt numbers calculated from the 
cold wall and the hot wall are very close 

to each other especially at symmetry 
cases. 
 

 Nomenclature 
𝑐𝑐 lattice speed, [ms-1] 
𝑐𝑐𝑘𝑘 discrete lattice velocity set, [ms-1] 
𝑐𝑐𝑠𝑠 lattice speed of sound, [ms-1] 
𝑐𝑐𝑝𝑝 isobaric spesicif heat, [Jkg-1K-1]  
𝐹𝐹 External force (=𝜌𝜌𝑔𝑔𝜌𝜌[𝑇𝑇 − 𝑇𝑇𝑚𝑚𝑒𝑒𝑚𝑚𝑚𝑚]) 
𝑓𝑓𝑘𝑘 discrete density distribution function, 

[kgm-3] 
𝑔𝑔 gravitational acceleration, [ms-2]  
𝑔𝑔𝑘𝑘 discrete temperature distribution function, 

[K] 
ℎ Convective heat transfer coefficient, [K] 
𝑘𝑘 Thermal conductivity, [Wm-1K-1] 
L length of domain, [m] 
Nu Nusselt number (=ℎ𝐿𝐿 𝑘𝑘⁄ ) 
p Pressure, [Pa] 
Pr Prandtl number (=𝜇𝜇𝑐𝑐𝑝𝑝 𝑘𝑘⁄ ) 
Ra Rayleigh number (=𝑔𝑔𝜌𝜌𝑔𝑔𝑇𝑇𝐿𝐿3 𝜈𝜈𝛼𝛼⁄ ) 
𝑞𝑞" heat flux, [Wm-2] 
𝑇𝑇 temperature, [K] 
𝑡𝑡 time, [s] 
𝑢𝑢�⃗  velocity vector 
𝑊𝑊 width of domain, [m] 
𝑤𝑤𝑘𝑘 weighting factors 
�⃗�𝑥 position vector 
𝑥𝑥,𝑦𝑦 2D Cartesian coordinates 
 Greek Symbol 
𝛼𝛼 thermal diffusivity, [m2s-1] 
𝜌𝜌 thermal expansion coefficient, [K-1] 
∆𝑇𝑇 temperature differences between hot and  

cold walls, [K] 
𝛿𝛿 lattice unit (distance between to 

neighboring 
lattice nodes), [m] 

𝛿𝛿𝑡𝑡 time step, [s] 
𝜃𝜃 Nondimensonal temperature               

=(𝑇𝑇 − 𝑇𝑇𝐹𝐹 𝑇𝑇𝑊𝑊 − 𝑇𝑇𝐹𝐹⁄ ) 
𝜇𝜇 dynamic viscosity, [kgms-1] 
𝜈𝜈 kinematic viscosity, [m2s-1] 
𝜌𝜌 density, [kgm-3] 
𝜔𝜔 Collision for momentum transfer [s-1]  
𝜔𝜔𝑇𝑇 Collision for energy transfer [s-1]  
 Acronyms 
HHHC Horizontal hot horizontal cold 
HHVC Horizontal hot vertical cold 
VHHC Vertical hot horizontal cold 
VHVC Vertical hot vertical cold 
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Developing solid-state batteries for higher energy densities and safety has been a 
popular research subject in recent years. Since their first report, Li7La3Zr2O12 (LLZO) 
solid electrolytes have attracted extended attention due to their high ionic 
conductivity, chemical stability, and wide electrochemical window. Although LLZO 
fulfills all the requirements for high energy density and a longer lifespan, its intrinsic 
electronic conductivity accelerates the Li dendrite growth short-circuiting the 
battery. In this study, we have applied air and oxygen sintering atmospheres to 
prepare two types of Ga-doped LLZO pellets, to identify the effect of sintering 
atmospheres on the physical properties such as crystal phase, ionic conductivity, 
roughness, and electronic band gap energy (Eg). Both the crystal structures were 
found to be in cubic phase with a relatively small amount of secondary phase 
impurities. On the other hand, the oxygen-sintered sample showed better properties 
with high ionic conductivity of 1.04x10-4 Scm-1, lower surface root-mean-square 
roughness of 0.1833 µm, and a relative density of 90.5%. Furthermore, the electronic 
indirect band gap energy of the oxygen-sintered sample was larger, Eg=5.77 eV, 
which is desired for lower electrical conductivity. It is important to note that the 
precise determination of Eg values of powders would be erroneous through 
Ultraviolet-Visible (UV-Vis) absorption spectroscopy due to the scattering effects of 
solids. So, to the best of our knowledge, for the first time, this study reports Eg values 
of oxygen and air-sintered LLZO determined by the Kubelka-Munk model on 
Ultraviolet-Visible-Near Infra-Red (UV-Vis-NIR) diffuse reflectance spectroscopy. 

 
1. Introduction 
 
Garnet-type Li7La3Zr2O12 (LLZO) solid 
electrolytes can be replaced with organic 
flammable non-safe liquid electrolytes due to 
their advantages, such as high ionic conductivity, 
wide electrochemical window, and compatibility 
with high-voltage cathodes and Li metal anodes. 
These benefits make garnet-type solid 
electrolytes increasingly recognized as a good 
candidate for solid-state batteries compared to 
other solid electrolytes such as sulfides, halides, 
NaSICONs, and polymers [1-8]. However, when 
Li metal is used as the anode, lithium dendrites 
grow through LLZO and lead to a battery short-
circuit which is challenging to prevent [9-10].  
 

Although recent studies have indicated the 
factors contributing to dendrite formation, such 
as the low relative density of LLZO, preexisting 
cracks on the surface, and poor contact between 
LLZO and Li metal, this issue has not been 
solved [11-13]. On the other hand, Han et al. 
reported that the electronic conductivity of 
LLZO is mostly responsible for Li dendrite 
formation [14]. Although the solid electrolyte 
and the alloy interphase at the Li/Solid 
electrolyte interface have low electronic 
conductivities, the enlarged ‘effective’ contact 
area between Li and the solid electrolyte could 
lower the potential in the solid electrolyte, 
accelerating Li dendrite formation [14]. This 
means that at even very low electronic 
conductivities Li dendrites can grow. In recent 
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reports, to suppress the growth of Li dendrites, 
electronic insulator layers have been deposited 
on the LLZO surface, and some compounds have 
been introduced into LLZO to contract electron-
blocking properties, especially at the grain 
boundaries [15-16].   
 
On the other hand, most current research on 
LLZO is focused on improving the ionic 
conductivity with single-element and dual-
element doping strategies. However, while these 
strategies increase the ionic conductivity, they 
may also increase the electronic conductivity.  
That’s why it is important to consider a lower 
electronic conductivity while considering a high 
ionic conductivity. In that manner, UV-Vis 
diffuse reflectance spectroscopy (DRS) might be 
a convenient and easy way to determine the 
electronic band gap of newly synthesized solid 
electrolytes with high ionic conductivity.   
 
The electronic band gap (Eg) that can be analyzed 
experimentally with Ultraviolet-Visible (UV-
Vis) spectroscopy is an important feature of 
materials that determines their intrinsic 
electronic conductivity. In literature, the 
theoretical indirect band gap of LLZO is given as 
5.918 eV [17].  Experimentally, there are a few 
studies on the electronic band gap of LLZO. In 
one of the reports, a polished transparent LLZO 
which is complicated to prepare was studied with 
UV-Vis absorption spectroscopy. In that study, 
the indirect electronic band gap was determined 
as 5.46 eV for Al-doped LLZO [18]. Another 
study reported a band gap of ~ 6 eV determined 
via the UV-Vis absorption spectroscopy of 
LLZO powders [19].  
 
Although UV-Vis absorption spectroscopy is 
frequently used to analyze the band gap of 
solutions or thin films, it is an inadequate 
technique to determine the band gap value of 
powder samples. Because in the case of powders, 
the estimated wavelength of absorbed photons is 
erroneous due to the scattering effects [20-21]. 
On the other hand, the dispersion of LLZO in 
most liquids is not stable [22]. Consequently, the 
LLZO powder concentration in the liquid 
changes in time which is an obstacle to 
estimating the accurate Eg with the UV-Vis 
absorption spectroscopy.  
 

DRS is a widely used technique to analyze the 
optical properties of powder samples [23-24]. To 
the best of our knowledge, the powder LLZO 
solid electrolyte has not been characterized via 
diffuse reflectance spectroscopy. The electronic 
band gap of materials like other physical and 
chemical properties can be affected by the 
synthesis conditions and methods, we therefore 
synthesized Ga-doped LLZO solid electrolytes in 
oxygen (O2) and air atmospheres [25]. Then, 
crystal structures, morphologies, relative 
densities, electronic bandgaps, and ionic 
conductivities of the samples were characterized. 
 
2. General Methods 
 
Li6.4Ga0.2La3Zr2O12 solid electrolytes were 
synthesized with a solid-state reaction method by 
using the precursor powders (purity: 99.9%) of 
Li2CO3, Ga2O3, La2O3, and ZrO2 in the desired 
stoichiometric ratio according to the following 
chemical equation [26], 
 
 3.2𝐿𝐿𝑖𝑖2𝐶𝐶𝑂𝑂3 + 0.1𝐺𝐺𝑎𝑎2𝑂𝑂3 + 1.5𝐿𝐿𝑎𝑎2𝑂𝑂3 + 2𝑍𝑍𝑍𝑍𝑂𝑂2 
→ 𝐿𝐿𝑖𝑖6.4𝐺𝐺𝑎𝑎0.2𝐿𝐿𝑎𝑎3𝑍𝑍𝑍𝑍2𝑂𝑂12 + 3.2𝐶𝐶𝑂𝑂2  (1) 
 
The powder mixture was then subjected to a 
series of ball milling and heat treatments. First, 
the mixture was ball milled in isopropanol at 400 
rpm with 6-minute reversal intervals for 5 hours 
using a Retsch PM100 ball grinder. The powders 
were then dried to remove the isopropanol. Next, 
the dried powders were heated at 900 oC for 8 
hours in air and O2 atmospheres. In the second 
step, the ball milling was repeated at 350 rpm in 
a dry system. Finally, the powders were pressed 
into pellets with a diameter of 13 mm and a 
thickness of 1 mm. Before sintering at 1230 oC 
for 2 hours in air and O2, the pellets were buried 
in the mother powder to compensate for Li loss 
at high temperatures. Before characterization, 
pellets were polished to remove the mother 
powder and have a smooth surface.  
 
Crystal structure analysis was conducted using a 
Bruker D8 X-ray diffractometer (XRD) with a 
CuKα source. Electrochemical impedance 
spectroscopy (EIS) of the samples with silver-
coated electrodes was measured between two 
cylindrical stainless steel at room temperature in 
the frequency range of 1-105 Hz with an AC 
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signal of 10 mV by Gamry PCI4/750 
Potentiostat.  
 
While a ZEISS LS 10 model scanning electron 
microscopy (SEM) was used to image the 
micron-sized area of the pellet’s surface, a 
Filmetrics Profilm 3D model optical profilometer 
was used to image the millimeter-sized area (2 
mm x 2 mm) of the pellet’s surface.  
 
The theoretical and experimental densities of the 
pellets were calculated using the lattice 
parameters obtained from XRD data refinement 
and the Archimedes principle, respectively. 
Bruker, VERTEX70 model spectrometer was 
used to collect Fourier transform infrared (FTIR) 
data between wavenumber of 4000-400 cm-1 in 
air.  Finally, to study the electronic band gap 
energy of powder samples with a thickness of 1 
mm, the Ultraviolet-Visible Near-Infra-Red 
(UV-Vis-NIR) diffuse reflection spectrum was 
collected between 200-1400 nm wavelengths 
with Shimadzu, ISR-603 spectrometer and the 
Ultraviolet-Visible (UV-Vis) absorption 
spectrum was collected between 200-1400 nm 
wavelengths with Jasco, V-670 spectrometer.   
 
3. Results and Discussion 
 
XRD data in Fig. 1 shows that the atmosphere 
does not play a crucial role in the crystal 
structures, since all the samples heated in air and 
O2 have the same diffraction peaks. When the 
samples are sintered at 1230 oC, diffraction peaks 
become sharper, indicating a well-crystallized 
cubic phase (2241539-CIF) [27]. The XRD data 
were analyzed with MAUD software [28]. 
According to the Rietveld refinement shown in 
Table 1, Li6.4Ga0.2La3Zr2O12 formed with a space 
group of I-43d and a lattice parameter of 12.98Å. 
Moreover, these samples show a relatively small 
amount of secondary phases La2Zr2O7 and La2O3. 
These secondary phases are common impurity 
phases in literature and usually form at high 
temperatures [29].  
 
SEM micrographs of the pellet surfaces after the 
final sintering step at 1230 oC in O2 and air are 
illustrated in Fig. 2. As seen from the images, the 
pellet-O2 has a denser structure, which is similar 
to that reported in the literature [30]. In other 

words, larger pores, where Li dendrites can easily 
grow, are observed between grains for the pellet-
air. During the sintering process, oxygen 
occupies the pores and helps densification by 
diffusion into the LLZO lattice at high 
temperatures. On the other hand, trapped air 
within the pores induces structures with lower 
density [31].  
 

 
Figure 1. XRD data of LLZO samples pre-calcined 
at 900 oC and finally sintered at 1230 oC in air and 

O2 atmospheres 
 

 
Figure 2. SEM micrographs of the surface of Ga- 

doped LLZO pellet sintered at 1230 oC in a) O2 and 
b) air atmospheres

 

(a) 

(b) 
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Table 1. Crystal structure analysis of the samples sintered in air and O2 at 1230 oC 

 

Table 2. The total ionic conductivity and density values of Li6.4Ga0.2La3Zr2O12 pellets sintered in air and O2 
at 1230 oC 

 
SEM results are also confirmed by measuring the 
apparent density of the pellets using the 
Archimedes principle.  In Table 2, the results are 
given in terms of relative density calculated 
through the relation, 𝜌𝜌

𝜌𝜌𝑡𝑡
𝑥𝑥100  where ρ is the 

measured density and ρt is the theoretical density 
determined using the lattice parameter obtained 
by XRD data via the equation, 𝜌𝜌𝑡𝑡 = 𝑍𝑍𝑍𝑍/𝑁𝑁𝑎𝑎3 
where Z is the number of atoms per unit cell (8), 
M is the molecular mass, N is Avogadro’s 
number and a is the unit cell parameter [32-33]. 
The relative density is higher for pellet-O2 (90.5 
%) than pellet-air (86.7 %) showing well-
matched results with the SEM observations.  
 
The increased density of the pellet due to the O2 

sintering atmosphere could be further confirmed 
with a 3D optical profilometer which creates a 
3D surface image for measuring surface profiles 
and roughness. Fig. 3 shows the topography 
images taken over an area of 2 mm x 2 mm of the 
pellets with an optical profilometer. Before 
optical imaging, the surfaces of the pellets were 
polished with a 1200-grit number polishing 
paper. Although polishing conditions were the 
same, the pellet-O2 showed a shiner surface than 
pellet-air which can also reflect some 
information about porosity.  The topography plot 
of the pellet-O2 shows cracks which are most 
probably due to over-sintering time in O2, which 
we can conclude that the pellets can have a 
denser structure in a shorter time in the O2 
atmosphere compared to air [30]. Although  
 
 

 

 

 
Figure 3. Topography plots of Ga-LLZO pellet-O2 

and b) Ga-LLZO pellet-air 
 
pellet-O2 shows cracks on its surface, it still has 
a lower root-mean-square (RMS) roughness of 
Rq= 0.1833 µm compared to the pellet-air (Rq= 
0.4035 µm). The higher roughness of the pellet-
air could be related to the higher porosity. A 
lower surface roughness is desired for a solid 
electrolyte since it helps to create an intimate 
interface with the Li anode. On the other hand, if 
there is limited physical contact between the 
solid electrolyte and the Li anode, the local 
electric fields arise leading to the acceleration of 
Li dendrite growth. 
 

Sintering 
Atm. Phase composition  

α 
 
β 

 
γ 

 
a (Å) 

 
c (Å) 

 
Geometry 

 
SG 

 
%(Weight) 

 
Air 

Li6.4Ga0.2La3Zr2O12 90 90 90 12.98 - Cubic I-43d 98.64 
La2Zr2O7 90 90 90 10.81 - Cubic Fd-3m:2 0.13 

La2O3 90 90 120 3.94 6.13 Hexagonal P63/mmc 1.23 
 

O2 
Li6.4Ga0.2La3Zr2O12 90 90 90 12.98 - Cubic I-43d 99.14 

La2Zr2O7 90 90 90 11.04 - Cubic Fd-3m:2 0.37 
La2O3 90 90 120 3.94 6.13 Hexagonal P63/mmc 0.49 

Sintering Atm. σtotal (S cm-1) Apparent Density 
(g/cm3) 

Theoretical Density 
(g/cm3) 

Relative Density 
(%) 

O2 1.04x10-4 4.6677 5.156 90.529 
 

Air 5.17x10-5 4.4638 5.150 86.675 

(a) 

(b) 
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Although 3D optical profilometer, a facile and 
low-priced technique, is not widely used for 
LLZO surface roughness measurement, it gives 
comparable results obtained with an atomic force 
microscope (AFM) in the literature [34-36]. 
 

 
Figure 4. FTIR spectra of Ga-LLZO powder 

sintered in air and O2 

 
Before measuring the FTIR spectra in Fig. 4, 
pellets were polished in air, then milled in a 
mortar, and immediately stored in a vacuum bag, 
so the exposure time to air was minimized. The 
peaks observed at 1421 cm-1 and 865 cm-1 are 
attributed to the impurity of Li2CO3 forms when 
LLZO is exposed to air [37-39]. Li2CO3 is an 
undesired impurity since it makes LLZO surface 
lithiophobic where a limited physical contact at 
the solid electrolyte-Li anode interface is induced 
[40]. Although all conditions were the same, 
these peaks are absent for LLZO sintered in O2, 
indicating that LLZO sintered in O2 can be more 
resistive to the formation of Li2CO3 or it is 
impossible to remove Li2CO3 formed during air 
sintering from grain boundaries of LLZO. Since 
the poor contact at the solid electrolyte-Li anode 
interface accelerates the Li dendrite growth, we 
can conclude from the FTIR results that the life 
span of a battery could be longer with an LLZO 
pellet-O2.  
 
Nyquist plots of the EIS spectra of the LLZO 
pellets on both side silver electrodes and the 
equivalent circuit used to fit the experimental 
data are given in Fig. 5. The equivalent circuit is 
composed of resistors (R) and constant phase 
elements (CPE) which refers to a non-ideal 
capacitor [41]. The impedance of CPE is 
described as 𝑍𝑍𝐶𝐶𝐶𝐶𝐶𝐶 = 1 𝑄𝑄(𝑗𝑗𝑗𝑗)𝑛𝑛⁄ , here 𝑗𝑗 = √−1, 
𝑗𝑗 is the frequency, 𝑄𝑄 is a numerical value with 
dimension 𝑆𝑆𝑆𝑆𝑛𝑛 and 𝑛𝑛 is a constant between 0 and 

1. The abbreviations b, gb, and el refer to the bulk 
(interior of the grains), grain boundary (interface 
of the grains), and electrode (interface of silver 
electrode and pellet), respectively.  
 

 
 
 
 
 
 
 

Figure 5. Nyquist plots of EIS measured at room 
temperature and fitted data of a) Ga-LLZO pellet-O2 

and Ga-LLZO pellet-air, and b) schematic 
representation of the equivalent circuit that fits 

experimental data 
 
According to fit results summarized in Table 3, 
the Li6.4Ga0.2La3Zr2O12 pellet sintered in O2 
shows lower bulk (Rb) and grain boundary 
resistances (Rgb) compared to the pellet sintered 
in air. The ionic conductivities of the pellets were 
calculated with the equation, 𝜎𝜎 = �1

𝑅𝑅
� �𝑙𝑙

𝑎𝑎
� where 

𝑅𝑅 is the total resistivity (bulk and grain 
boundary), 𝑙𝑙 is the thickness of the pellet and 𝑎𝑎 is 
the area of the electrode [42]. The oxygen-
sintered pellet shows a higher ionic conductivity 
of 1.04x10-4 Scm-1, almost two times more than 
that of the air sintered pellet (Table 2). Since all 
the conditions except the sintering atmosphere 
are the same for both samples, the low relative 
density (high porosity) is probably the main 
reason for lower ionic conductivity.  
 
High density and high ionic conductivity alone 
may not be sufficient to suppress the growth of 
Li dendrites. In addition to high ionic 
conductivity, a good solid electrolyte should also 
have low electronic conductivity. As far as we 
know, the electronic band gap of LLZO 
depending on synthesis conditions has not been 

Rel Rgb 

Rb 

CPEgb CPEel 

(a) 

(b) 
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studied with diffuse reflectance spectroscopy. In 
Fig. 6, the UV-Vis-NIR diffuse reflectance 
spectrum of oxygen and air-sintered powders is 
illustrated. As we mentioned earlier, in the case 
of powders, UV-Vis diffuse reflectance 

spectroscopy is a more convenient technique to 
determine the electronic band gap since UV-Vis 
absorption spectroscopy does not consider the 
scattering effects.  

 
Table 3. Fitting results of the analysis of the impedance data of Li6.4Ga0.2La3Zr2O12 pellets sintered in air and 

O2 at 1230 oC using the equivalent circuit in Fig. 5 (b), χ2 is the square of the standard deviation 

However, DRS may be limited for the samples 
containing mixed powders for systematic 
underestimation of the Eg values. Fortunately, an 
automated method has been developed to get 
accurate Eg values for mixed powders.  In the 
automated method, several concerns have been 
taken into account as reported in the literature 
[20].  On the other hand, the thickness of the 
sample is very important for accurate 
determination of Eg values. The thickness of the 
sample should not cause a significant change in 
its reflectance. That’s why for accurate 
determination of the Eg values, a thickness of 
more than 0.5 mm must be used to avoid any light 
transmission [43].  
 
The diffuse reflectance spectroscopy is analyzed 
with the Kubelka-Munk model, 
 
[𝐹𝐹(𝑅𝑅∞)ℎ𝑣𝑣]𝛾𝛾 = 𝐵𝐵(ℎ𝑣𝑣 − 𝐸𝐸𝑔𝑔)     (2) 
 
 
where 𝐹𝐹(𝑅𝑅∞) is the Kubelka-Munk function, 
ℎ𝑣𝑣 is the incident photon energy, 𝐸𝐸𝑔𝑔 is the 
electronic band gap, 𝐵𝐵 is a constant, and 𝛾𝛾 is 
related to the nature of the band transition, e.g., 
𝛾𝛾 = 1 2⁄ , 𝛾𝛾 = 2, for direct and indirect band 
transitions, respectively [21, 44]. The Kubelka- 
 
Munk function is expressed with the equation 
(3), 
 
𝐹𝐹(𝑅𝑅∞) = 𝐾𝐾

𝑆𝑆
= (1−𝑅𝑅∞)2

2𝑅𝑅∞
      (3) 

 
where 𝑅𝑅∞ is the diffuse reflectance of an 
optically thick sample,  𝐾𝐾 and 𝑆𝑆 are absorption 

and scattering coefficients, respectively [24]. 𝐸𝐸𝑔𝑔 
values of the samples can easily be determined  
 

 

Figure 6. UV-Vis-NIR diffuse reflectance spectra of 
Ga-LLZO powder sintered in a) air and b) O2, the 
inner graphs were obtained using the reflectance 

data 
 
by extrapolating the linear part of the [𝐹𝐹(𝑅𝑅)ℎ𝑣𝑣]𝛾𝛾 vs 
ℎ𝑣𝑣 plot to the x-axis shown as an inner graph in 
Fig. 6 [43-44]. The indirect electronic band gap 

 
 

Sintering 
Atmosphere 

Rb (Ω) Rgb (Ω) Qgb(Ssn) ngb χ2 

O2 123.3 1.79x103 8.14x10-5 3.53x10-1 1.37x10-4 
Air 386.2 3.46x103 4.15x10-6 4.26x10-1 3.14x10-4 

(a) 

(b) 
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Table 4. Comparison of bandgap energy values obtained with UV-Vis. absorption spectroscopy and UV-Vis. 
diffuse reflectance spectroscopy 

 Indirect bandgap energy 
(eV) 

Direct bandgap energy (eV) 

 
Air-sintered powder 

UV-Vis DRS. 
technique 

5.64 5.18 

UV-Vis Abs. technique 5.42 4.63 
 

Oxygen-sintered powder 
UV-Vis DRS. 

technique 
5.77 5 

UV-Vis Abs. technique 4.92 3.85 

energy of the oxygen-sintered sample, Eg-

O2=5.77 eV, is relatively larger than that of the 
air-sintered sample, Eg-air=5.64 eV. The direct 
band gap also widens when the sample is sintered 
in oxygen (Eg-O2=5.18 eV, Eg-air=5 eV). The 
literature reports that point defects like oxygen 
vacancies narrow the band gap by inducing intra-
band gap energy states [45]. On the other hand, it 
is well-known that high temperatures, required 
for dense LLZO pellets, lead Li to evaporate by 
creating oxygen vacancies to preserve the charge 
neutrality of the lattice [46-47]. That’s why we 
can say that low partial oxygen pressure in the air 
most likely increased the oxygen vacancy 
concentration and caused a band gap narrowing 
[48]. 
 
We have also obtained bandgap energies of the 
samples by using the UV-Vis. absorption 
spectroscopy to compare the results of UV-Vis. 
diffuse reflectance spectroscopy. LLZO powders 
were dispersed in a solvent for UV-Vis 
absorption measurements. As shown in Table 4., 
narrower bandgaps were obtained with the UV-
Vis. absorption spectroscopy technique for both 
samples. Furthermore, while the obtained band 
gap energy of the oxygen-sintered sample is 
relatively larger than that of the air-sintered 
sample with the UV-Vis DRS technique, it is 
obtained narrower with the UV-Vis absorption 
technique. The difference is most probably due 
to the fact that LLZO powder is not soluble, and 
the dispersion of the powders is not stable. That’s 
why scattering effects occur which are not taken 
into account by the UV-Vis absorption 
spectroscopy.   
 
4. Conclusion 
 
In this work, we have studied the effects of 
sintering atmospheres on the optical, structural, 
and conductivity properties of Ga-doped LLZO 

solid electrolytes. Both samples sintered in 
oxygen and air showed a cubic crystal structure. 
The electronic indirect band gap energy of the 
oxygen-sintered sample was obtained relatively 
larger, Eg=5.77 eV, compared to the air-sintered 
sample with UV-Vis DRS spectroscopy. SEM 
and 3D optical profilometer results indicated that 
the oxygen-sintered pellet was formed with 
lower porosity consequently leading to a higher 
relative density.  
 
Furthermore, ionic conductivities also confirmed 
the density difference of the pellets. According to 
the EIS results, the oxygen-sintered pellet has a 
high ionic conductivity of 1.04x10-4 Scm-1. Also, 
the 3D optical profilometer measured a lower 
surface root-mean-square (RMS) roughness of 
Rq= 0.1833 µm for the oxygen-sintered pellet 
which can be useful to create an intimate 
interface with Li anode to suppress the Li growth.  
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This study investigates the fabrication of single and double-row lattice beams 
utilizing three distinct lattice structures: cubic, octet, and body-centered cubic 
(BCC), using Tough-PLA filament. This material exhibits similar plastic 
deformation characteristics to traditional PLA filament but possesses superior 
strength. Mechanical properties of the bulk Tough-PLA filament were evaluated 
through standard tensile testing. Subsequently, to assess the influence of lattice 
configuration and beam width, the single and double-row beams were subjected to 
three-point bending tests. The experimental data were analyzed in terms of specific 
energy absorption, crush force efficiency, and specific force value, allowing for 
comparisons with existing literature to identify the most effective parameters. The 
findings indicate that the octet lattice structure, featuring angled struts, is the most 
efficient design as beam thickness increases. Conversely, for single-row beams with 
narrower widths, the BCC lattice—with both vertical and angled struts—emerges as 
the optimal design. Additionally, cubic lattices consistently displayed the least 
favorable performance due to their reliance on vertical struts across all beam widths 
examined. 
 

 
1. Introduction 
 
The investigation into the three-point bending of 
polymer beams represents a significant domain 
within materials science, especially concerning 
the elucidation of mechanical properties and the 
behavior of polymer-based materials when 
subjected to flexural stresses. This approach is 
commonly employed to assess the bending 
strength and stiffness of diverse polymer 
composites, particularly those augmented with 
fibers, which markedly improve their mechanical 
properties. The three-point bending test offers 
significant advantages owing to its 
straightforward methodology and the direct 
correlation it creates between the applied load 
and the resultant deflection. This facilitates a 
precise evaluation of material behavior when 
subjected to bending stresses. 
 

PLA is a biodegradable thermoplastic sourced 
from renewable materials, frequently employed 
in the fabrication of lattice structures owing to its 
advantageous mechanical characteristics and 
processing simplicity. Studies have shown that 
integrating supplementary materials, including 
epoxy and milled glass fibers, significantly 
improves the mechanical properties of PLA 
lattices. Mustafa et al. [1] demonstrated that PLA 
lattices, when filled with epoxy and reinforced 
with milled glass fibers, showed enhanced 
mechanical properties in comparison to pure 
PLA lattices. This finding underscores the 
potential of multi-material structures to optimize 
performance. Additionally, Egan et al. [2] 
highlighted the critical role of design and 
processing strategies in influencing the 
mechanical properties of 3D-printed polymer 
lattices. They observed that changes in relative 
density and unit cell geometry have a substantial 
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impact on both the elastic modulus and overall 
strength of these materials. 
 
The techniques utilized in the fabrication of PLA 
lattice structures significantly influence their 
overall performance. Fused filament fabrication 
(FFF) represents a prevalent technique that 
facilitates meticulous regulation of lattice 
geometry and porosity. Sala et al. [3] conducted 
an investigation into the potential of Fused 
Filament Fabrication (FFF) for the production of 
bespoke lattice structures. Their findings 
illustrate that alterations in nozzle diameter and 
the design of unit cells can result in notable 
variations in mechanical performance. 
Furthermore, the implementation of 
sophisticated methodologies, such as direct ink 
writing (DIW), has demonstrated the capability 
to enable the fabrication of intricate lattice 
structures that are difficult to realize through 
conventional approaches. Nevertheless, the 
citation associated with DIW fails to explicitly 
discuss PLA or its associated mechanical 
properties; thus, it has been omitted to enhance 
clarity. 
 
The mechanical performance of PLA lattice 
beams is significantly affected by their structural 
characteristics, including factors such as porosity 
and the design of the unit cell. Egan et al. 
emphasized that a rise in porosity typically 
results in a reduction of the elastic modulus, a 
phenomenon that can be beneficial in contexts 
necessitating lightweight structures endowed 
with energy absorption properties [4]. 
Furthermore, an examination of the failure 
behavior of these lattices under compressive 
forces has been conducted, demonstrating that 
the hybrid properties of PLA lattices can offer 
efficient load-bearing solutions while preserving 
a lightweight structure [5]. This holds significant 
importance in the realm of biomedical 
applications, wherein the mechanical 
characteristics of scaffolds are required to closely 
resemble those of natural bone in order to 
facilitate effective tissue integration [6]. 
 
Polymer beam bending is affected by many 
factors. These include the polymer type, 
reinforcing components, and testing 
configuration. Cyclic three-point bending studies 
on biomimetic beams showed hysteresis in 

loading and unloading curves due to material 
friction and deformation [7]. Understanding 
polymers' viscoelastic properties, which can 
cause energy loss under cyclic loading, is crucial. 
In addition, adding fibers like glass or carbon has 
increased the bending strength of polymer 
composites. Glass fibers in I-beams increase 
stiffness and reduce buckling under transverse 
stresses. This shows that fiber reinforcement 
improves mechanical performance [8].  
 
Composite materials can improve polymer beam 
mechanical properties. Epoxy mortars can repair 
and strengthen timber beams, increasing their 
load-bearing capacity in three-point bending tests 
[9]. This approach strengthens beams and 
extends their service life, making them suitable 
for existing structures. The fibers used in 
polymer composites greatly affect their 
performance. Polymer mortars made with 
untreated sisal fibers had the highest ultimate 
strength. The mechanical properties of treated 
fibers were inferior, highlighting the importance 
of fiber treatment and selection in improving 
mechanical performance [10]. 
 
The role of temperature in the bending behavior 
of polymer beams is another critical aspect. The 
mechanical properties of polymers can vary 
significantly with temperature, affecting their 
performance under load. For instance, introduced 
an experimental device to measure the 
temperature of deflection under load, 
emphasizing the thermomechanical 
characteristics of polymeric materials during 
three-point bending tests [11]. This is particularly 
relevant in applications where polymers are 
exposed to varying thermal conditions, as it can 
lead to changes in stiffness and strength. In 
addition to the mechanical properties, the bond 
strength between reinforcing materials and the 
polymer matrix plays a vital role in the overall 
performance of composite beams.  
 
Research by demonstrated that the bond strength 
of carbon fiber-reinforced polymer (CFRP) bars 
in timber beams significantly influenced their 
bending performance, with increases in ultimate 
strength observed in reinforced beams compared 
to unreinforced controls [12]. This underscores 
the necessity of ensuring strong interfacial 
adhesion to maximize the benefits of 
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reinforcement in polymer beams. Furthermore, 
the bending failure behavior of polymer beams 
can be complex, often involving multiple failure 
modes. For instance, explored the correlations 
among different bending test methods for dental 
hard resins, revealing that the choice of testing 
method can significantly impact the measured 
flexural strength [13]. This finding is crucial for 
standardizing testing procedures in polymer 
beam evaluations to ensure consistent and 
reliable results across different studies. 
 
The use of advanced materials such as graphene 
and basalt fibers in polymer composites has also 
gained attention in recent years. evaluated the 
mechanical properties of polyester composites 
reinforced with graphene, demonstrating 
significant enhancements in strength and 
stiffness through three-point bending tests [14]. 
Similarly, basalt fiber-modified concrete beams 
were investigated, highlighting the unique 
mechanical properties conferred by these 
advanced materials under bending loads [15]. 
These innovations in material science open new 
avenues for developing high-performance 
polymer beams suitable for demanding 
applications.  
 
In recent studies, the bending behavior of 
functionally graded materials (FGMs) has been 
explored using advanced theoretical frameworks. 
For instance, Dang [16] proposed a third-order 
shear deformation theory that accounts for 
geometrical imperfections and thermal 
environments, demonstrating its applicability to 
rotating FGMs resting on elastic foundations. 
This theory enhances the understanding of how 
material properties vary across the beam's 
thickness, which is crucial for accurately 
predicting bending responses. Moreover, the 
bending characteristics of hybrid materials have 
been investigated, as seen in the work by Wu et 
al. [17], who studied a combined beam made of 
welded thin-walled steel and camphor pine 
wood. Their experimental results revealed 
significant improvements in bending 
performance due to the synergistic effects of the 
materials used, suggesting that innovative 
combinations can lead to enhanced structural 
capabilities. Such findings are pivotal for 
developing sustainable construction materials 

that leverage the strengths of both wood and 
steel. 
 
Recent studies have shown that the flexural 
behavior of lattice beams can be significantly 
influenced by their structural design and material 
composition. For instance, Wang et al. [18] 
investigated composite sandwich beams with 
lattice-web reinforcement, demonstrating that 
the nonlinear flexural behavior is enhanced 
through the integration of glass fiber-reinforced 
plastics (GFRP) with a wood core. Their 
experimental and numerical analyses revealed 
that the lattice-web structure effectively 
improves flexural rigidity, which is crucial for 
applications requiring lightweight yet strong 
materials. Similarly, Cuan-Urquizo and Bhaskar 
[19] highlighted the flexural elasticity of 
woodpile lattice beams, noting that despite the 
practical interest in such materials, 
comprehensive studies on their flexural response 
remain limited. This indicates a gap in literature 
that necessitates further exploration to fully 
understand the mechanics of lattice beams.  
 
Moreover, the mechanical properties of lattice 
beams can be actively controlled through 
innovative design approaches. Sinha and 
Mukhopadhyay [20] discussed the potential for 
on-demand programming of elastic moduli in 
lattice materials, suggesting that the stiffness and 
failure strength can be dynamically adjusted. 
This capability is particularly relevant for 
applications in adaptive structures where 
performance needs to be tailored to varying 
conditions. The integration of advanced 
materials, such as hybrid composites with 
bamboo layers and lattice ribs, has also been 
shown to enhance the flexural behavior of beams, 
as demonstrated by Zhang et al. [21]. Their 
experimental investigation highlighted the 
benefits of using hybrid materials to achieve 
superior mechanical performance. 
 
In this study, three different lattice topologies 
were used to create lattice beams with different 
widths. Accordingly, a tensile test was conducted 
to obtain the mechanical properties of the bulk 
material of Tough-PLA filament. Following this, 
lattice beams were tested under 3-point bending 
loading conditions. Different crashworthiness 
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parameters were examined to obtain the most 
sufficient lattice beam design. 
 
2. Materials and Method 
 
Polylactic acid (PLA) filament represents one of 
the most prevalent materials utilized in the realm 
of 3D printing, which is a prominent technique 
within the broader category of additive 
manufacturing processes. The family of PLA 
filaments encompasses various types, each 
exhibiting distinct mechanical properties. 
Among these materials, PLA-Flex exhibits an 
exceptionally high capacity for plastic 
deformation, whereas Tough-PLA demonstrates 
superior impact resistance compared to 
traditional PLA filaments. In the present 
investigation, Tough-PLA filament was selected 
due to its comparable plastic deformation 
characteristics to those of PLA filament while 
also providing enhanced strength properties. 
Initially, to ascertain the mechanical properties of 
the Tough-PLA material, a dog bone tensile test 
specimen (refer to Figure 1) was fabricated in 
accordance with ISO-527 standards. 
Subsequently, tensile tests were conducted in 
strict adherence to these established standards. 
The mechanical properties derived from the 
conducted test are presented in Table 1 below. 
 

 
Figure 1. Tensile test specimens are made up of 

Tough-PLA (after the tensile test) 
 

Table 1. Mechanical properties of Tough-PLA bulk 
material 

Youngs 
Modulus 
(MPa) 

Yield 
stress 
(MPa) 

Tensile 
strength 
(MPa) 

Elongation at 
break 
(%) 

2550 39 55 8.6 
 
The design of lattice beam specimens was 
conducted utilizing three distinct lattice 
configurations: cubic, octet, and body-centered-
cubic (BCC). Each specimen exhibits a relative 
density of 30%, resulting in an approximate 
equivalence in weight among them. Beams were 
generated through the arrangement of 16 of these 

lattice geometries positioned adjacently, 
configured in the shape of cubes, each possessing 
a unit dimension of 10 mm. The beam specimens 
were systematically categorized into two distinct 
groups, and a thorough analysis was conducted 
to evaluate the impact of beam width on their 
performance. In the initial set of beam 
specimens, a solitary row of cages was 
implemented throughout the length of the beam. 
Conversely, in the subsequent set of beam 
specimens, two rows of cages were employed in 
parallel along the length of the beam. Figure 2 
illustrates the unit lattice structures as viewed 
from the opposing side. Figure 3 illustrates both 
the lateral and frontal perspectives of the beam 
specimen, accompanied by two rows of lattices 
positioned adjacent to it, along with the 
corresponding dimensions. 
 

 
Figure 2. Cross-section view of different lattice 

topologies a) cubic, b) octet, and c) BCC 
 

 
Figure 3. Longitudinal and cross-section views of 

octet lattice beams with dimensions 
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The 3-point bending tests conducted on all lattice 
beam specimens utilized a universal MTS brand 
device, which possesses a capacity of 100 kN. 
The tests were carried out at a speed of 2 
mm/min, as illustrated in Figure 4. 
 

 
Figure 4. 3-point bending test setup 

 
2.1. Crashworthiness parameters 
 
To determine whether or not a structure is 
crashworthy, it is necessary to locate the 
crashworthiness indication. The literature [22, 
23] states that in order to qualitatively analyze 
the crashworthiness of the beam constructions 
under three-point bending performance, three 
parameters were proposed. These parameters are 
specified as load-carrying capacity (LC), energy 
absorption (EA), and specific energy absorption 
(SEA). According to this study, the 
crashworthiness of auxetic beams is evaluated 
using three different indications. A structure's 
load-bearing capacity, often known as LC, is the 
maximum force that can be exerted on it as a 
result of the force story. Assuming that the force-
displacement curve is taken into consideration, 
the EA provides an indication of the amount of 
energy that is absorbed by the lattice beam 
structure for a particular displacement value. In 
light of this, the EA can be described as follows: 
 
𝐸𝐸𝐸𝐸 = ∫ 𝐹𝐹(𝑦𝑦) 𝑑𝑑𝑦𝑦𝑑𝑑

0       (1) 
 
where F(y) is the instantaneous load carried by 
the beam structure, and d is the compression 
displacement. The specific energy absorption, 
described as the energy absorbed per unit mass, 
has been broadly used as: 
 
𝑆𝑆𝐸𝐸𝐸𝐸 = 𝐸𝐸𝐴𝐴

𝑚𝑚
       (2) 

 

where m is the mass of the lattice beam structure 
and is calculated for the length between the fixed 
supports.  
 
3. Results and Discussion 
 
The 3-point bending tests conducted on the 
lattices utilized in this study were performed a 
minimum of two times to ensure the reliability 
and repeatability of the obtained results. 
 
3.1. Single-row lattice beams 
 
Figure 5 presents a comparative analysis of the 
force-displacement curves corresponding to 
single-row cubic, octet, and body-centered cubic 
(BCC) lattices collectively. It is important to 
highlight that the cubic lattice is characterized by 
the presence of only vertical struts, while the 
octet lattice is distinguished by its incorporation 
of angled struts. Conversely, the body-centered 
cubic (BCC) lattice exhibits a configuration 
characterized by the presence of both vertical and 
angled struts. This arrangement represents a 
synthesis of the structural elements found in both 
cubic and octet lattices. Upon conducting an 
analysis of the curves, it becomes evident that the 
total displacement value attains its maximum in 
the cubic beam.  
 
It is important to highlight that the abrupt 
decrease in force observed in the cubic beam 
transpires at significantly lower force and 
displacement values compared to the other two 
specimen types. Indeed, the specimen exhibiting 
the body-centered cubic (BCC) structure 
demonstrated the highest recorded maximum 
force value, which was approximately 332 N. 
Subsequent to this event, the octet specimen 
achieved a commendable second place by 
attaining a force measurement of 300 N. The 
cubic beam exhibited a reduction of 50% in 
comparison to its octet counterpart, maintaining 
a consistent force of approximately 200 N. 
Analysis of the force curves obtained from the 
specimens indicates that they exhibit comparable 
stiffness during the initial phase of testing. 
Regarding the characteristics of force, it is 
evident that all specimens, with the exception of 
the cubic lattice, demonstrate a notable 
similarity. Nonetheless, the octet beam exhibits a 
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hook-like configuration, in contrast to the BCC 
beam, which demonstrates a more linear decline. 
 

 
Figure 5. Force-displacement curves of the single-

row cubic, octet, and BCC lattice beams 
 
3.2. Double-row lattice beams 
 
The force-displacement curves for the specimens 
featuring two cages aligned in the direction of the 
cage length following the completion of the 
bending tests are presented collectively in Figure 
6. The observation that the force curves of the 
various cage types exhibit a remarkable degree of 
coincidence is significant as it underscores the 
efficacy of the manufacturing process employed. 
The characteristics of the force are evidently 
analogous to those observed in their single-row 
counterparts. The configuration of the octet 
beam, characterized by its hook-like shape, bears 
resemblance to that of its single-row equivalents, 
particularly in relation to the abrupt decline 
observed in the cubic cage structure. Similarly, 
the linear decline observed in the BCC specimen 
closely resembles that of the other specimen 
group.  
 
Nevertheless, it is observed that the force curves 
associated with the octet and body-centered 
cubic (BCC) structures exhibit a displacement in 
comparison to their single-row counterparts. 
Upon examination of the force curves, it 
becomes evident that the force values exhibit an 
upward shift in comparison to their single-row 
counterparts. The observed enhancements in the 
maximum force values for cubic, octet, and BCC 
beams were quantified at 125%, 95%, and 130%, 
respectively. This observation is significant as it 

illustrates that the octet lattice increasingly 
asserts its dominance regarding force 
enhancement as the number of rows escalates. 
 

Figure 6. Force-displacement curves of the double-
row cubic, octet, and BCC lattice beams 

 
The parameters related to the crashworthiness of 
the beam specimens are collectively presented in 
Table 2. To ascertain the optimal design of the 
beam specimens, a comprehensive examination 
of various parameters was conducted. This 
included an analysis of specific energy 
absorption, specific load-carrying capacity, and 
crush force efficiency, alongside the evaluation 
of the energy absorbed by the specimens. Within 
the context of these parameters, the specific 
energy absorption parameter is determined by 
calculating the ratio of the absorbed energy to the 
weight of the specimen. Conversely, the crush 
force efficiency parameter is derived from the 
ratio of the average force value exerted on the 
beam specimen to the maximum force value 
recorded.  
 
Furthermore, the specific force value is 
determined by calculating the ratio of the 
maximum force exerted by the beam to the 
weight of the specimen. The analysis of the data 
presented in the table indicates that the maximum 
energy is achieved within the octet lattice 
configuration of the two-row beam specimens. 
Indeed, the octet specimen demonstrated an 
energy absorption of approximately 5J, which is 
25% greater than that of the cubic specimen. 
Given that the relative densities of the specimens, 
and consequently their weights, are comparable, 
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it is evident that an increase in energy will result 
in elevated specific energy absorption values.  
 
Certainly, the octet beams once more yielded the 
highest SEA value observed. It is noteworthy that 
the BCC beam, possessing approximately double 
the energy and SEA values compared to the octet 
beam in single-row specimens, exhibits values 
that are roughly 35% lower than those of the octet 
beam in two-row specimens. This suggests that 
lattice elements arranged at an angle provide 
enhanced efficiency in load-bearing capacity for 
broader beams. Following the assessment 
conducted regarding the CFE value, it can be 
concluded that the optimal scenario is achieved 
in the two-row octet beam, despite the fact that 
all samples exhibit nearly comparable values. 

The observed data indicates that the SFV value 
exhibits a comparable variation to that of the 
CFE value. Upon careful consideration of the 
various parameters involved, it can be concluded 
that the most effective specimens for single-row 
beams are those characterized by a body-
centered cubic (BCC) structure, while octet 
beams demonstrate superior efficiency in the 
context of double-row configurations. 
Consequently, when considering a single-row 
beam, it is advisable to favor the BCC lattice, 
which integrates both vertical and angled struts. 
In analogous situations where the 
implementation of a double-row beam is 
anticipated, it becomes evident that the selection 
of the octet lattice is the more suitable option, 
given that it exclusively comprises angled struts. 

 
Table 2. Energy absorption efficiency parameters of the cubic, octet and BCC lattice beams 

Specimen 
configuration 

Weight 
(g) 

Crushing 
displacement 

(mm) 

Fmean 
(N) 

Fmax 
(N) 

Absorbed 
energy 

(J) 

Specific 
energy 

absorption 
(J/g) 

Crush force 
efficiency 

(%) 

Specific 
force 
value 
(N/g) 

Single 
row 

Cubic 

11 

3.69 108 200 0.4 0.036 54 18.2 
3.66 101 192 0.37 0.034 52 17.5 

Octet 5.47 183 303 1 0.09 60 27.6 
5.4 176 298 0.95 0.086 59 27.1 

BCC 5.72 189 327 1.08 0.098 58 29.7 
5.8 193 330 1.12 0.101 58 30.0 

Double 
row 

Cubic 

22 

14.3 286 443 4.1 0.19 64 40.3 
14.1 284 451 4.0 0.18 63 41.0 

Octet 9.7 505 684 4.9 0.22 74 62.3 
9.4 500 685 4.7 0.21 73 62.3 

BCC 
7.9 446 652 3.5 0.16 68 59.3 
8.4 443 649 3.7 0.17 68 59.0 

4. Conclusion 
 

The investigation involved conducting 3-point 
bending tests on beam specimens that were 
engineered from various lattice structures, 
specifically cubic, octet, and body-centered cubic 
(BCC), and fabricated using a 3D printing 
technique. In the fabrication of the beams, PLA 
filament was utilized, and tensile tests were 
conducted in accordance with established 
standards for material characterization. 
Subsequently, both single and double-row 
lattices were meticulously fabricated and 
subjected to testing in order to investigate the 
influence of beam width. The data acquired from 
the experiments underwent a thorough analysis 
to identify the most efficient parameter. Within 

this framework, various efficiency parameters 
were employed. The parameters in question are 
delineated as specific energy absorption, crush 
force efficiency, and specific force value, in 
alignment with analogous investigations 
documented in the existing body of literature. 
The comprehensive data collected indicates that 
the octet lattice configuration, characterized by 
angled separations, demonstrates enhanced 
efficiency as the beam thickness increases. In the 
context of single-row beams characterized by 
narrower widths, the investigation revealed that 
the BCC lattice configuration, incorporating both 
vertical and angled struts, emerged as the most 
appropriate design choice. In the analysis of both 
lattice widths, it was observed that cubic beams 
exhibited the least favorable performance, 
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primarily attributable to the presence of their 
vertical struts.  
 
In future research endeavors, it would be 
advantageous to conduct a more extensive 
investigation that encompasses a broader range 
of lattice configurations, incorporating various 
material types and differing lattice dimensions. 
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The present study investigates the impact of SiO₂ NPs (Silicon Dioxide 
Nanoparticles) (500–60000 ppm) on key chemical parameters including protein, 
lipid, carbohydrate, moisture, ash, and fatty acid composition in Galleria mellonella 
(Lepidoptera: Pyralidae) larvae, with a view to identifying potential implications for 
sustainable food systems. It was determined that the protein and carbohydrate 
contents of larvae fed with high doses (>5000 ppm) of SiO2 NPs were significantly 
reduced in comparison to the control group. Moreover, an increment in the dose of 
SiO2 NPs resulted in a decrease in the fat content of the larvae. It was found that 
larvae exposed to 500 and 30000 ppm SiO2 NPs exhibited a reduction in moisture 
content. Furthermore, the ash content of all larvae treated with SiO2 NPs exhibited a 
significant increase. Finally, an increment in the dose of SiO2 NPs in the larvae was 
found to be an increase in the level of palmitic acid and a decrease in the level of 
oleic acid. These findings demonstrate the importance of evaluating the risks 
associated with nanoparticle exposure in edible insect-based food products with a 
view to ensuring food safety and sustainability. 
 

 
1. Introduction 
 
The global food system is facing two significant 
challenges: The necessity of feeding an 
expanding population and the responsibility to 
minimize its environmental impact [1]. The 
production of conventional protein sources, such 
as livestock, is characterized by a high 
environmental impact such as gas emissions, 
excessive freshwater use, and large-scale 
deforestation and is a significant contributor to 
environmental degradation [2]. It is therefore 
evident that the examination of sustainable and 
alternative protein sources has become a crucial 
field of research and development, with the 
objective of ensuring global food security [3].  
 
Edible insects, which are an important source of 
protein, lipids, and some essential components, 

represent a promising solution to this global 
challenge [3, 4]. The high protein content and 
adaptability of The Greater Wax Moth (Galleria 
mellonella) (Lepidoptera: Pyralidae) larvae make 
them a particularly suitable model for the study 
of nanoparticle interactions and their nutritional 
implications. The larvae of the G. mellonella 
represent a particularly noteworthy species 
within the diverse range of edible insects (it is not 
consumed directly by humans, generally it is 
used in zoos for insectivorous creatures). They 
have attracted considerable interest due to the 
ease with which they can be cultivated, their high 
nutritional value, and their adaptability.  
 
The larvae depending on species and stage have 
been found to contain high levels of lipids (2–
62%), and especially oleic and linoleic acids, 
which are considered essential for human health 
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[5-7]. Furthermore, it is notable that the protein 
content exceeds averagely 30%. It has been 
reported that albumins (>45%) and glutelins 
(>35%) are the dominant proteins in the G. 
mellonella protein composition, with prolamins 
and globulins also reported [8]. The protein 
content of G. mellonella is considerably higher 
than that of conventional meat products and 
several plant-based protein sources [9]. 
Additionally, it has been indicated that insect 
proteins are comparatively more digestible than 
plant proteins [10]. Therefore, their nutritional 
profile, which includes protein, lipid, and 
carbohydrate reserves, makes them an attractive 
dietary substitute to meet the increasing global 
food demands [11, 12]. 
 
Although the potential of G. mellonella as a 
sustainable protein source is evident, it is 
important to note that the nutritional composition 
and quality of these larvae can be influenced by 
environmental exposures [13]. For example, their 
composition can change with exposure to various 
stressors such as temperature, humidity, oxygen 
including external chemicals or nanoparticles. 
Furthermore, the nutritional composition may 
also be changed to interactions with components 
commonly found in nature or food additives 
utilized in food applications. Silicon dioxide 
(SiO₂) is a notable component due to its extensive 
utilization and potential interactions with 
biological systems. SiO₂ is a metal oxide in its 
amorphous form and was approved as a food 
additive by European Food Safety Authority 
(EFSA) and Food and Drug Administration 
(FDA) [14, 15].  
 
It has been utilized for several decades as an anti-
caking, stabilizer and adsorbent in some foods 
and dietary foods [16, 17]. The SiO₂ is a 
particulate material, and nano-sized particles (1–
100 nm) are probably formed during its 
manufacture. It has been demonstrated in 
previous studies that SiO₂ NPs have a damaging 
effect on a range of organisms, resulting in 
reduced survival rates, diminished cellular 
viability, and modifications to lipid metabolism 
[18-20]. Furthermore, our previous research 
indicated a notable reduction in hemocyte counts 
and viability in G. mellonella larvae following 
exposure to elevated doses of SiO₂ NPs [21]. 
Nevertheless, the extent to which such exposures 

affect the nutritional quality of G. mellonella 
larvae remains largely uninvestigated.  
Therefore, this study aims to address the lack of 
research in this area by investigating the effects 
of varying concentrations of SiO₂ NPs on the 
chemical and biochemical parameters of G. 
mellonella larvae. In particular, the impact of the 
nanoparticles on the nutritional value of the 
larvae was assessed by changes in protein, lipid, 
carbohydrate, moisture, ash, and fatty acid 
composition. By connecting the effects of 
nanoparticle exposure to nutritional outcomes, 
this research contributes to the expanding field of 
knowledge regarding edible insects and their part 
in sustainable food systems. 
 
2. General Methods 
 
2.1. Insect 
 
The larvae were reared in conditions of 25±5°C, 
60±5% relative humidity and a photoperiod of 
12:12 (light: dark). The rearing conditions, 
including temperature, humidity and ambient 
light, were rigorously monitored and maintained 
throughout the experimental period. Adult 
insects and newly hatched larvae were raised in 
glass jars and honeycomb was used for their 
nutrition. A spherical nanopowder of SiO₂ NPs 
with a diameter of 22 nm was employed in all 
experimental treatments (Nanokar, İstanbul, 
Türkiye). 
 
2.2. Characterization of SiO2 NPs 
 
Scanning electron microscopy (SEM) and X-ray 
diffraction (XRD) were employed to confirm the 
morphological and structural properties of the 
SiO₂ NPs, thereby ensuring consistency and 
accuracy in the experimental treatments. Results 
of spherical and 22 nm-sized hydrophilic 
amorphous SiO2 NPs were given in detail in a 
study that we have previously performed [21]. 
The XRD results of the SiO₂ NPs revealed the 
presence of an amorphous peak with an 
equivalent Bragg angle of 2θ=22.16. [21, 22]. 
 
2.3. Experimental diets  
 
A series of multiple-dose experiments at elevated 
doses was conducted to ascertain the LD50 (lethal 
dose) of SiO2 NPs. However, the doses of 500, 
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5000, 30000, and 60000 ppm of SiO2 NPs were 
identified as the experimental doses for the study, 
as the mortality rates observed in larvae exposed 
to doses below 60000 ppm were within the range 
of 50-90% [23]. In the study, doses of 500, 5000, 
30000, and 60000 ppm SiO2 NPs were added to 
the insect diet mixture recommended by 
Bronskill [24]. The SiO2 NPs were sonicated in a 
bath sonicator for 5 min before being transferred 
to the experimental diets. Only pure water was 
added to diets of the control larvae. Forty second 
instar larvae were transferred to the insect 
feeding diets. From these larvae, 14-16 days old 
last instar larvae were selected for the treatments. 
For each experimental group, 12 larvae, with 3 
repetitions and 4 larvae in each repetition were 
selected so that their total weight would be 
equivalent to 2g [25, 26]. The moisture (mg), 
protein (%), lipid (%), carbohydrates (%), ash 
content (%) and fatty acid composition of the 
larvae was determined. 
 
2.4. Moisture content analysis 
 
The samples were subjected to a drying process 
at 65°C for approximately 8 h until a constant 
weight was attained. Subsequently, the moisture 
content of the larvae was calculated by 
subtracting the dry weight from the fresh weight 
[27]. 
 
2.5. Ash content analysis 
 
The samples were weighted in porcelain crucible 
and heated at 550°C for 12 h. Samples reached a 
constant weight and light grey color after the 
heating. After the samples were cooled to room 
temperature, ash content was calculated from the 
weight difference [28]. 
 
2.6. Protein content analysis 
 
The protein content of samples was determined 
by the Kejldahl method [29]. The samples were 
weighted into the digestion tubes and the catalyst 
(K2SO4 and CuSO4) and H2SO4 were added to 
the tubes. The samples were digested until the 
mixture reached a green color. After digestion, 
samples were distillated with Na2SO4 solution 
into the H₃BO₃ solution. Finally, distillated 
samples were titrated by HCl and the nitrogen 
content was calculated. In order to determine the 

total protein amount, the nitrogen content 
determined was multiplied by a coefficient of 5.6 
[30]. 
 
2.7. Fat content analysis 
 
The fat content of the larvae was determined by 
the Soxhlet extraction method [28]. The sample 
was weighted into Soxhlet apparatus and 
petroleum ether was added as solvent. The 
sample was extracted for a total of 6 h. The fat 
content of the sample was calculated based on the 
weight difference before and after extraction. 
 
2.8. Carbohydrates content analysis 
 
The carbohydrate content of the larvae was 
determined by the anthrone method [31]. Dried 
samples were stirring with distilled water at 25°C 
for 1 h and then centrifuged to obtain extraction. 
Extracts were mixed with anthrone reagent and 
mixed for 1 min. Then, mixture were heated at 
100°C for 30 min. The absorbance of samples 
were determined at 620 nm by UV-VIS 
spectrophotometer after the samples cooled to 
room temperature. The results were expressed as 
percentage of dry sample mass. 
 
2.9. Fatty acid composition analysis 
 
The cuticular free fatty acids were extracted by 
method described by [26]. The samples were 
extracted for a period of 5 min in 20 ml of 
petroleum ether, followed by a further 5 min in 
20 ml of dichloromethane. The methylation 
procedure of lipids and GC condition was carried 
out in accordance with the methodology 
described by Ozer and Kilic [32]. Extracted lipid 
from the larvae was methylated with CH3ONa 
solution in methanol and BF3 solution in 
methanol and analyzed by Agilent 7820A gas 
chromatography (Agilent Technologies, USA). 
The identification of fatty acids in the samples 
was conducted through a comparison of the 
starting times of the fatty acid methyl esters 
standards. The results were expressed as a 
percentage of the total gas chromatography area. 
 
2.10. Statistical analysis 
 
The means were compared with one way 
ANOVA and the differences between the means 
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were significant with P<0.05. The p- and F-
values from the one-way ANOVA testing are 
presented. Tukey's test for post hoc analysis was 
applied (SPSS 2010). Principal component 
analysis (PCA) was employed for the purpose of 
visualizing and interpreting the multivariate 
relationships between fatty acid composition and 
the experimental treatments. PCA was conducted 
on the fatty acid composition and the content of 
polyunsaturated (PUFA), monounsaturated 
(MUFA), and saturated (SFA) fatty acids using 
the Minitab software (Minitab 21.4.1, Minitab 
Inc., State College, PA, USA). 
 
3. Results and Discussion 
 
Table 1 provides the chemical composition of 
larvae under varying doses of SiO₂ NPs, 
highlighting significant changes in key 
nutritional components. According to the 
statistical results, when protein content for G. 
mellonella larvae fed with SiO2 NPs were 
examined, a notable difference was found 
between the control group and doses of 5000 
ppm and above (x2=65.020, F= 459.572, df=4, 
P=0.00) (Table 1). Depending on the increasing 
SiO2 NPs dose in the diet, the observed reduction 
in protein content suggests a potential disruption 
in protein synthesis or increased degradation, 
likely linked to oxidative stress induced by SiO₂ 
NPs (Table 1). A similar situation was observed 
in fat content, and increasing doses of SiO2 NPs 
caused a decrease in the fat content of the larvae 
(x2=61.708, F= 123.9, df=4, P=0.00).  
 
The reduction in fat content may be indicative of 
an interference with lipid metabolism pathways, 
potentially through the inhibition of lipid 
synthesis enzymes or enhanced lipid oxidation. 
The carbohydrate content demonstrated a notable 
dose-dependent decline, which is likely 
associated with the increased metabolic demand 
for energy under conditions of oxidative stress 
(x2=0.068, F= 8.570, df=4, P=0.018). In 
comparison to control group, a decrease in the 
moisture content in groups treated with 500 and 
30000 ppm SiO2 NPs (x2=179.600, F= 0.643, 
df=4, P=0.004). Finally, all of the SiO2 NPs 
doses increased the ash content in larvae at a 
statistically significant level (x2=0.156, F= 
38.427, df=4, P=0.010). The larval total fatty 
acid composition of G. mellonella according to 

experimental groups are given in Table 2. In this 
study, thirteen different fatty acids ranging from 
6 to 22 carbon atoms were identified in all larvae 
(Table 2). According to the results of fatty acid 
composition analysis, larvae contained SFA (up 
to 60%), followed by MUFA (up to 38%), and 
PUFA (up to 1.5%) (Table 2).  
 
Among the SFAs, palmitic acid (C16:0) was a 
major fatty acid (up to 46%). Compared with the 
control group, the palmitic acid significantly 
increased depending on the increasing SiO2 NPs 
(47–55%, respectively) (x2=25.881, F= 0.643, 
df=4 P=0.000). Another most abundant fatty acid 
in larva was oleic acid (C18:1) (up to 29%), and 
there was a decline in the this fatty acid in larvae 
exposed to 30000 and 60000 ppm SiO2 NPs 
(down to 22%) (x2=16.345, F= 593.15, df=4, 
P=0.000). Similarly, compared with the control 
group, at all doses of the SiO2 NPs, caused a 
significant decrease in the content of capric acid 
(C10:0) (at 500, 5000, and 30000 ppm SiO2 NPs 
doses) (x2=16.345, F= 593.15, df=4, P=0.000), 
heneicosenoic acid (C21:1) (at all SiO2 NPs 
doses (500-60000ppm)), (x2=1.532, F= 38.758, 
df=4, P=0.001), behenic acid (C22:0) (at 500 and 
30000 ppm SiO2 NP doses) (F= 46.00, df=4, 
P=0.000). Conversely, some doses of the SiO2 
NPs resulted in a notable increment in the 
linoleic acid (C18:2) (at all SiO2 NPs doses (500-
60000ppm)) (x2=0.059, F= 10.873, df=4, 
P=0.011) (Table 2). There were no significant 
increases or decreases in the other identified fatty 
acids (Table 2). 
 
PCA was conducted to investigate the 
differences and similarities between the 
treatment groups, with the fatty acid composition 
and saturated and unsaturated properties of fatty 
acids considered (Figure 1). 
 
PCA identified the effect of SiO2 NPs on fatty 
acids more clearly. It was concluded that the 
experimental groups in which SiO2 NP was not 
used or used at a dose of 500 ppm (control and 
Group 1) exhibited similarities in fatty acid 
profiles, particularly those of C18:1, C21:1, and 
C14:0 (Figure 1A). 
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Table 1. Effects of Silicon dioxide nanoparticles (SiO2 NPs) on chemical parameters in Galleria mellonella 
larvaex 

Groups Protein (%)y Fat (%)y Carbohydrate 
(%)y 

Water Content 
(mg)y 

Ash content 
(%)y 

Control 43.38±0.47 ax 52.35±0.40 a 2.03±0.08 a 101.0±6.0 a 2.30±0.05 a 
500 ppm 
SiO2 NP 

42.55±0.10 a 50.97±0.70 a 1.74±0.04 b 77.0±2.0 b 2.67±0.10 b 

5000 ppm 
SiO2 NP 

39.37±0.30 b 48.43±0.09 b 1.58±0.03 c 91.5±5.5 ab 2.68±0.03 b 

30000 ppm 
SiO2 NP 

33.00±0.02 c 43.55±0.30 c 1.44±0.01 cd 82.0±7.1 b 2.54±0.07 b 

60000 ppm 
SiO2 NP 

30.67±0.18 d 38.92±0.71 d 1.31±0.04 d 93.0±2.3 ab 2.78±0.03 b 

xValues are mean ± standard error from triplicate groups. 
a, b, c Values within a row with different superscripts differ significantly at P<0.0 

 
Table 2. Larval total fatty acid composition of Galleria mellonella according to experimental groupsx 

Fatty Acids Methyl Esters  
(FAMEs, %) 

Control 500 ppm  
SiO2 NP 

5000 ppm  
SiO2 NP 

30000 ppm  
SiO2 NP  

60000 ppm 
SiO2 NP 

C6:0y Caproic acid  1.67±0.03 a 1.60±0.02 a 1.67±0.02 a 1.64±0.08 a 1.59±0.01 a 
C8:0 Caprylic acid  1.10±0.01 a 1.09±0.02 a 1.11±0.02 a 1.12±0.04 a 1.11±0.03 a 
C10:0 Capric acid 0.49±0.04 a 0.35±0.02 b 0.32±0.02 b 0.38±0.01 b 0.41±0.03 ab 
C12:0 Lauric acid 0.91±0.02 a 0.86±0.04 a 0.92±0.01 a 0.88±0.09 a 0.93±0.05 a 
C14:0 Myristic acid 3.85±0.04 a 3.84±0.05 a 3.75±0.13 a 3.81±0.02 a 3.75±0.11 a 
C15:0 Pentadecylic acid 0.91±0.04 a 0.87±0.02 a 0.86±0.05 a 0.89±0.01 a 0.86±0.02 a 
C16:0 Palmitic acid 46.42±0.07 a 47.31±0.15 b 48.27±0.13 c 51.85±0.33 d 55.05±0.07 e 
C16:1 Palmitoleic acid 0.32±0.03 a 0.32±0.02 a 0.35±0.01 a 0.33±0.04 a 0.34±0.02 a 
C18:0 Stearic acid 4.87±0.19 a 4.75±0.07 a 4.42±0.17 a 4.42±0.04 a 4.66±0.17 a 
C18:1 Oleic acid 29.17±0.03 a 29.15±0.06 a 29.05±0.12 a 25.67±0.22 b 22.81±0.03 c 
C18:2 Linoleic acid 1.56±0.07 a 1.76±0.08 b 1.76±0.02 b 1.91±0.03 bc 2.01±0.04 c 
C21:1 Heneicosenoic acid  8.56±0.23 a 7.94±0.01 b 7.35±0.01 c 6.96±0.17 d 6.29±0.13 e 
C22:0 Behenic acid 0.15±0.01 a 0.14±0.01 b 0.15±0.01 a 0.12±0.01 c 0.15±0.02 a 

∑PUFA Polyunsaturated fatty acids 1.56±0.07 a 1.76±0.08 b 1.76±0.02 b 1.91±0.03 bc 2.01±0.04 c 
∑MUFA Monounsaturated fatty acids 38.06±0.23 a 37.41±0.09 ab 36.75±0.11 b 32.96±0.36 c 29.45±0.18 d 

∑SFA Saturated fatty acids 60.38±0.30 a 60.83±0.17 ab 61.48±0.09 b 65.12±0.38 c 68.53±0.21 d 
xValues are the average of three replicates. 
a, b, c Values within a row with different superscripts differ significantly at P<0.05 
 
These similarities explained the observed 
variance to a significant extent, while the other 
experimental groups demonstrated notable 
differences from these control groups. 
Conversely, it can be stated that in groups 3 and 
4, which have the highest SiO2 NP usage, C16:0 
and C18:2 fatty acids are differentiated from 
other groups by exhibiting higher values. The 
changes in fatty acids also affected the ratios of 
SFA, MUFA and PUFA in total fatty acids. 
Figure 1B illustrates the significant 
differentiation between experimental groups 
based on their distinct fatty acid profiles, which 
serves to confirm the role of SiO₂ NPs in 
modifying the lipid composition. Consequently, 
groups 3 and 4 were separated from the other 
groups. Conversely, Group 2 exhibits partial 
similarities to the other groups but also displays 
distinctive characteristics with regard to specific 
fatty acids (e.g., C18:2). 

Proteins consumed through diet are broken down 
in the gastrointestinal system of humans or 
animals by enzymes such as proteases and 
peptidases, and then converted into amino acids, 
dipeptides, or tripeptides, which are absorbed in 
the small intestine [11]. The harmful chemicals 
applied to insects also affect the structure and 
quantity of synthesized proteins. It is thought that 
the increased oxidative stress induced by SiO₂ 
NPs may potentially disrupt mitochondrial 
function, which could result in impaired protein 
synthesis and increased proteolytic activity. 
Specifically, the activities of synthesized 
enzymes are either increasing or decreasing [33, 
34]. The chemical substance used in our study, 
SiO2 NPs doses (at doses of 5000 ppm and 
above) significantly reduced the protein content 
(P<0.05) (Table 1). 
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As known, SiO₂ NPs has the potential to damage 
mitochondria and subsequently facilitate the 
increased degradation of proteins, nucleic acids 
and lipids through reactive oxygen species 
release (ROS) [35]. 
 

 
Figure 1. Loading Plot of principal component 
analysis on fatty acid composition (A), PUFA, 

MUFA and SFA content (B). 
 
Therefore, exposure of the insect to SiO2 NPs 
may have caused oxidative stress that negatively 
affected its chemical and biochemical parameters 
(Table 1). Korsloot, van Gestel [36] have noted 
that stress reactions in insects are known to be 
energy-demanding processes. It has been argued 
that energy-demanding stress responses, such as 
increased repair and detoxification activities, 
may have contributed to the depletion of protein, 
fat, and carbohydrate reserves. The organisms 
may divert energy to repair mechanisms, and 
pathogenic impacts may cause the depletion of 
energy stores [37]. Therefore, it is thought that 
the decrease in protein, fat and carbohydrate 
contents in G. mellonella larvae due to increasing 
SiO₂ NPs doses is related to NP-induced stress. 
(Table 1). In addition to all these results, NP-
induced stress caused an important reduction in 
the body moisture content of G. mellonella at 500 
and 30000 ppm SiO2 NPs doses as a 
physiological response  (P<0.05) (Table 1). It has 

been reported that loss of moisture content due to 
external factors may occur as a physiological 
response in insects [38]. Unlike the moisture 
content values, all of the SiO2 NPs doses 
increased significantly the content of the ash 
content compared to the control group (P<0.05) 
(Table 1). The decreasing moisture content and 
increasing ash content have been reported by 
Markmanuel and Godwin [39] with similar to 
present study. The elevated ash content indicates 
the accumulation of mineral content, which may 
be attributed to disrupted metabolic pathways 
resulting from NP exposure [39].  
 
The present study provides confirmation of 
results previously obtained, indicating that the 
most significant and prevalent fatty acids in G. 
mellonella are palmitic and oleic acids [40, 41] 
(Table 2). Additionally, larvae contained a 
significant amount of heneicosenoic acid. 
However, larvae’s contained negligible levels of 
short-chain and very long-chain fatty acids 
(Table 2). It is thought that this may be related to 
feeding of larva’s. Kazek, Kaczmarek [41] stated 
that the presence of short and long-chain fatty 
acids is related to the diet of the larvae. 
Furthermore, larvae fed with wax contain more 
short-chain and long-chain fatty acids.  
 
The findings of studies conducted on G. 
mellonella larvae indicate that alterations in the 
fatty acid profile may occur as a consequence of 
oxidative stress, which may be the result of 
infection, exposure to certain ingredients or 
different feeding practices [41-44]. It seems 
probable that this is an adaptive response aimed 
at counteracting the harmful effects of reactive 
oxygen species [44]. For example, the changes in 
fatty acid composition has been evidenced in 
both LDPE-containing nutrition and 
Conidiobolus coronatus infection [44, 45]. It has 
been identified that polyunsaturated fatty acids 
can predispose larvae to oxidative damage, as 
they are susceptible to ROS attack and can cause 
to the formation of lipid hydroperoxides [42].  
 
Nevertheless, alterations in fatty acid 
composition may also be affected by SiO2 NPs 
the oxidative stress process within the organism. 
Indeed, our study demonstrated that the increase 
in exposure of SiO2 NPs dose, a source of 
oxidative stress, resulted in an elevation in 
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polyunsaturated fatty acids while 
monounsaturated fatty acids exhibited a decline 
(Table 2).  
 
Similarly, oxidative stress resulting from various 
infections has been shown to result in a reduction 
in MUFA, despite an increase in PUFA [46, 47]. 
Changes in the fatty acid composition of larvae 
after exposure to SiO2 NPs can be attributed to a 
variety of underlying mechanisms. One of the 
most fundamental and relevant mechanisms may 
be oxidative stress caused by SiO2 NPs. It is well 
known that NPs can produce ROS when 
interacting with biological systems [48]. The 
peroxidation of lipids induced by ROS results in 
the disruption of membrane integrity, which in 
turn leads to the degradation of unsaturated fatty 
acids and alterations in the fatty acid profile [49]. 
The most well-known consequence of oxidative 
stress is lipid peroxidation, which causes 
disruption of cellular membranes and changes in 
membrane fluidity and function [48].  
 
Furthermore, the potential of SiO₂ to NPs affect 
lipid metabolism in larvae is also identified. NPs 
have the potential to inhibit the enzymatic 
activities involved in the synthesis and 
degradation of lipids. For example, SiO2 NPs 
have the potential to inhibit or alter the activities 
of desaturase and elongate enzymes, which are 
essential for the synthesis of long-chain fatty 
acids. This may result in a reduction or increase 
in the levels of specific fatty acids, which could 
lead to alterations in the overall fatty acid profile 
[49]. Finally, it is hypothesized that SiO₂ NPs 
may influence the energy metabolism of larvae. 
NPs have been demonstrated to affect 
mitochondrial function, which is crucial for 
energy production and lipid metabolism. This 
may result in alterations to the synthesis of fatty 
acids. Hussain, Javorina [50] reported that NPs 
can disrupt mitochondrial activity, resulting in 
decreased ATP production and increased fatty 
acid oxidation as a compensatory mechanism. 
 
4. Conclusion 
 
In conclusion, the exposure of G. mellonella 
larvae to SiO2 NPs resulted in significant 
alterations in their chemical parameters, 
particularly in fatty acid composition. The 
determined changes can be linked to oxidative 
stress, interference with lipid metabolism, 

inhibition of some enzyme activities and 
mitochondrial dysfunction. These findings 
highlight the importance of investigating the 
long-term impacts of nanoparticle exposure on 
the nutritional quality of edible insects, 
particularly in the context of their use as 
sustainable protein sources. The study raises 
significant questions regarding the safety and 
regulation of nanoparticles in food systems, 
emphasizing the requirement for further research 
and policy development. 
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Packaging steels are widely used across a broad range of industries, from food and 
beverage to chemical products, for the protection, transportation and storage of 
goods. In this study, the effects of chemical composition and annealing parameters 
on the phase transformation behavior, microstructure, and mechanical properties of 
packaging steels were investigated. Two steel samples, Steel A and Steel B, with 
different chemical compositions (designed according to ASTM A623-22 standard 
limitations), were prepared using a vacuum induction melting (VIM) furnace. Within 
the scope of simulation studies, hot rolling, cold rolling, and annealing process 
simulators were utilized. Before the annealing simulations, the Gleeble 3500 thermal 
simulation device and JMatPro software were used to determine the process 
conditions. A light optical microscope (LOM) and a scanning electron microscope 
(SEM) were used for microstructural characterization studies. Mechanical properties 
were characterized with tensile tests. Steel A and Steel B samples with different 
alloying elements and cooling rates were compared to evaluate their suitability for 
advanced packaging applications. The results of this analysis show that the addition 
of Nb and Mn to Steel B enhances bainite formation, refines grain size, and improves 
mechanical properties compared to Steel A. 
 

 
1. Introduction 
 
Traditional steels often struggle to balance 
strength and ductility; as strength increases, 
ductility typically decreases, making it difficult 
to meet safety and performance standards [1, 2]. 
Advanced high-strength steels (AHSS) with 
multiphase microstructures, including ferrite, 
bainite, martensite, and retained austenite, are 
increasingly used in automotive applications [3-
7]. These steels are favored over traditional high-
strength low-alloy (HSLA) steels because of 
their exceptional strength-to-ductility ratio, 
which merges high strength, excellent ductility, 
continuous yielding and high initial work 
hardening rates [8, 9].  The packaging sector has 
seen significant advancements in steel grades 
over recent decades, focusing on both higher 
strength materials and the need for highly 

formable steels suitable for complex deep 
drawing applications [10]. A specific example of 
such applications is the forming of valve cups for 
aerosol tops, which requires a high level of 
deformation, thus placing substantial demands 
on the materials used [11]. Packaging steels are 
preferred for their compatibility with human 
health, non-toxicity, excellent formability, 
weldability, and resistance to corrosion [12].  
 
Tinplate is a versatile material primarily used in 
the packaging industry, particularly for food and 
beverage containers packaging steel finds use 
across a wide range of applications [13, 14]. 
These include diverse types of containers for 
food, personal hygiene products, household and 
automotive care items, industrial products, and 
paints. Additionally, it is utilized in the creation 
of gifts or promotional products, as well as 
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closures and aerosols [15, 16]. Tinplate materials 
are widely used in various industries due to their 
excellent properties such as corrosion resistance, 
high strength, and formability [17, 18].  
 
Conventional tinplate materials primarily consist 
of a ferritic phase. Ferrite is characterized by its 
low carbon content, providing ductility and 
softness to the steel. This microstructure 
possesses high formability and low strength 
properties, enhancing the workability of tinplate 
materials and making them suitable for various 
packaging applications [19, 20]. Multiphase 
steels refer to materials that have a combination 
of different phases, such as ferrite, bainite, 
martensite and retained austenite. This 
combination enhances the mechanical properties 
of the tinplate, providing a balance of strength 
and ductility, which is beneficial for various 
packaging applications [21, 22]. In multiphase 
steels, high levels of alloying elements such as 
Mn, Si and Cr are required to achieve the desired 
microstructural and mechanical properties [23, 
24]. However, for packaging steels that come 
into contact with food, the ASTM A623-22 
standard imposes restrictions on the chemical 
composition of these elements [25]. Therefore, it 
is necessary to design and develop new concept 
packaging steels that go beyond the conventional 
approaches to multiphase steel production. This 
innovative approach aims to meet both the 
stringent chemical composition requirements for 
food contact and the mechanical performance 
demands of advanced packaging applications. 
 
Recent literature reviews indicate a lack of 
comprehensive information on multiphase 
packaging steel. This is a significant gap 
considering the increasing demands of the 
packaging industry, which expects materials to 
maintain high strength and excellent formability 
even as thickness reductions become more 
stringent. Achieving these properties necessitates 
the presence of phases other than ferrite in the 
final microstructure. In traditional thin packaging 
steel production, a double cold reduction process 
is employed after annealing [26, 27]. This 
process not only reduces the material's thickness 
but also enhances hardness and strength, albeit at 
the expense of elongation percentage [14, 17, 
18]. The desired mechanical properties and 
formability characteristics could potentially be 

achieved through a multiphase microstructure, 
thereby eliminating the need for a second cold 
reduction process. This approach would allow for 
direct utilization of the material post-annealing, 
meeting industry requirements for high 
performance without additional processing steps.  
 
In the present work, the effects of chemical 
composition and annealing parameters on the 
phase transformation behavior, microstructure 
and mechanical properties of multiphase 
packaging steels were investigated. 
 
2. Experimental Study 
 
A schematic diagram illustrating the steps of the 
experimental procedure is shown in Figure 1. 
 

 
Figure 1. Schematic diagram of experimental 

process 
 
2.1. Material 
 
In the experimental studies, cold-rolled steel has 
been used. The chemical compositions of the 
materials used in the experimental studies are 
given in Table 1. The percentage values of the 
elements used in Table 1 have been designed 
considering the limit values specified in the 
ASTM A623-22 standard. 
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Table 1. Chemical composition of samples (wt.%) 
Elements Steel A Steel B 

C 0.110 0.110 
Mn 0.350 0.530 
Si 0.015 0.015 
P 0.011 0.012 
Cr 0.060 0.060 
Nb - 0.017 

 
2.2. Simulation tests 
 
Two different chemical compositions were used 
to produce ingots with dimensions of 
500×150×225 mm in a vacuum induction 
melting (VIM) furnace. VIM furnace process is a 
technique used to melt metals under controlled 
vacuum conditions, typically for producing high-
quality alloys. The process takes place under a 
vacuum environment to minimize contamination 
from gases such as oxygen or nitrogen, which 
could negatively affect the quality of the molten 
metal. This method is particularly useful for 
producing high-purity metals and alloys, as it 
reduces the presence of impurities that can occur 
in more conventional melting methods. The 
casting of materials with the compositions of 
Steel A and Steel B was completed, followed by 
hot rolling processes. During the hot rolling 
process, the finishing temperature was set at 
900°C and the coiling temperature was applied at 
550°C. In the cold rolling simulator, a reduction 
of 80% was applied to the samples. The rolled 
samples were subjected to annealing simulations 
to achieve the desired mechanical properties and 
to develop a multiphase microstructure. Prior to 
the annealing process, transformation 
temperatures can be predicted through physical 
simulations and computational software. 
 
The production of multiphase steel involves 
determining the ferrite-austenite phase transition 
temperatures (A1 and A3), heating the material 
to the specified process temperature within these 
critical temperature ranges and maintaining this 
temperature to achieve the two-phase region. The 
material is then quenched to room temperature in 
order to achieve the desired microstructural 
features [28-29].  
Computer simulations of intercritical continuous 
cooling transformation (CCT) diagrams, which 
are calculated based on chemical composition, 
have been utilized as a strategy to develop new 
chemistries for producing multiphase steels [30, 

31]. The JmatPro software was performed to 
predict phase transformations.  
 
Determining the transformation temperatures, 
Continuous Cooling Transformation (CCT) tests 
were conducted using a Gleeble 3500 thermal 
simulation device. The test involved heating 
solid flat specimens (Figure 2), 17.5 cm in length 
and 5 cm in width, to 920°C at a heating rate of 
1°C/s. The specimens were held at this 
temperature for 30 seconds before being cooled 
to room temperature. It was cooled from this 
temperature to room temperature at a cooling rate 
of 1°C/s. 
 

 
Figure 2. The sample of Gleeble 3500 thermal 

simulation device 
 

2.3. Microstructural and mechanical 
characterization 
 
Samples for microstructural analysis were cut 
along the transverse direction (TD). These 
sectioned specimens hot-mounted, grounded and 
polished in sequence. After polishing, the 
samples were etched with 2% nital and picral 
solutions for characterization. Samples were 
characterized using a light optical microscope 
(Nikon Eclipse MA200) and a scanning electron 
microscope (SEM, Zeiss EVO10).  
 
Tensile tests were performed using a Zwick Z250 
testing machine. The tests were conducted in 
accordance with the ISO 6892-1 standard [32].  
 
3. Results and Discussion 
 
3.1. Evaluation of simulation tests 
 
Before annealing operation, dilatometric 
analyzes were carried out on the Gleeble Thermal 
Simulation device to determine the Ac1 and Ac3 
transformation temperatures of the Steel A 
composition. The dilatation curves featured two 
key points corresponding to the intercritical 
temperatures. These points, marked by the first 
and second peaks on the dilatation curves, 
represent the Ac1 and Ac3 temperatures, 
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respectively. The CCT diagrams created and 
calculated with the usage of JMatPro software 
were used to examine the phase transformation 
and transition temperatures. It has been 
determined that the Ac1 (725°C) and Ac3 (870°C) 
temperatures obtained from CCT tests conducted 
on the Gleeble device are compatible with the 
temperatures predicted using JmatPro. The 
temperature values set on the Gleeble device 
were consistent with the measured values. The 
dilatometric curve of Steel A is given in Figure 3 
and CCT diagram of Steel A is shown in Figure 
4. According to the CCT diagram, the possible 
phases in the Steel A sample are ferrite and 
pearlite, with no additional phase 
transformations such as bainite and/or martensite 
observed as the cooling rate increases. 
 

Figure 3. Gleeble dilatometry curve for Steel A 
 

 
Figure 4. Continuous cooling transformation 

diagram for Steel A 
 

The CCT diagram calculated for the composition 
of Steel B using JMatPro is presented in Figure 
5. When comparing the CCT diagrams of Steel A 
and Steel B, it is observed that the Ac1 and Ac3 
temperature values are close. The expected phase 
structures in the microstructure vary depending 
on the cooling rates applied in the CCT diagrams. 

In terms of microstructure, it is predicted that 
bainite and ferrite may form depending on the 
applied cooling rate.  
 

 
Figure 5. Continuous cooling transformation 

diagram for Steel B 
 
Generally, achieving multiphase steel requires a 
high alloy content. However, as previously 
mentioned, due to the alloying limitations 
specified in the ASTM A623-22 standard for 
packaging steels, alloying can not be utilized. 
Therefore, process parameters were optimized to 
achieve the desired final properties. For cold-
rolled steels with low alloy content in their 
chemical composition, it is necessary to apply 
high cooling rates during the annealing process. 
In the annealing process, a temperature of 810°C 
for 100 seconds within the A1 and A3 
temperature range, was applied. Trials were 
performed at different cooling rates (30°C/s and 
150°C/s). 
 
3.2. Characterization of microstructure and 
mechanical properties 
 
Niobium increases material strength with solid 
solution, grain refinement and precipitation 
hardening [33]. Nb is precipitated in the 
microstructure and delays recrystallization and 
forms an effective barrier to grain growth. Grain 
refinement effect also contributes positively to 
material strength and toughness [33, 34]. 
Microstructure images of samples etched with 
nital solution are given in Figure 6. Grain size of 
the Steel B was finer than the Steel A sample. It 
has been observed that niobium has a grain 
refining effect.  
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(a) Grain size 9.00 µm 

 
(b) Grain size 6.00 µm 

Figure 6. Optical microscope micrographs of nital 
etched Steel A (a) and Steel B (b) samples 

 
In the micrographs etched with nital, it was 
observed that the microstructure consisted of a 
two-phase structure. The light-toned regions 
represent the ferrite phase while the dark black 
areas are likely indicative of pearlite or bainite. 
The secondary phase content has been calculated 
using Clemex software. According to the 
calculation, the Steel A contains 8% secondary 
phase while the Steel B contains 9% secondary 
phase. However, this calculation does not 
differentiate between bainite and pearlite. In 
order to determine the second phase, picral 
etched samples were characterized by using 
SEM.  
 
In the Steel A, the microstructure consists of 
ferrite and pearlite (Figure 7). This situation is 
also consistent with the CCT data in the 
simulation studies. Since the Steel A sample had 
a lean analysis, the experimental studies were 
continued with the Steel B sample in order to 
obtain the targeted microstructure and 
mechanical properties.  

 
Figure 7. SEM images of steel A sample annealed at 

low cooling rate 
 

In order to support the bainite transformation and 
strength increase, the Mn alloy element was 
increased and the Nb alloy element was added to 
the Steel B sample. In addition to alloy design 
within standard limits, cooling rates in the 
process were also revised. With the increasing 
cooling rate, bainite formation occurred and the 
microstructure consists of ferrite and bainite 
(Figure 8 and Figure 9). 
 

 
Figure 8. SEM images of Steel B sample 

annealed at low cooling rate 
 

 
Figure 9. SEM images of Steel B sample annealed 

at high cooling rate  
 
The mechanical test results observing the effects 
of process and alloy design for Steel A and Steel 
B samples are presented in Table 2. The 
mechanical tests were performed two times. 
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When simulations performed at low cooling rates 
are compared, it is determined that the 
mechanical properties of the Steel B sample are 
better. Although both steels contain ferrite and 
pearlite phases, this difference in mechanical 
properties can be explained by variations in grain 
size (Steel A: 9 µm / Steel B: 6 µm) and alloy 
composition. Different mechanisms are used to 
enhance the strength of steels. These include 
solid solution strengthening, precipitation 
hardening, grain size refinement, phase 
transformation and work hardening [35-37].  
 
As the grain size decreases, the strength and 
toughness of the steel improve. The relationship 
between grain size and strength is explained by 
the Hall-Petch equation [35]. The precipitates 
present in the microstructure prevent grain 
boundary coarsening and contribute to achieving 
a fine-grained structure [35]. As the grain size 
decreases, grain boundaries act as barriers to 
dislocation motion, thereby enhancing strength. 
In this study, the higher strength observed in the 
Steel B sample compared to Steel A is attributed 
to the contributions of the Nb alloying element to 
fine grain size and precipitation strengthening, as 
well as the Mn alloying element to solid solution 
strengthening. In addition to annealing 
simulation studies performed at low cooling 
rates, the Steel B sample was carried out to both 
low and high cooling rates.  
 
The microstructure of the simulation sample 
subjected to a low cooling rate consisted of 
ferrite and pearlite whereas the sample subjected 
to a high cooling rate exhibited the formation of 
ferrite and bainite (Figure 7, Figure 8 and Figure 
9). In the Steel B sample, the increase in cooling 
rate promoted bainite formation, which 
positively contributed to the improvement of 
tensile strength. 
 

Table 2. Mechanical values of samples 
Mechanical 

Values 
Steel A Steel B 

LCR LCR HCR 
Yield Strength, 

MPa 351±6 370± 5 347±5 

Tensile Strength, 
MPa 402±7 430± 7 502±6 

% Elongation 21 ±1 21± 1 23± 1 

LCR: low cooling rate (30°C/s) 
HCR: high cooling rate (150°C/s) 

3. Conclusion 
 
This study investigated the effects of chemical 
composition and annealing parameters on the 
phase transformation, microstructure, and 
mechanical properties of multiphase packaging 
steels. The results are summarized below. 
 
• The alloying values were used in the 

production of conventional multiphase steels 
can not be applied for packaging steel due to 
the alloying elements limit specified in the 
ASTM A623-22 standard. In the production 
of standard high strength packaging steel, 
the double reduction process enables an 
increase in strength. If the production of 
multiphase packaging steel becomes 
feasible, the double reduction process may 
not be necessary. Within this scope, a new 
alloy and process design has been 
developed. 
 

• Mn contributed significantly to solid 
solution strengthening while Nb promoted 
grain refinement and precipitation 
strengthening. These modifications 
improved the tensile strength of Steel B 
compared to Steel A. 
 

• High cooling rates facilitated the formation 
of bainite which was directly affected to 
tensile strength in Steel B. Conversely, 
lower cooling rates resulted in a 
microstructure dominated by ferrite and 
pearlite. 
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In this paper, we introduce a new subclass of harmonic functions that significantly 
improves our understanding of these functions in geometric function theory. We 
provide a comprehensive analysis of this subclass by deriving several important 
properties, including coefficient bounds and decay bounds, which are necessary to 
evaluate the behavior and limitations of functions in this class. Additionally, we 
establish sufficient coefficient conditions for harmonic functions to belong to this 
class. Moreover, we rigorously show that this subclass is closed under both convex 
combinations and convolutions, meaning that any convex combination or 
convolution of functions in this class will also belong to the class. These results 
provide valuable insights into the stability and applicability of the subclass and 
provide a solid framework for further theoretical explorations and practical 
applications in complex analysis. 

 
1. Introduction 
 
In the study of harmonic functions, any function 
𝔣𝔣 within the class 𝑆𝑆𝑆𝑆0 can be expressed as 𝔣𝔣 =
𝔲𝔲 + 𝔳𝔳, where 
 

𝔲𝔲(𝑧𝑧) = 𝑧𝑧 + �𝑢𝑢𝑠𝑠𝑧𝑧𝑠𝑠
∞

s=2

, 𝔳𝔳(𝑧𝑧) = �𝑣𝑣𝑠𝑠𝑧𝑧𝑠𝑠.
∞

s=2

 (1) 

 
Both 𝔲𝔲 and 𝔳𝔳 are analytic in the open unit disk 
𝔼𝔼 = {𝑧𝑧 ∈ ℂ: |𝑧𝑧| < 1}. If the condition |𝔳𝔳′(𝑧𝑧)| <
|𝔲𝔲′(𝑧𝑧)| holds in 𝔼𝔼, then 𝔣𝔣 is locally univalent and 
sense-preserving in 𝔼𝔼. It is important to note that, 
when 𝔳𝔳(𝑧𝑧) is identically zero, the class 𝑆𝑆𝑆𝑆0 
reduces to the class 𝑆𝑆. 
 
Let 𝐶𝐶 and 𝐾𝐾 denote the subclasses of 𝑆𝑆 mapping 
𝔼𝔼 onto close-to-convex and convex domains, 
respectively. Similarly, 𝐶𝐶𝑆𝑆0 and 𝐾𝐾𝑆𝑆0are 
subclasses of 𝑆𝑆𝑆𝑆0, mapping 𝔼𝔼 onto these 
respective domains [1-3]. 

Consider an analytic function 𝔲𝔲, where Salagean 
[4] defined the differential operator 𝐷𝐷𝑛𝑛 of 𝔲𝔲 as 
follows: 

𝐷𝐷0𝔲𝔲(𝑧𝑧) = 𝔲𝔲(𝑧𝑧), (2) 

𝐷𝐷1𝔲𝔲(𝑧𝑧) = 𝐷𝐷𝔲𝔲(𝑧𝑧) = 𝑧𝑧𝔲𝔲′(𝑧𝑧), (3) 

𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧) = 𝐷𝐷�𝐷𝐷𝑛𝑛−1𝔲𝔲(𝑧𝑧)� (4)  
 

where 𝑛𝑛 ∈ ℕ0 = {0,1,2, … }. For 𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳, 
Jahangiri et al. [5] defined the modified Salagean 
operator of 𝔣𝔣 as 

𝐷𝐷𝑛𝑛𝔣𝔣(𝑧𝑧) = 𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧) + (−1)𝑛𝑛𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧) (5) 

 
where  
 

𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧) = 𝑧𝑧 + �𝑠𝑠𝑛𝑛𝑢𝑢𝑠𝑠𝑧𝑧𝑠𝑠
∞

s=2

,  

𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧) = �𝑠𝑠𝑛𝑛𝑣𝑣𝑠𝑠𝑧𝑧𝑠𝑠.
∞

s=2

 
(6) 
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Denote by 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) the class of functions            
𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳 and satisfy 
 

𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧)�′� > ��𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)�′�. (7) 

 
It can be shown that the 𝑃𝑃𝑆𝑆0 class, as 
investigated by Ponnussamy et al. [6], is obtained 
for 𝑛𝑛 = 0, and that the 𝑊𝑊𝑆𝑆0class, as investigated 
by Nagpal and Ravichandran [7], is obtained for 
𝑛𝑛 = 1. Furthermore, by selecting specific 
parameter values, the following well-known 
function classes can also be derived as special 
cases: 
 
𝐴𝐴𝐶𝐶𝑆𝑆(0) ≡ 𝑃𝑃𝑆𝑆(𝑞𝑞 → 1−, 0) [8] 

𝐴𝐴𝐶𝐶𝑆𝑆(0) ≡ 𝐴𝐴𝑆𝑆0(1,0,0) [9] 

𝐴𝐴𝐶𝐶𝑆𝑆(1) ≡ 𝐴𝐴𝑆𝑆0(1,1,0) [9] 

𝐴𝐴𝐶𝐶𝑆𝑆(0) ≡ 𝐺𝐺𝑆𝑆(0,1,0) [10] 

𝐴𝐴𝐶𝐶𝑆𝑆(0) ≡ 𝑅𝑅𝑆𝑆(0,0) [11] 

𝐴𝐴𝐶𝐶𝑆𝑆(1) ≡ 𝑅𝑅𝑆𝑆(1,0) [11] 

𝐴𝐴𝐶𝐶𝑆𝑆(1) ≡ 𝑅𝑅𝑆𝑆(1,1,0) [12] 

𝐴𝐴𝐶𝐶𝑆𝑆(1) ≡ 𝑊𝑊𝑆𝑆0(3,1) [13] 
 
For more information on function classes defined 
by high-order differential inequalities, refer to 
[14-17]. 
 
The class 𝐴𝐴𝐶𝐶(𝑛𝑛) consists of functions 𝔲𝔲 ∈ 𝑆𝑆 that 
satisfy the inequality: 
 

𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧)�′� > 0. (8) 

 
2. Geometric Properties of the Class 

𝑨𝑨𝑨𝑨𝑨𝑨(𝒏𝒏) 
 
The first result provides a relationship between 
the function spaces 𝐴𝐴𝐶𝐶(𝑛𝑛) and 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). 
 
Theorem 2.1. The mapping 𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳 ∈
𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) if and only if 𝔘𝔘𝜖𝜖 = 𝔲𝔲 + 𝜖𝜖𝔳𝔳 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛) for 
each 𝜖𝜖 (|𝜖𝜖| = 1). 
 
Proof. Suppose 𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) and 𝔘𝔘𝜖𝜖 =
𝔲𝔲 + 𝜖𝜖𝔳𝔳 for each 𝜖𝜖 (|𝜖𝜖| = 1), 
 

𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔘𝔘𝜖𝜖(𝑧𝑧)�′� 

= 𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧)�′ + 𝜖𝜖 �𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)�′� 

> 𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧)�′� − ��𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)�′� 

                       >  0. 
 
Thus 𝔘𝔘𝜖𝜖 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛). Conversely, let 𝔘𝔘𝜖𝜖 = 𝔲𝔲 +
𝜖𝜖𝔳𝔳 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛). We have 
 

𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧)�′� = 𝑅𝑅𝑅𝑅 �−𝜖𝜖 �𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)�′�. 
 
With appropriate choice of 𝜖𝜖 (|𝜖𝜖| = 1); it follows 
that 
 

𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧)�′� > ��𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)�′�. 
 
So, 𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). 
 
The next results provide a coefficient bound for 
functions in the 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛)class. 
 
Theorem 2.2. Let 𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) then for 
𝑠𝑠 ≥ 2, 
 

|𝑣𝑣𝑠𝑠| ≤
1

𝑠𝑠𝑛𝑛+1
 . (9) 

 
Equality is achieved by the function 𝑓𝑓(𝑧𝑧) = 𝑧𝑧 +
1

𝑠𝑠𝑛𝑛+1
𝑧𝑧𝑠𝑠. 

 
Proof. Suppose that 𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). If the 
series expansion of the function 𝔳𝔳�𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖� is used 
for 0 ≤ 𝑟𝑟 < 1 and 𝜃𝜃 ∈ ℝ, the following 
inequality is obtained: 
 

𝑟𝑟𝑠𝑠−1𝑠𝑠𝑛𝑛+1|𝑣𝑣𝑠𝑠|  
 

≤
1

2𝜋𝜋
� ��𝐷𝐷𝑛𝑛𝔳𝔳�𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖��

′
� 𝑑𝑑𝜃𝜃

2𝜋𝜋

0

 

<
1

2𝜋𝜋
� 𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔲𝔲�𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖��

′
� 𝑑𝑑𝜃𝜃

2𝜋𝜋

0

 

=
1

2𝜋𝜋
� 𝑅𝑅𝑅𝑅 �1 + �𝑠𝑠𝑛𝑛+1𝑢𝑢𝑠𝑠𝑟𝑟𝑠𝑠−1𝑅𝑅𝑖𝑖(𝑠𝑠−1)𝑖𝑖

∞

𝑠𝑠=2

� 𝑑𝑑𝜃𝜃     
2𝜋𝜋

0

 

= 1.    
 
Allowing 𝑟𝑟 → 1−, we prove the result (9).  
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Theorem 2.3. Let 𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) then for 
𝑠𝑠 ≥ 2, 
 

|𝑢𝑢𝑠𝑠| + |𝑣𝑣𝑠𝑠| ≤
2

𝑠𝑠𝑛𝑛+1
. 

 
Equality is achieved by the function 𝔣𝔣(𝑧𝑧) = 𝑧𝑧 +
2

𝑠𝑠𝑛𝑛+1
𝑧𝑧𝑠𝑠. 

 
Proof. Suppose that 𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛), then 
from Theorem 2.2 𝔘𝔘𝜖𝜖 = 𝔲𝔲 + 𝜖𝜖𝔳𝔳 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛) for 
each 𝜖𝜖 (|𝜖𝜖| = 1). Thus for each 𝜖𝜖 (|𝜖𝜖| = 1), we 
have  
 
𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛�𝔲𝔲(𝑧𝑧) + 𝜖𝜖𝔳𝔳(𝑧𝑧)��

′
� > 0. 

 
Therefore, �𝐷𝐷𝑛𝑛�𝔲𝔲(𝑧𝑧) + 𝜖𝜖𝔳𝔳(𝑧𝑧)��

′
= 𝑃𝑃(𝑧𝑧) can be 

achieved by an analytic function 𝑃𝑃 having a 
positive real component in 𝔼𝔼 and of the form 
𝑃𝑃(𝑧𝑧) = 1 + ∑ 𝑝𝑝𝑠𝑠𝑧𝑧𝑠𝑠∞

𝑠𝑠=1 . Then, we derive  
 
𝑚𝑚𝑛𝑛+1(𝑢𝑢𝑠𝑠 + 𝜖𝜖𝑣𝑣𝑠𝑠) = 𝑝𝑝𝑠𝑠−1    𝑓𝑓𝑓𝑓𝑟𝑟 𝑠𝑠 ≥ 2.  (10) 

 
Since 𝑅𝑅𝑅𝑅{𝑃𝑃(𝑧𝑧)} > 0,  we have |𝑝𝑝𝑠𝑠| ≤ 2 for       
𝑠𝑠 ≥ 1. Hence, by equation (10), we get 
 
𝑠𝑠𝑛𝑛+1|𝑢𝑢𝑠𝑠 + 𝜖𝜖𝑣𝑣𝑠𝑠| ≤ 2    𝑓𝑓𝑓𝑓𝑟𝑟 𝑠𝑠 ≥ 2. 
 
Since 𝜖𝜖 (|𝜖𝜖| = 1) is arbitrary, it follows that the 
proof is concluded. 
 
Now, we give a sufficient condition for a 
function to be in the class 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). 
 
Theorem 2.4. Let 𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳 ∈ 𝑆𝑆𝑆𝑆0 with 
 

�𝑠𝑠𝑛𝑛+1(|𝑢𝑢𝑠𝑠| + |𝑣𝑣𝑠𝑠|) ≤ 1
∞

𝑠𝑠=2

 (11) 

 
then 𝔣𝔣 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). Equality holds for the function 
𝔣𝔣(𝑧𝑧) = 𝑧𝑧 + 1

𝑠𝑠𝑛𝑛+1
𝑧𝑧𝑠𝑠. 

 
Proof. Suppose that 𝔣𝔣 = 𝔲𝔲 + 𝔳𝔳 ∈ 𝑆𝑆𝑆𝑆0. Then 
using (11), 
 

𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧)�′� = 𝑅𝑅𝑅𝑅 �1 + �𝑠𝑠𝑛𝑛+1𝑢𝑢𝑠𝑠𝑧𝑧𝑠𝑠−1
∞

𝑠𝑠=2

� 

> 1 −�𝑠𝑠𝑛𝑛+1|𝑢𝑢𝑠𝑠|
∞

𝑠𝑠=2

≥�𝑠𝑠𝑛𝑛+1|𝑣𝑣𝑠𝑠|
∞

𝑠𝑠=2

 

> ��𝑠𝑠𝑛𝑛+1𝑣𝑣𝑠𝑠𝑧𝑧𝑠𝑠−1
∞

𝑠𝑠=2

� = ��𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)�′�. 

 
Hence, 𝔣𝔣 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). 
 
This theorem highlights the distortion bounds for 
functions in the 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) class, showing how the 
function's derivatives can change or stretch 
values. 
 
Theorem 2.5. Let 𝔣𝔣 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). Then 
 

|𝑧𝑧| + 2�
(−1)𝑠𝑠−1|𝑧𝑧|𝑠𝑠

𝑠𝑠

∞

𝑠𝑠=2

≤ |𝐷𝐷𝑛𝑛𝔣𝔣(𝑧𝑧)| 

and  

|𝐷𝐷𝑛𝑛𝔣𝔣(𝑧𝑧)| ≤ |𝑧𝑧| + 2�
|𝑧𝑧|𝑠𝑠

𝑠𝑠

∞

𝑠𝑠=2

. 

 
Equality is satisfied for the function 𝔣𝔣(𝑧𝑧) = 𝑧𝑧 +
∑ 2

𝑠𝑠𝑛𝑛
𝑧𝑧𝑠𝑠.∞

𝑠𝑠=2  
 
Proof. Let 𝔣𝔣 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). Then using Theorem 
2.2, 𝔘𝔘𝜖𝜖 = 𝔲𝔲 + 𝜖𝜖𝔳𝔳 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛) for each 𝜖𝜖 (|𝜖𝜖| = 1). 
Moreover, there is an analytic function 𝜔𝜔(𝑧𝑧) 
such that  
 

�𝐷𝐷𝑛𝑛𝔘𝔘𝜖𝜖(𝑧𝑧)�′ =
1 + 𝜔𝜔(𝑧𝑧)
1 − 𝜔𝜔(𝑧𝑧) (12) 

 
with 𝜔𝜔(0) = 0 and |𝜔𝜔(𝑧𝑧)| < 1 in 𝔼𝔼. 
 
Hence, we get 
 

𝐷𝐷𝑛𝑛𝔘𝔘𝜖𝜖(𝑧𝑧) = �
1 + 𝜔𝜔(𝑡𝑡)
1 − 𝜔𝜔(𝑡𝑡)

𝑧𝑧

0

𝑑𝑑𝑡𝑡 = �
1 + 𝜔𝜔�𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖�
1 −𝜔𝜔(𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖)

|𝑧𝑧|

0

𝑅𝑅𝑖𝑖𝑖𝑖𝑑𝑑𝑟𝑟. 

 
Moreover using Schwarz Lemma, we have 
 

|𝐷𝐷𝑛𝑛𝔘𝔘𝜖𝜖(𝑧𝑧)| = ��
1 + 𝜔𝜔�𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖�
1 − 𝜔𝜔(𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖)

|𝑧𝑧|

0

𝑅𝑅𝑖𝑖𝑖𝑖𝑑𝑑𝑟𝑟� 

≤ �
1 + 𝑟𝑟
1 − 𝑟𝑟

|𝑧𝑧|

0

𝑑𝑑𝑟𝑟 
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and  

|𝐷𝐷𝑛𝑛𝔘𝔘𝜖𝜖(𝑧𝑧)| = ��
1 + 𝜔𝜔�𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖�
1 − 𝜔𝜔(𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖)

|𝑧𝑧|

0

𝑅𝑅𝑖𝑖𝑖𝑖𝑑𝑑𝑟𝑟� 

                    ≥ � 𝑅𝑅𝑅𝑅 �
1 + 𝜔𝜔�𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖�
1 − 𝜔𝜔(𝑟𝑟𝑅𝑅𝑖𝑖𝑖𝑖)�

|𝑧𝑧|

0

𝑑𝑑𝑟𝑟 

                    ≥ �
1 − 𝑟𝑟
1 + 𝑟𝑟

|𝑧𝑧|

0

𝑑𝑑𝑟𝑟. 

Since 
 
|𝐷𝐷𝑛𝑛𝔘𝔘𝜖𝜖(𝑧𝑧)| = |𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧) + 𝜖𝜖𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)| 

        ≤ 1 + 2�|𝑧𝑧|𝑠𝑠
∞

𝑠𝑠=1

 

 
and 
 
|𝐷𝐷𝑛𝑛𝔘𝔘𝜖𝜖(𝑧𝑧)| = |𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧) + 𝜖𝜖𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)| 

                     ≥ 1 + 2�(−1)𝑠𝑠|𝑧𝑧|𝑠𝑠,
∞

𝑠𝑠=1

 

 
in particular, we get 
 

|𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧)| + |𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)| ≤ 1 + 2�|𝑧𝑧|𝑠𝑠
∞

𝑠𝑠=1

 

 
and 
 

|𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧)| − |𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)| ≥ 1 + 2�(−1)𝑠𝑠|𝑧𝑧|𝑠𝑠.
∞

𝑠𝑠=1

 

 
Assume Γ is the radial segment extending from 0 
to z, we get 
 

|𝐷𝐷𝑛𝑛𝔣𝔣(𝑧𝑧)| ≤ � (|𝐷𝐷𝑛𝑛𝔲𝔲(𝜁𝜁)| + |𝐷𝐷𝑛𝑛𝔳𝔳(𝜁𝜁)|)|𝑑𝑑𝜁𝜁|
 

Γ
 

                 ≤ � �1 + 2�|𝑧𝑧|𝑠𝑠
∞

𝑠𝑠=1

� 𝑑𝑑𝑡𝑡
|𝑧𝑧|

0
 

                 = |𝑧𝑧| + 2�
|𝑧𝑧|𝑠𝑠+1

𝑠𝑠 + 1

∞

𝑠𝑠=1

 

                 = |𝑧𝑧| + 2�
|𝑧𝑧|𝑠𝑠

𝑠𝑠

∞

𝑠𝑠=2

 

 

and 
 

|𝐷𝐷𝑛𝑛𝔣𝔣(𝑧𝑧)| ≥ � (|𝐷𝐷𝑛𝑛𝔲𝔲(𝜁𝜁)| − |𝐷𝐷𝑛𝑛𝔳𝔳(𝜁𝜁)|)|𝑑𝑑𝜁𝜁|
 

Γ
 

         ≥ � �1 + 2�(−1)𝑠𝑠|𝑧𝑧|𝑠𝑠
∞

𝑠𝑠=1

� 𝑑𝑑𝑡𝑡
|𝑧𝑧|

0
 

                 = |𝑧𝑧| + 2�
(−1)𝑠𝑠−1|𝑧𝑧|𝑠𝑠

𝑠𝑠

∞

𝑠𝑠=2

. 

 
Next theorem shows that the 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) class is 
closed under convex combinations, meaning that 
any convex combination of functions in 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) 
will also belong to 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). 
 
Theorem 2.6. The class 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) is closed under 
convex combinations. 
 
Proof. Suppose  𝔣𝔣𝑘𝑘 = 𝔲𝔲𝑘𝑘 + 𝔳𝔳𝑘𝑘 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) and 
∑ 𝑐𝑐𝑘𝑘∞
𝑘𝑘=1 = 1  (0 ≤ 𝑐𝑐𝑘𝑘 ≤ 1). The convex 

combination of functions 𝑓𝑓𝑘𝑘 may be written as 
 

𝔣𝔣(𝑧𝑧) = �𝑐𝑐𝑘𝑘𝔣𝔣𝑘𝑘(𝑧𝑧)
∞

𝑘𝑘=1

= 𝔲𝔲(𝑧𝑧) + 𝔳𝔳(𝑧𝑧)������ 

 
where 
 

𝔲𝔲(𝑧𝑧) = 𝑧𝑧 + �𝑐𝑐𝑘𝑘𝔲𝔲𝑘𝑘(𝑧𝑧)
∞

𝑘𝑘=1

    

and 

𝔳𝔳(𝑧𝑧) = �𝑐𝑐𝑘𝑘𝔳𝔳𝑘𝑘(𝑧𝑧).
∞

𝑘𝑘=1

 

 
Both 𝔲𝔲 and 𝔳𝔳 are analytic functions within the 
open unit disk 𝔼𝔼, satisfying the conditions 
𝐷𝐷𝑛𝑛𝔲𝔲(0) = 𝐷𝐷𝑛𝑛𝔳𝔳(0) = (𝐷𝐷𝑛𝑛𝔲𝔲)′(0) − 1 =
(𝐷𝐷𝑛𝑛𝔳𝔳)′(0) = 0 and  
 

𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔲𝔲(𝑧𝑧)�′� = 𝑅𝑅𝑅𝑅 ��𝑐𝑐𝑘𝑘 ��𝐷𝐷𝑛𝑛𝔲𝔲𝑘𝑘(𝑧𝑧)�′�
∞

𝑘𝑘=1

� 

> �𝑐𝑐𝑘𝑘 ��𝐷𝐷𝑛𝑛𝔳𝔳𝑘𝑘(𝑧𝑧)�′�
∞

𝑘𝑘=1

≥ ��𝐷𝐷𝑛𝑛𝔳𝔳(𝑧𝑧)�′� 

 
showing that 𝔣𝔣 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). 
If a sequence {𝑢𝑢𝑠𝑠}𝑠𝑠=0∞  of non-negative real 
numbers satisfies the following criteria, it is 
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termed a "convex null sequence": as 𝑠𝑠 → ∞, 𝑎𝑎𝑠𝑠 
approaches 0, and the inequality 
 
𝑢𝑢0 − 𝑢𝑢1 ≥ 𝑢𝑢1 − 𝑢𝑢2 ≥ ⋯ ≥ 𝑢𝑢𝑠𝑠−1 − 𝑢𝑢𝑠𝑠 ≥ ⋯ ≥ 0 
holds. 
 
We shall require the following Lemma 2.7, 
Lemma 2.8 and Lemma 2.9 to prove results of 
convolution.  
 
Lemma 2.7. [18] When {𝑎𝑎𝑠𝑠}𝑠𝑠=0∞  is a convex null 
sequence, then the function 
 

𝑄𝑄(𝑧𝑧) =
𝑎𝑎0
2

+ �𝑎𝑎𝑠𝑠𝑧𝑧𝑠𝑠
∞

𝑠𝑠=1

 

 
is analytic, and the real part of 𝑄𝑄(𝑧𝑧) is positive 
within the open unit disk 𝔼𝔼. 
 
Lemma 2.8. [19] Suppose the function Φ is 
analytic within the domain 𝔼𝔼, satisfying     
Φ(0) = 1 and 𝑅𝑅𝑅𝑅 [Φ(z)]  > 1/2 throughout 𝔼𝔼. 
For any analytic function 𝔘𝔘 defined in 𝔼𝔼, the 
function  Φ ∗ 𝔘𝔘 maps to values within the convex 
hull of the image of 𝔼𝔼 under 𝔘𝔘. 
 
Lemma 2.9. Let 𝔘𝔘 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛), then 𝑅𝑅𝑅𝑅 �𝔘𝔘(𝑧𝑧)

𝑧𝑧
� > 1

2
. 

 
Proof. Consider 𝔘𝔘 belonging to the class 𝐴𝐴𝐶𝐶(𝑛𝑛), 
defined as 𝔘𝔘(𝑧𝑧) = 𝑧𝑧 + ∑ 𝑈𝑈𝑠𝑠𝑧𝑧𝑠𝑠∞

𝑠𝑠=2 . Then, the 
inequality 
 

𝑅𝑅𝑅𝑅 �1 + �𝑠𝑠𝑛𝑛+1𝑈𝑈𝑠𝑠𝑧𝑧𝑠𝑠−1
∞

𝑠𝑠=2

� > 0   (𝑧𝑧 ∈ 𝔼𝔼) 

 
can be equivalently expressed as 𝑅𝑅𝑅𝑅{𝑃𝑃(𝑧𝑧)} > 1

2
 

within the open unit disk 𝔼𝔼, where 
 

𝑃𝑃(𝑧𝑧) = 1 +
1
2
�𝑠𝑠𝑛𝑛+1𝑈𝑈𝑠𝑠𝑧𝑧𝑠𝑠−1
∞

𝑠𝑠=2

. 

 
Consider a sequence {𝑢𝑢𝑠𝑠}𝑠𝑠=0∞   defined by 
 

𝑢𝑢0 = 1 𝑣𝑣𝑅𝑅 𝑢𝑢𝑠𝑠−1 =
2

𝑠𝑠𝑛𝑛+1
  for 𝑠𝑠 ≥ 2. 

 

It is evident that the sequence {𝑢𝑢𝑠𝑠}𝑠𝑠=0∞  forms a 
convex null sequence. By applying Lemma 2.7, 
we conclude that  

𝑄𝑄(𝑧𝑧) =
1
2

+ �
2

𝑠𝑠𝑛𝑛+1
𝑧𝑧𝑠𝑠−1

∞

𝑠𝑠=2

 

 
is an analytic function and 𝑅𝑅𝑅𝑅{𝑄𝑄(𝑧𝑧)} > 0 
within 𝔼𝔼. Expressing 
 
𝔘𝔘(𝑧𝑧)
𝑧𝑧

= 𝑃𝑃(𝑧𝑧) ∗ �1 + �
2

𝑠𝑠𝑛𝑛+1
𝑧𝑧𝑠𝑠−1

∞

𝑠𝑠=2

�, 

 
and using Lemma 2.8, we arrive at the conclusion 
that 𝑅𝑅𝑅𝑅 �𝔘𝔘(𝑧𝑧)

𝑧𝑧
� > 1

2
 for z ∈ 𝔼𝔼. 

 
Theorem 2.10. Let  𝔘𝔘𝑘𝑘 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛) for 𝑘𝑘 = 1,2. 
Then 𝔘𝔘1 ∗ 𝔘𝔘2 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛). 
 
Proof. Suppose 𝔘𝔘1(𝑧𝑧) = 𝑧𝑧 + ∑ 𝑈𝑈𝑠𝑠𝑧𝑧𝑠𝑠∞

𝑠𝑠=2  and 
𝔘𝔘2(𝑧𝑧) = 𝑧𝑧 + ∑ 𝑉𝑉𝑠𝑠𝑧𝑧𝑠𝑠∞

𝑠𝑠=2 . Then the convolution of 
𝔘𝔘1(𝑧𝑧) and 𝔘𝔘2(𝑧𝑧) is defined by  
 

𝔘𝔘(𝑧𝑧) = (𝔘𝔘1 ∗ 𝔘𝔘2)(𝑧𝑧) = 𝑧𝑧 + �𝑈𝑈𝑠𝑠𝑉𝑉𝑠𝑠𝑧𝑧𝑠𝑠.
∞

𝑠𝑠=2

 

 
Then, we have 
 

�𝐷𝐷𝑛𝑛𝔘𝔘(𝑧𝑧)�′ = �𝐷𝐷𝑛𝑛𝔘𝔘1(𝑧𝑧)�′ ∗
𝔘𝔘2(𝑧𝑧)
𝑧𝑧

. (13) 

 
Since 𝔘𝔘1 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛), we get 𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔘𝔘1(𝑧𝑧)�′� >

0. Moreover using Lemma 2.9,  𝑅𝑅𝑅𝑅 �𝔘𝔘2(𝑧𝑧)
𝑧𝑧
� > 1

2
 in 

𝔼𝔼. Now applying Lemma 2.8 to (13) yields 
𝑅𝑅𝑅𝑅 ��𝐷𝐷𝑛𝑛𝔘𝔘1(𝑧𝑧)�′� > 0 in 𝔼𝔼. Thus, 𝔘𝔘 = 𝔘𝔘1 ∗
𝔘𝔘2 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛). 
 
The next theorem shows that the 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) class is 
closed under the convolution operation, meaning 
that the convolution of functions in 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) will 
also belong to 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). 
 
Theorem 2.11. Let  𝔣𝔣𝑘𝑘 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) for 𝑘𝑘 = 1,2. 
Then 𝔣𝔣1 ∗ 𝔣𝔣2 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛). 
 
Proof. Suppose 𝔣𝔣𝑘𝑘 = 𝔬𝔬𝑘𝑘 + 𝔳𝔳𝑘𝑘 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) with 
𝑘𝑘 = 1,2. The convolution 𝔣𝔣1 ∗ 𝔣𝔣2 = 𝔲𝔲1 ∗ 𝔲𝔲2 +
𝔳𝔳1 ∗ 𝔳𝔳2 is defined as the convolution of the 
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individual components of 𝑓𝑓1 and 𝑓𝑓2. To prove that 
𝔣𝔣1 ∗ 𝔣𝔣2 ∈ 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) we need to prove that 𝔘𝔘𝜖𝜖 =
𝔲𝔲1 ∗ 𝔲𝔲2 + 𝜖𝜖(𝔳𝔳1 ∗ 𝔳𝔳2) ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛) for each 𝜖𝜖 (|𝜖𝜖| =
1). By Teorem 2.10, the class 𝐴𝐴𝐶𝐶(𝑛𝑛) is closed 
under convolutions for each 𝜖𝜖 (|𝜖𝜖| = 1), 𝔲𝔲𝑖𝑖 +
𝜖𝜖𝔳𝔳𝑖𝑖 ∈ 𝐴𝐴𝐶𝐶(𝑛𝑛) for 𝑖𝑖 = 1,2. we can assert that 
𝐴𝐴𝐶𝐶(𝑛𝑛) includes both 𝔘𝔘1 and 𝔘𝔘2, where 
 
𝔘𝔘1 = (𝔲𝔲1 − 𝔳𝔳1) ∗ (𝔲𝔲2 − 𝜖𝜖𝔳𝔳2) ve 𝔘𝔘2 = (𝔲𝔲1 + 𝔳𝔳1) ∗ (𝔲𝔲2 + 𝜖𝜖𝔳𝔳2). 
 
combinations, we can form the function 
 

𝔘𝔘𝜖𝜖 =
1
2

(𝔘𝔘1 + 𝔘𝔘2) = 𝔲𝔲1 ∗ 𝔲𝔲2 + 𝜖𝜖(𝔳𝔳1 ∗ 𝔳𝔳2) 
 
belongs to 𝐴𝐴𝐶𝐶(𝑛𝑛). Hence 𝐴𝐴𝐶𝐶𝑆𝑆(𝑛𝑛) is closed 
under convolution. 
 
In the following example, we illustrate the 
application of the theoretical results. 
 
Example 2.12. Let the functions 𝔣𝔣(𝑧𝑧) = 𝔲𝔲1(𝑧𝑧) +
𝔳𝔳1(𝑧𝑧) = 𝑧𝑧 + 0.075𝑧𝑧2 + 0.075𝑧𝑧3 and 𝔤𝔤(𝑧𝑧) =
𝔲𝔲2(𝑧𝑧) + 𝔳𝔳2(𝑧𝑧) = 𝑧𝑧 + 0.05𝑧𝑧2 − 0.05𝑧𝑧3 be given. 
Since 𝔲𝔲1(𝑧𝑧) = 𝑧𝑧 + 0.075𝑧𝑧2, 𝔳𝔳1(𝑧𝑧) = 0.075𝑧𝑧3, 
𝔲𝔲2(𝑧𝑧) = 𝑧𝑧 + 0.075𝑧𝑧2 and 𝔳𝔳2(𝑧𝑧) = 0.075𝑧𝑧3 a 
straightforward computation yields �𝔳𝔳1

′ (𝑧𝑧)
𝔲𝔲1′ (𝑧𝑧)� < 1 

and �𝔳𝔳2
′ (𝑧𝑧)
𝔲𝔲2′ (𝑧𝑧)� < 1. Consequently, the functions 𝔣𝔣 

and 𝔤𝔤 belong to the 𝑆𝑆𝑆𝑆0 class. Moreover, since 
4|0.075| + 9|0.075| = 0.975 < 1 and 
4|0.05| + 9|0.05| = 0.065 < 1, by Theorem 
2.4 the functions 𝔣𝔣 belongs to the 𝐴𝐴𝐶𝐶𝑆𝑆(1) class. 
On the other hand, the function 𝔥𝔥(𝑧𝑧) = 𝔣𝔣(𝑧𝑧) ∗
𝔤𝔤(𝑧𝑧) = 𝔲𝔲3(𝑧𝑧) + 𝔳𝔳3(𝑧𝑧) = 𝑧𝑧 + 0.00375𝑧𝑧2 −
0.00375𝑧𝑧3, is similarly easily obtained to belong 
to the class 𝐴𝐴𝐶𝐶𝑆𝑆(1). 
 
The images of the unit disk 𝔼𝔼 under the mappings 
𝔣𝔣, 𝔤𝔤 and 𝔥𝔥 are shown in Figure 1, Figure 2, and 
Figure 3, respectively. 

 
Figure 1. Image of the unit disk under the function 𝔣𝔣. 

 

 
Figure 2. Image of the unit disk under the function 

𝔤𝔤. 
 

 
Figure 3. Image of the unit disk under the function 

𝔥𝔥. 
 

3. Conclusion 
 
In this paper, we introduce a new subclass of 
harmonic functions. We also thoroughly analyze 
its properties. We derived precise coefficient 
bounds and distortion bounds that characterize 
the behavior of functions within this subclass. 
Additionally, we established sufficient 
conditions for coefficients that ensure the 
functions meet the desired criteria. Our results 
also demonstrate that this subclass is closed 
under both convex combinations and 
convolutions, highlighting its robustness and 
applicability. These findings contribute to the 
broader understanding of harmonic functions and 
provide a foundation for future research in 
geometric function theory. 
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The current research investigated the bioaccumulation of Ni(II) ions by Rhizopus 
delemar in molasses-containing fluids in a batch reactor. Due to the low pH 
requirements that R. delemar requires, it may grow in wastewater, which has an 
acidic pH. In the absence of Ni(II) ions, the influence of pH and molasses 
concentration on the growth rate and concentration of R. delemar were examined. 
The highest level of microbial growth occurred at a pH of 4.0. Up to 20 g/L of sucrose 
content increased the maximum R. delemar concentration and the specific growth 
rate. While the substrate content in each growing medium including molasses was 
kept constant at 10 g/L, initial concentrations of metal ions were changed between 
50 and 250 mg/L to evaluate the bioaccumulation of Ni(II) ions. It was discovered 
that when metal ions existed, the rate of microorganism growth slowed down as the 
metal ion concentration increased. The maximum growth rates were discovered to 
be 0.257 h-1 in the presence of 50 mg/L Ni(II). When media containing 50 mg/L 
Ni(II) ions, the efficiency of Ni(II) bioaccumulation was found to be 51.8%. 
 

 
1. Introduction 
 
Along with the growth of industry and human 
activities, the concentration of heavy metals in 
wastewater has been growing. Heavy metal-
containing wastewater that enters the 
environment endangers both the ecology and the 
health of people. Heavy metals are dangerous 
because they cannot biodegrade and may result 
in cancer [1]. The heavy metals from different 
industries that are of the most concern include 
lead, zinc, copper, cadmium, chromium, and 
nickel. These substances come from a variety of 
sources, including metal complex dyes, 
insecticides, fertilizers, textile fixing agents, and 
bleaching agents [2]. Tolerable limits for various 
heavy metals in drinking water have been 
established by the WHO [3]. Heavy metal 
removal from industrial effluents is 
accomplished using conventional treatment 
methods such as chemical precipitation, ion 

exchange, coagulation/flocculation, adsorption, 
and electrochemical removal.  
 
The ineffective removal of heavy metals and the 
production of toxic sludge are just two of the 
significant drawbacks of these low-cost systems. 
Reverse osmosis, nanofiltration, and 
ultrafiltration, among other membrane separation 
techniques, have all been applied to the treatment 
of water in recent years [4]. Because the 
production of activated carbon and ion exchange 
resins is dependent on fossil fuels such as coal 
and oil, they are not sustainable. However, the 
bioaccumulation technique is commonly 
favoured for its affordability, environmental 
friendliness, and ease of usage [5]. 
 
Heavy metals enter microorganisms' interior 
spaces via bioaccumulation, a metabolically 
active process involving the importer compounds 
that form a translocation channel across the 
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bilayer of lipids. The heavy metals can be trapped 
inside the intracellular space by proteins and 
peptide ligands [6]. Metal is actively 
bioaccumulated by microorganisms. Numerous 
microorganisms, such as bacteria, algae, and 
fungi, have bioaccumulated metals from polluted 
habitats. The microorganisms that are utilized for 
bioaccumulation should be capable of 
withstanding one or more contaminants at 
increasing concentrations.  
 
Additionally, they might be able to biotransform 
hazardous chemicals into less toxic or benign 
forms, reducing the toxicity of the pollutant and 
keeping it confined [7]. The bioaccumulation 
process involves two steps. In the first stage, 
metal ions cover the cell's surface, and 
metabolism is passive. The cell is then entered by 
metal ions. Only metabolically active cells can 
complete the second stage. If the second stage's 
ideal circumstances for organism growth are 
maintained, biomass production rises. This 
makes it possible for larger concentrations of 
metal ions to bind [8].  
 
Bioremoval cultivating cultures may eliminate 
the requirement for other sources of biomass 
technologies such as cultivation, harvesting, 
drying, etc., but the uses of these methods are 
limited by the requirements of sustaining cell 
growth [9]. Additionally, environmental factors 
like temperature, pH, and biomass content 
always have a substantial influence on how well 
living cells can take in metal ions [10].  
 
Fungi's cell walls are largely made up of 
polysaccharides which account for around 80% 
of their dry weight and may make up an 
additional 30% of their dry weight. According to 
Mir-Tutusaus et al. [11], fungi contain a large 
number of cell wall components with a high 
capacity to bind metals, making them efficient 
bio-sorbents. Fungi's cell walls include 
significant amounts of chitin, chitosan, glucan, 
and mannan in addition to a small quantity of 
glycoprotein. These polymers commonly contain 
hydroxyl (OH), carboxyl (R-COOH or R-CO2H), 
amine (NH2), and phosphate (PO4-, PO3-) 
functional groups as metal-binding ligands [12]. 
Fungi are inexpensive, kind to the environment, 
and abundant in nature [13]. It is known that the 
fungus uses both metabolism-dependent and 

independent mechanisms to survive in 
environments with high metal stress. 
 
R. delemar is an opportunistic pathogen that lives 
in the soil on decaying plants [14] and is known 
as a superb metal accumulator. The maximum 
Cu(II) bioaccumulation was measured by R. 
delemar at pH 6.0, 32.6°C, with an initial 
concentration of 50 mg/L of Cu(II) [15]. Similar 
to this, R. delamar determined the maximal 
Zn(II) removal to be 26.31 mg/L in the 
bioaccumulation medium containing 30 mg/L 
Zn(II) initially at pH 5.0 and 35°C [16]. R. 
arrhizus was able to remove the most Cu(II) at an 
initial concentration of 75 mg/L, with a 
maximum specific intake of 10.76 mg/g [9]. 
 
Nickel is a common industrial chemical that is 
also regarded as a prominent pollutant of aquatic 
ecosystems. Basically, Ni forms soluble salts 
with other chemicals in aquatic ecosystems, 
which can adsorb onto other substances and have 
a variety of synergistic and antagonistic effects. 
Numerous factors, such as Ni concentration, 
water quality, and an organism's physiological 
state, affect the degree of Ni toxicity. In aquatic 
systems, nickel is a major contaminant. It has 
been stated that fish exposed to nickel collect 
nickel in their gills. Fish have suffered from 
compromised digestive and respiratory systems 
as a result. Ion regulation in fish is inhibited by 
Ni poisoning, which results in oxidative stress 
[17]. The World Health Organization (WHO) has 
established a Ni limit of 0.07 mg/L in drinking 
water [18]. 
 
The uptake of Ni(II) ions by R. delemar in a 
molasses medium was studied in this work both 
with and without Ni(II) ions. It was found that R. 
delemar may be used as an efficient biomass for 
metal ion bioremoval, such as Ni(II). 
 
2. General Methods 
 
2.1. R. delemar growth and preparation for 
bioaccumulation 
 
The Fungi, R. delemar, was provided for the 
work by the NRRL of the US Department of 
Agriculture. The growing medium for R. delemar 
contains 2.0 g/L yeast extract, 0.5 g/L K2HPO4, 
0.2 g/L MgSO4.7H2O, and 10 g/L molasses 
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sucrose. To accomplish the sterilization 
procedure, the growth medium was autoclaved (t: 
15 min T: 121°C P: 1.2 atm). We bought KH2PO4 
and MgSO4.7H2O from Sigma Aldrich 
Company. A sugar plant in Ankara (Türkiye) 
offered the molasses sucrose. For the R. delemar 
development, molasses served as the only carbon 
source. 
 
2.2. Bioaccumulation media preparation   
 
Ni(NO3)2 was added to in distilled water at an 
average concentration of 1.0 g/L to make Ni(II) 
solution from stock. The prepared fermentation 
media had a range of 50 to 500 mg/L for metal 
concentrations. By adding HNO3 (0.1 N) and 
NaOH (0.1 N) the fermentation media's pH was 
set to 4.0. 
 
2.3. Bioaccumulation studies and 
measurements of the concentrations of R. 
delemar, molasses sucrose, and Ni(II) 
 
In a batch system with a working capacity of 100 
mL, bioaccumulation tests were conducted at a 
temperature of 25oC. The experiments employed 
a shaker running at 150 rpm. Once the cells had 
entered the exponential growth phase, 
sterilization was done to keep additional 
microorganisms out of the growth medium. The 
cells were modified with metal ion-containing 
media before inoculum. A 1 mL solution of 
microorganisms was added to begin the 
bioaccumulation tests. At time periods, samples 
from growing media were removed and 
centrifuged. The quantity of sucrose in the 
collected liquid was determined using a UV-Vis 
spectrophotometer (CHEBIOUS UV-
spectrophotometer) set at 575 nm. 
Dinitrosalicylicacid was employed to color 
sucrose complexes. The quantity of 
unbioaccumulated Ni(II) ions in the effluent was 
measured at 232 nm using an AAS (GBC 
Avanta) with an air-acetylene flame. At 360 nm, 
the culture medium was measured 
spectrophotometrically [19].  
 
2.4. Modelling growth and bioaccumulation of 
R. delemar 
 
Models of microbial growth often depict 
variation in the maximum specific growth rate 

(µm), which is a reflection of metabolic activity 
[20]. Using microorganism cultures, microbial 
growth can be examined and modeled. The 
growth of a microorganism isolate is depicted by 
a sigmoidal curve made up of distinct and 
distinguishable growth phases including lag, 
exponential (log), stationary, and death (Fig. 1) 
[21]. 
 

 
Figure 1. The microorganism batch-culture growth 

curve 
 
In the batch system, the specific growth rate is 
used to indicate how the concentration of 
microorganisms changes over time during the 
exponential growth phase.  
 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

= 𝜇𝜇𝜇𝜇                                                                 (1)                                                                                                      
 
Equation 2 is obtained by integrating Equation 1 
at the boundary conditions of X=Xo at time t=0 
and X=X at time t=t. 
 
𝐼𝐼𝐼𝐼 𝑑𝑑

𝑑𝑑0
= 𝜇𝜇𝜇𝜇                                                              (2)                                                                                                                                                              

 
where μ is specific growth rate (h-1), X is dry 
microorganism concentration (g /L), and t is time 
(h). 
The connection between the quantity of the rate-
limiting nutrient (sucrose) and the specific 
growth rate may be determined using the Monod 
growth kinetics expression in the absence of 
inhibition. The formula is shown as follows: 
 
𝜇𝜇 = 𝜇𝜇𝑚𝑚𝑆𝑆

𝐾𝐾𝑠𝑠+𝑆𝑆
                                                                  (3)                                                                                                                                                      

 
where Ks is the saturation constant (g/L), and μm 
is the maximum specific growth rate when 
S>>Ks [22]. 
 
The uptake of Ni(II) by R. delemar was 
determined using the following equation 4: 
 
𝑞𝑞 = 𝐶𝐶𝑖𝑖−𝐶𝐶𝑓𝑓

𝑑𝑑
= 𝐶𝐶𝑎𝑎𝑎𝑎𝑎𝑎

𝑑𝑑
                                                     (4)                                                                                                                                 
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where q is bioaccumulated Ni(II) ions per unit 
weight of dried biomass (mg/g mo), Ci is the 
initial Ni(II) ion concentration (mg/L), Cf is the 
residual Ni(II) concentration in solution (mg/L), 
X represents the amount of microorganisms per 
liter (g/L), and Cacc is the amount of 
bioaccumulated Ni(II) ions per liter (mg/L) [23]. 
The removal percentages of Ni(II) were 
determined with an equation as below: 
 
%𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝐶𝐶𝑖𝑖−𝐶𝐶𝑒𝑒𝑒𝑒

𝐶𝐶𝑖𝑖
𝑥𝑥100                                    (5) 

 
where Co is the initial Ni(II) concentration 
(mg/L) and Ceq is the residual metal 
concentration at equilibrium (mg/L). 
 
3. Results and Discussion 
 
3.1. Influence of pH on microbial growth of R. 
delemar 
 
Environmental elements necessary for microbial 
survival and development are influenced by pH. 
By altering the salinity and composition of 
aqueous solutions, it controls the bioavailability 
of nutrients and trace elements. Additionally, pH 
affects the reactivity of naturally occurring 
organic matter as well as the activities of 
extracellular enzymes [24]. pH could inhibit 
microbial metabolism. The majority of 
laboratory cultures are found in a pH range of 3–
4 units, which corresponds to a 3–4 order of 
magnitude difference in proton chemical activity 
[20]. Based on their optimal growth pH, 
microorganisms may be divided into three 
groups: alkaliphiles, which grow quickly above 
pH 9, neutrophiles, which grow best between pH 
5 and 9, and acidophiles, which grow best at pH 
5 [25]. When the ambient pH deviates from the 
optimal pH ranges, microbial growth rates 
decrease. The topologies of microbial 
populations can be affected by pH through 
changing the thermodynamics and kinetics of 
redox reactions. Numerous redox activities 
produce or consume protons, hence pH affects 
the free energy outputs of these processes [26]. 
 
The pH of wastewater is significantly impacted 
by the presence of heavy metals in natural 
circumstances [27]. To study the impact of pH on 
microorganisms concentration and specific 
growth rate, the growth media's pH was changed 

between 2.0 and 5.0. At pH 4.0, the highest 
concentration and growth rate of R. delemar were 
found to be 3.76 g/L and 0.297 h-1 respectively as 
shown in Fig. 2. According to Evirgen and Sağ 
Acikel [16], the greatest biomass concentrations 
of R. delemar were achieved on days 4 and 5 of 
development, at pH 5.0 and temperatures of 25 
and 35 °C, respectively, in the metal-free 
medium. These concentrations were 1.09 and 
1.16 g/L, respectively [16]. 
 

 
Figure 2. Effect of the initial pH value on the 

maximum concentration of microorganisms and the 
specific growth rate (So: 10 g/L) 

 
Functional groups on the fungal cell surface, 
such as COOH, OH, NH2, and PO43-, are 
important for the sorption of heavy metal ions 
and display different behaviors depending on the 
medium's pH. The chemical properties of the 
biomaterial and their surface functional groups 
(including COOH, PO42-, and NH2) were 
significantly influenced by the pH of the medium 
[28].  
 
3.2. The effect of initial sucrose content on R. 
delemar microbiological growth 
 
Molasses, which contain a high concentration of 
sugars, is a low-cost feedstock for the generation 
of value-added bioproducts via bioconversion 
[29]. It can be used as a resource for ethanol 
production since it contains carbon sources 
required for yeast strain growth and metabolism 
[30]. Research shows that molasses is a suitable 
medium for the cultivation of microorganisms 
such as algae [31], yeast [32] and bacteria [33].  
 
Table 1 shows the results of testing the effects of 
molasses sucrose concentration on specific 
growth rates and maximum microorganism 
concentrations at concentrations ranging from 1 
to 20 g/L. The specific growth rate and maximum 
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microorganisms concentration were found a 
0.365 h-1 and 4.55 g/L, respectively at 20 g/L 
sucrose concentration. Using the Monod 
equation, the maximum specific growth rate and 
saturation constant were estimated to be 0.406 h-

1 and 24.182 g/L, respectively. According to 
Aksu and Dönmez, raising the sucrose content 
from 5 to 20 g/L enhanced the specific growth 
rate of Kluyveromyces cells from 0.090 to 0.222 
h-1 [34]. Authors in another research achieved 
similar results. Candida cell specific growth rate 
increased from 2.28 to 4.80 day-1 when sucrose 
concentration was raised from 5 to 15 g/L in the 
absence of dye anions [35]. 
 

Table 1. Specific growth rates and maximum 
concentrations of R. delemar at different molasses 

concentration 
So (g/L) µ (h-1) X (g/L) 

1 0.085 0.98 
2 0.145 1.67 
5 0.212 2.55 

10 0.297 3.76 
15 0.350 4.24 
20 0.365 4.55 

 
3.3. The influence of initial nickel 
concentration on R. delemar growth 
 
The majority of microorganisms have a biphasic 
reaction to a variety of heavy metals. Growth is 
promoted at low metal concentrations, but as the 
metal concentration grows, growth is hindered 
and finally ceases. The "transition" area between 
metal excitation and inhibition is often in a 
relatively small concentration range [36]. 
 
The bioaccumulation of Ni(II) ions in R. delemar 
was studied at initial molasses sucrose 
concentrations of 10 g/L, pH 4.0, and initial 
metal ion concentrations ranging from 50 to 500 
mg/L. Fig. 3 depicts the relationship between the 
specific growth rate, the maximum 
microorganism concentration, and initial metal 
ion concentrations. As the initial Ni(II) ion 
concentration grew up to 500 mg/L, the specific 
growth rate and maximum microorganism 
concentration dropped. Metal ion concentrations 
rose in the growth medium, impeding 
microorganism development. At 100 mg/L initial 
Ni(II) ion concentration, the specific growth rate 
and maximum microorganisms concentration 

were 0.222 h-1 and 2.36 g/L, respectively. Açıkel 
and Alp [37] stated that as the initial metal ion 
concentration increased, R. delemar growth was 
inhibited. Aspergillus niger growth was detected 
in the presence of Cu(II), Pb(II), and Cr(VI) ions 
by Dursun et al. [38].  
 
Maximum biomass production by A. niger has 
been documented in the absence of metal ions, 
but all tested amounts of Cr(VI) hindered growth. 
Additionally, according to Acikel and Ersan [39], 
the specific growth rates of R. delemar 
dramatically decreased when Ni(II) ion 
concentrations increased in the region of 0–50 
mg/L. Naskar et al. [40] studied the 
bioaccumulation of Ni(II) in developing Bacillus 
sp. cells. They reported that no increase in 
microbial growth at metal ion concentration over 
50 mg/L. 
 

 
Figure 3. The effect of initial nickel content on the 
specific growth rate and maximum microorganism 

concentration of R. delemar (So: 10 g/L) 
 
Through various interactions with enzymes 
involved in biodegradation or general 
metabolism, metal ions have been demonstrated 
to inhibit microbial processes [41]. Metal ions 
(e.g., Cd2+) are capable of binding to DNA bases 
to break single-stranded DNA or binding to 
sulfhydryl (-SH) groups of enzymes [42]. Metal 
ions may substitute for physiologically essential 
cations within an enzyme, for example, Cd2+ 
substitutes for Zn2+ [43]. Three patterns of the 
detrimental effects of metal ions on cytoplasmic 
biodegradation have been observed at the level of 
microbial communities. (1) As metal ion 
concentration rises, inhibition rises gradually. (2) 
High metal ion concentrations impede 
biodegradation, while low metal ion 
concentrations promote it.  (3) Biodegradation is 
less inhibited by high metal concentrations than 
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by low amounts of metal. So, in order to resist 
hazardous metals, microbes have evolved to use 
a variety of techniques, such as metal reduction, 
metal efflux pump, and metal chelate synthesis. 
As a result, various biological systems may be 
more or less tolerant of certain metal ions 
depending on their toxicity and effect [44].  
 
3.4. The influence of the initial concentration 
of nickel on bioaccumulation 
 
The correlation between bioaccumulated Ni(II) 
ion concentrations and the quantity of Ni(II) 
bioaccumulated per unit dry weight of R. 
delemar versus initial Ni(II) ion concentration is 
depicted in Fig. 4. The bioaccumulated Ni(II) ion 
concentrations and quantities of Ni(II) 
bioaccumulated per unit dry weight of fungal cell 
at 100 mg/L initial Ni(II) ion concentration were 
48.8 mg/L and 20.67 g Ni(II)/g dry weight of 
microorganism, respectively. Li et al. [45] 
investigated cadmium bioaccumulation in 
Zygosaccharomyces rouxii and Saccharomyces 
cerevisiae cultures. They found that both yeasts 
had a high cadmium removal rate at low 
cadmium concentrations. At the same initial 
cadmium concentration, Z. rouxii had a greater 
removal rate than S. cerevisiae. Total, 
intracellular and cell-surface cadmium 
bioaccumulation of both yeasts increased when 
cadmium concentrations rose in the medium. 
 
The bioaccumulation efficiency of R. delemar 
decreased as the initial metal ion concentration 
increased (Table 2). The removal efficiency 
decreased from 51.75% to 20.44% when initial 
metal ion concentration increased from 50 mg/L 
to 500 mg/L. Heat-treated Saccharomyces 
cerevisiae were tested for their ability to remove 
Cu(II) ions from aqueous solutions by Stanescu 
et al. [46]. 
 

 
Figure 4. The effect of initial nickel concentration 

on bioaccumulated nickel concentration and 
bioaccumulated nickel quantity per unit dry weight 

of microorganism (So: 10 g/L) 

They discovered that as the initial metal 
concentration increased, the removal efficiency 
declined (55.89-39.04%) for the most 
concentrated samples (100-250 mg/L). This is 
due to Ni(II) ions in solution not being connected 
to the biomass at greater concentrations due to 
biomass saturation induced by an increase in the 
number of ions competing for available binding 
sites. 
 
Table 2. Bioaccumulation efficiency of nickel in the 

growth medium (So=10 g/L) 
CoNi 

(mg/L) 
So (g/L) Bioaccumulation 

efficiency % 
50 10.12 51.75 

100 9.95 47.70 
150 10.15 44.91 
250 9.98 35.30 
500 9.95 20.44 

 
Toxic contaminants in soil or water can be 
reduced or removed using fungus. According to 
the species, type, and concentration of the heavy 
metal, the threshold for the fungus's tolerance to 
it varies, ensuring that the inhibition of growth by 
a low concentration of one metal does not pose a 
barrier to its tolerance of another metal with a 
high concentration. Most likely, inherent 
physiological mechanisms are to blame for the 
variance in how different fungi react to trace 
metals. Most fungi species are not universally 
sensitive to all metals, even if they are sensitive 
to one or more types of metals [47].  
 
4. Conclusion 
 
The bioaccumulation of Ni(II) ions by R. 
delemar in molasses media in the presence and 
absence of Ni(II) ions was investigated in this 
work. The removal of comparatively non-toxic 
metals through bioaccumulation is very 
promising, but the detrimental effects of toxic 
metals make this process complex. R. delemar 
was able to remove Ni(II) at low concentrations, 
which was mostly due to intracellular Ni(II) 
bioaccumulation. Microbial growth was greatest 
at pH: 4 and 25oC. Increases in molasses sucrose 
content up to 20 g/L resulted in increases in 
growth rate and microorganism concentration. 
The rate of microorganism growth slowed when 
metal ion concentration increased. The removal 
% of Ni(II) bioaccumulation by R. delemar 
reduced as initial Ni(II) concentrations increased. 
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We think that R. delemar might be used as a 
biomass for Ni(II) removal in wastewater. A 
more complete research of operational 
parameters such as temperature, biomass content, 
agitation, and so on should be carried out to better 
understand R. delemar's Ni(II) bioaccumulation. 
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This study is a comprehensive investigation into CuO-doped ZrO2 nanoparticles 
(NPs) produced by the hydrothermal method and its conventional (CS) and flash-
sintering (FS) processes. Besides this production, the effect of the differences in 
sintering techniques and density was investigated to prove the results. However, to 
the authors’ knowledge, the FS of CuO/ZrO2 nanocomposite (NC) material has yet 
to be studied, which is the first report on this material. The CuO/ZrO2 nanocomposite 
particle (NCP) pellet was sintered at 1250 oC for 1 hour using CS. The other sintering 
method is FS, which obtains highly dense NCs. The CuO/ZrO2 NCPs pellet was 
successfully produced with the lower sintering temperature (673 oC) and duration 
(60 seconds) by FS under a current density of 50 mA/mm2, and electric field (100 
V/cm).  The microstructure and density of the pellets produced from CS and FS 
experiments were evaluated. The SEM results showed that the CuO/ZrO2 NCPs with 
the FS experiment were successfully performed, and density results with 4.38 g/cm3 
proved this success compared to CS pellet density (3.72 g/cm3). The FS process for 
CuO/ZrO2 NCPs consumes ~ 2.2 kJ (0.227 kJ/cm³), whereas CS samples require ~ 
13 kJ (54 kJ/cm³), making FS approximately six times more energy-efficient. This 
significant reduction in energy consumption highlights FS as a promising method for 
future applications focused on carbon emission reduction and energy efficiency. 
 

 
1. Introduction 
 
Copper and its alloys are ideal candidates due to 
their excellent thermal and electrical 
conductivity. Despite these properties, copper 
exhibits low wear resistance and limited strength. 
To improve such properties, ceramics are added 
to the metal composition to produce materials 
with a new composition and properties. In the 
literature, these materials with metal-ceramic 
combinations are called metal-doped 
composites. Metal-doped materials are widely 
used in high-performing aerospace, defense, and 
automotive applications. Since these materials 
can be found in many variations due to their 
structure, they can be combined with excellent 
thermal stability and mechanical properties. 
Additionally, materials with high electrical and 

thermal conductivity can be produced for use in 
various applications [1, 2]. 
Recently, scientists have investigated various 
material compositions by enhancing their 
properties using CuO-doped ceramics with 
materials such as ZrO2, Al2O3, TiB2, SiO2, and 
graphene [3-5]. This approach has led to 
extensive research on CuO-doped ZrO2 
ceramics, demonstrating excellent mechanical 
and physical properties  [2, 6-8]. 
 
Zirconium dioxide (ZrO2) is well-known for its 
high thermal stability, mechanical strength, and 
excellent ionic conductivity in terms of hardness, 
photocatalytic degradation, and wear resistance. 
When doped with materials such as copper, 
cerium, or yttrium, the properties of zirconia can 
be further enhanced, resulting in improved 
structural characteristics and thermal properties. 
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This doping process increases the material’s 
resistance to deformation and enhances its 
overall stability under extreme conditions. These 
combined properties make ZrO2 a critical 
component in various industrial applications, 
including fuel cell technology and advanced 
ceramics [9].  
 
CuO/ZrO2 NCPs have drawn significant 
attention due to their enhanced functional 
properties and the broad range of applications 
[10]. These NCs combine the catalytic efficiency 
of CuO with the robust structural and thermal 
properties of ZrO2. The CuO/ZrO2 NCPs are 
notably used in catalysis for reactions such as the 
benzylation of benzene, where they demonstrate 
higher catalytic efficiency than individual CuO 
or ZrO2 catalysts. This increased efficiency is 
attributed to the synergistic interactions between 
CuO and ZrO2, leading to improved dispersion of 
active sites and greater stability under reaction 
conditions [11, 12]. Furthermore, these NCPs are 
utilized in environmental applications such as the 
electrochemical reduction of CO2 to ethylene, 
demonstrating high faradaic efficiency and 
current density, which are critical for sustainable 
energy solutions. The unique properties of 
CuO/ZrO2 NCPs make them valuable in various 
fields, including energy storage, environmental 
remediation, and catalysts in chemical synthesis 
and industrial processes [12].  
 
The literature indicates that mechanical alloying 
[1, 2], hydrothermal processes [13], sol-gel 
methods [14], and electrospinning [13, 15, 16] 
can be used to prepare metal-doped composites. 
After these production methods, powders are 
compacted and sintered. Sintering has been 
conducted in various ways over the last decade, 
including CS, microwave sintering [4], spark 
plasma sintering (SPS) [17], and FS [16]. Using 
these sintering techniques CuO/ZrO2 NCPs can 
be used in various applications, including 
photocatalytic degradation, wear resistance, and 
improvement of electrical conductivity. Despite 
the use of other ceramic materials to enhance the 
properties of ZrO2, research on integrating a very 
fine grain structure into CuO and exploring its 
physical, microstructural, and sintering 
techniques remains limited.  
This study investigated the effect of CS and FS 
on the microstructures and densities of 

CuO/ZrO2 NCPs produced by the hydrothermal 
method in a 1:1 weight ratio, providing insights 
for future research. CS of CuO/ZrO2 NCPs 
requires several hours at 1200 to 1500°C to 
achieve full density [18]. However, FS offers a 
mechanism for achieving similar results at lower 
temperatures in shorter periods. Additionally, a 
comparison of FS and CS effects on CuO/ZrO2 
NC microstructures and density has not yet been 
reported. To the best of the authors’ knowledge, 
this study is the first report to explore this 
comparison of the CuO/ZrO2 NCPs 
densification. 
 
2.2. Materials And Methods 
 
2.1. Materials 
 
Zirconium (IV) nitrate pentahydrate 
(Zr(NO3)4.5H2O, China) and sodium oleate 
(NaOL, CH3(CH2)7CH, China) were used for the 
production of ZrO2 NPs. Urea (Co(NH2)2, Sigma 
Aldrich) and copper (II) nitrate hydrate 
(Cu(NO3)2.2.5H2O, Sigma Aldrich) were 
purchased for the production of the CuO 
particles. Ammonia was purchased to adjust pH 
and used for synthesizing both particles. Distilled 
water was utilized for hydrothermal synthesis. 
 
2.2. Synthesis of CuO/ZrO2 NCPs 
 
In the previous study, CuO/ZrO2 NCPs were 
produced by hydrothermal synthesis [15]. 
Briefly, this synthesis has two steps and is 
schemed in Figure 1. First, in two separate 
beakers, Zr(NO3)4.5H2O (metal source) was 
dissolved in 30 ml and NaOL (surfactant) in 15 
ml of water mixed in a 1/2 volume ratio for 10 
minutes at room temperature. The solution pH 
was adjusted to 9.4 with NH3, and the white 
precipitate became homogeneous. Then, in two 
separate beakers, 0.1 M Cu(NO3)2.2.5H2O, and 
urea were dissolved in 50 ml of water and stirred 
for 15 minutes. After mixing solutions, the pH 
was adjusted to 9.4. The two solutions were 
stirred in a 1/1 volume ratio for 10 minutes. The 
final solution was transferred to the hydrothermal 
unit at room temperature and heated at 200 oC for 
13 hours. In the second step of this process, after 
13 hours at 200 °C, the autoclave was cooled 
down to room temperature. Black precipitation 
was washed with water, ethanol, and acetone and 
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heat-treated at 600 oC for 3 hours. Additionally, 
each NP (ZrO2 and CuO) solution can be 
prepared individually using the same procedure.  
 

 
Figure 1. Scheme of the synthesis of the CuO/ZrO2 

NCPs 
 
2.3. Preparation of the CuO/ZrO2 NCPs 
pellets 
 
The CuO/ZrO2 NCPs were pressed using a 
uniaxial press (Hidroliksan, 2013) to make 
identical pellets under 50 bar pressure.  The 
pellet-type stainless steel die has a 13 mm 
diameter and 2 mm thickness. These green-
density pellet samples of the CuO/ZrO2 NCPs 
were prepared and used in the CS and FS stages. 
 
2.4. CS and FS methods 
 
One of these samples was prepared for the CS. 
CS was performed for 1 hour in a furnace 
(Protherm, PLF 130/10) heated to 1250 °C with 
a heating rate of 3 °C /min. 
 
A power source (Ametek, XG600-2.6) was used 
for the FS experiment to apply the DC electric 
field with the current control system. The 
maximum current was applied from the DC 
power source. The computer-aided system 
recorded the electric field and current flow (Fig. 
2). The pellet was positioned in a parallel plate 
capacitor experimental setup, a sandwich form 
for FS. The FS setup details have been mentioned 
frequently in our previous studies [16, 19-21]. 
The pellet was placed, and the wires were 
attached to the power source. A quartz glass 
window settled on the front of the furnace to 
record the FS experiment.  
 
The FS experiment furnace was programmed to 
increase the temperature to 800 °C with a heating 
rate of 15 °C /minute. When the flash started, the 
furnace temperature paused and was kept at that 

temperature. The graph was plotted using data 
obtained just before the flash started. (The data 
collected until the furnace temperature reached 
673 °C were not included in the graph). The 
power supply (DC) generates an electric field of 
chosen voltages to trigger the flash of the 
CuO/ZrO2 NCPs pellet. With the previous 
experience, the cut-off value was 50 mA/mm2 to 
minimize joule heating and avoid thermal 
runaway. Thanks to the current draw by the pellet 
would lead to joule heating, the internal 
temperature of the pellet was increased over the 
furnace temperature. This study has determined 
the current cut-off and electric field values. 
 

 
Figure 1. Parallel plate capacitor type of FS 

experiment setup [19]  
 
2.5. Characterization 
 
After the CS and FS experiments, the first phase 
structure was checked from the X-ray diffraction 
analysis (XRD, Europe 600 Benchtop XRD 
Instrument, Cu-Kα, λ=1.54 Å) in the range of 10-
100° and the scanning speed was 2 °/min. Then, 
the morphology of the before-sintering (green) 
CuO/ZrO2 NCP sample was examined by 
transmission electron microscopy (TEM, JEOL-
JEM 2100). Using scanning electron microscopy 
(SEM, Zeiss LS- 10) equipped with an energy 
dispersive X-ray spectroscopy (EDX) analysis 
was conducted on a gold-coated cross-sectional 
area of the CuO/ZrO2 NCPs pellet sample for the 
study of the after CS and FS experiment 
microstructures. After that, green, CS, and FS 
sample densities were measured using the 
Archimedes method.  
 
3. Results and Discussion 
 
The XRD pattern of the CuO/ZrO2 NCPs after 
heat treatment at 600 °C is presented in Figure 3. 
It is proven that, after heat treatment, a mixture 
of CuO and ZrO2 was achieved. The CuO and 
ZrO2 phases remain unchanged. The previous 
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study showed that ZrO2 peaks have broader 
intensity values than CuO peaks and ZrO2 NPs 
are smaller than CuO particles [15].  
 
The ZrO2 and CuO-doped ZrO2 NCPs crystallite 
sizes were determined to be 8.8 and 12.3 nm by 
the Debye-Scherrer formula, respectively.  
 
D = (k λ)/βcosθ      (1) 
 
In this equation, where D is the grain size, 𝜆𝜆 is 
the wavelength of X-ray diffraction (λ= 1.5404 
Å), K= 0.9 which is the correction factor, β is 
FWHM of the most intense diffraction factor 
(calculated with Origin software), and θ is the 
Bragg angle.  
 
The shape and size of the CuO/ZrO2 NCPs were 
investigated by TEM (Fig. 4), which are 
illustrated to be spherical-shaped, with a particle 
size of between 13-15 nm. This production 
method produces smaller particles than other 
methods, such as mechanical alloying [5]. 
 
Fine particles are good for forming composites 
because they have suitable dislocation for 
movement barriers and can be uniformly 
dispersed at inter-particle boundaries [22]. 
Similarly, spherical-shaped ceramic particles 
resulted in better bonding than irregular ones for 
Cu/ZrO2 composites [13, 14].  
 
The high-resolution transmission electron 
microscopy (HR-TEM) inset in Fig. 4 reveals 
that a spherical shape and 14.6 nm maximum 
particle size were produced with this NCP 
procedure. Furthermore, the inset of Fig. 4 
exhibits that the interplanar spaces are uniform 
and 1.3 Å. 
 

 
Figure 3. XRD pattern of the as-synthesis of the 

CuO/ZrO2 NCPs 
 
The 100 V/cm electric fields were applied to the 
CuO/ZrO2 NCPs pellet in a parallel plate 
capacitor geometry. The current was kept 
constant at 50 mA/mm2 to be sure the current 
density was not exceeded. The sample was 
heated to 800 °C with a 15 °C /min heating rate. 
The current-voltage data was recorded as a 
function of time.  
 
The electric field-assisted system is described in 
three stages. Stage I is incubation, Stage II is the 
transition stage, and Stage III is the steady state. 
Stage I shows no current draws until flash starts 
and Stage II shows the current’s cut-off value. At 
Stage III, the current control of the power supply 
is maintained (Fig. 5). 
 
CuO/ZrO2 NCP pellet under the 100 V/cm 
applied field showed no current draw until the 
furnace reached 670 °C (Stage I). At the end of 
Stage I, the sample showed insulator behavior 
(between 25 °C and 670 °C). The current leakage 
was detected as 1.6 mA/mm2 during this stage. 
When the furnace reached 673 °C, the current had 
a maximum point of 50 mA/mm2, and the electric 
field decreased to 40 V/cm. As the flash began 
673 °C, the furnace temperature was paused and 
maintained at a constant level. This allowed for 
the measurement of the sample temperature 
during the flash process. In the graph part of the 
incubation stage was shown and finished in less 
than 28 seconds.  
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Figure 4. TEM images of the CuO/ZrO2 NCPs (the 

inset on the left side of the figure presents the 
magnification of the circled area) 

 
At Stage II, the sample conductivity started to 
increase. Furthermore, the transition stage 
showed a rapid increase in the current draw at 
673 °C. The DC power source was changed from 
voltage control to a current control system to 
avoid excessive Joule heating. At that time, the 
sample had a maximum power absorption at this 
stage of the FS. After the flash, the sample 
temperature reached at 773 °C in 15 seconds. 
Overpower absorption could lead to high Joule 
heating, causing abnormal grain growth, which is 
not recommended. The Stage III of this 
experiment is to retain the current control of the 
power supply. The power source shut down 
within 30 seconds when the current density was 
stabilized. FS (Stage II), spanning 15-20 seconds 
during Stage III, is believed to be part of the FS 
process. 
 
The FS experiment was completed in 60 seconds 
with three stages. In the literature, at least 1 hour 
of production time at 1250 °C is required for the 
CS process in CuO/ZrO2 NCPs [23]. The method 
used in this study reduced the sintering 
temperature by 577 °C and the sintering time to 
60 seconds with electric field assisted/FS. 
 

 
Figure 5. FS experiment of CuO/ZrO2 NCPs under 

100 V/cm electric field at 673 oC furnace 
temperature 

 
The FS energy consumption of the CuO/ZrO2 
NCPs is approximately 2.2 kJ, corresponding to 
an energy density consumption of 0.227 kJ/cm³. 
In contrast, CS samples in the same furnace 
consume around 13 kJ per unit, which 
corresponds to an energy density consumption of 
54 kJ/cm³. Thus, the energy consumption of the 
flash-sintered sample was approximately six 
times lower than that of the sample sintered using 
the conventional method. The FS method shows 
promise for producing CuO/ZrO2 NCPs in future 
applications, particularly concerning carbon 
emission reduction and energy saving. 
 
Figure 6 represents the microstructure 
morphology of the conventional and flash-
sintered samples taken from the cross-sectional 
area. SEM micrographs taken from the cross-
sectional area of the CuO/ZrO2 NCPs material 
for CS are shown in Figure 6a.  
 
The orange dashed area inset of Fig. 6a was given 
as the magnified area of the selected. Besides, 
Figs. 6c and 6d show the elemental mapping of 
the orange dashed line area in Figs. 6a and 6b, 
respectively. Furthermore, the EDX spectrum in 
Figs. 6c and 6d reveal that the sample comprises 
Cu, Zr, and O elements. Fig. 6a observes that the 
intergranular boundaries do not disappear with 
CS, and the sintering process does not take place 
sufficiently. The microstructure shows the 
formation of a less porous, high-density 
structure, confirming the density measurement 
with the FS pellet (Fig. 6b). After the sample was 
brought to room temperature, the density was 
measured according to Archimedes’ principle.  
The density for the green, conventional, and 
flash-sintered samples was measured as 2.92, 
3.72, and 4.38 g/cm3, respectively. FS has been 
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demonstrated to decrease grain size, resulting in 
a higher density compared to samples sintered 
using conventional methods. Moreover, with this 
value, it was proven that the sintering process 
obtained from the SEM micrograph was 
successful and convenient. These values were 
very reasonable compared to the literature [1-3, 
22]. 
 

 
Figure 6. SEM micrograph of a) conventional, b) 
flash-sintered CuO/ZrO2 NCPs and EDS and EDX 
analysis of c) CS and d) FS sample selected areas 

 
4. Conclusion 
 
This study was compared with an applied electric 
field-assisted/FS and CS technique to obtain 
highly dense CuO/ZrO2 NCPs. The best authors’ 
knowledge from the literature, FS of CuO/ZrO2 
NCP material has yet to be studied. Thus, this 
study is the first report on this material using the 
FS method. 
 
The CuO/ZrO2 NCP pellet sample was exposed 
to an electric field of 100 V/cm with a current 
density of 50 mA/mm2, and no current draw was 
recorded in the experimental system. The 
maximum current density was achieved at 673 
°C, and the power supply was self-regulated by 
the electric field-current relationship. 
Furthermore, in the flash experiment, the system 
measured the sample temperature of ~737 °C.  
 
The CS of the CuO/ZrO2 NCPs pellet was 
sintered at 1250 °C for 1 hour. The density of the 
green, CS, and FS of the CuO/ZrO2 NCPs 
samples was measured by the Archimedes 
method as 2.92, 3.72, and 4.38 g/cm3, 

respectively. In light of the SEM micrographs, 
the grain boundaries cannot disappear with CS. 
However, the FS experiments allow for obtaining 
denser microstructures than those obtained with 
CS. The density results of the CS and FS pellets 
confirmed the SEM micrograph images. This 
experimental procedure reduced the sintering 
temperature by 577 °C and the processing time 
from 1 hour to 60 seconds for producing products 
with CuO/ZrO2 NCPs at lower temperatures and 
resulted in a denser structure. The FS process 
significantly reduces energy consumption, 
requiring about six times less energy than the CS 
method. This makes FS a promising technique 
for producing CuO/ZrO2 NCPs, especially in 
applications where reducing carbon emissions 
and energy saving are the priorities. 
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Operating rooms where surgical procedures are conducted involve hazards under 
various groups and potentially many health problems may arise from these hazards. 
The degree of the importance of the hazard in each risk group varies according to the 
groups and it is important to reflect this situation in the risk analyses. In the present 
study, the dangers may occur in the main groups, namely physical, chemical, and 
psychological hazard groups in the operating rooms, and the potential health 
problems that may result from these hazards were evaluated with Failure Mode 
Effect Analysis (FMEA) method for the first time. By taking the distribution of the 
FMEA values about the health problems due to hazards that may occur in each main 
group into consideration, a new approach is suggested in this study. With the new 
scale that is created based on the average and standard deviation of FMEA values, 
the comparative importance of the hazards within their groups was revealed. Thus, 
considering the comparative evaluations, the degrees of importance for health 
problems in terms of physical, chemical, psychological, and biological 
categorization were put forth. The COVID-19 outbreak caused a pandemic in the 
world was also considered in the biological risk class in the study. At the end of the 
study, the most critical health problems in the operating rooms were detected to be 
from the risk group resulting from chemical conditions. 
 

 
1. Introduction 
 
The healthcare industry is one of the fields where 
employees are faced with a high degree of 
physical and psychological tension due to the 
broadness and complexity of its activity area [1-
3]. Because the patients, illnesses, and the rate at 
which the illnesses spread are ever-increasing, 
healthcare services and safety have been 
gradually gaining importance. The mistakes that 
may occur in the healthcare industry can easily 
jeopardize both the employee’s and the patient’s 
health. The risks that occur can cause serious 
results as well as small damages for those who 
are exposed to them. While providing healthcare 
services, these risks may cause injury to the 
patients, prolonged hospital stay, disability, and 
even death. These increase the risk of exposure 

to the health care problem for healthcare workers 
and lead to many problems for them such as 
injury.  
 
Because the hazard factors creating risks in 
health services cause serious results, it is 
important to manage healthcare mistakes 
proactively [4]. According to the report entitled 
“To Err Is Human” prepared by the Institute of 
Medicine in 1999, 44000 – 98000 people lose 
their lives in the USA due to preventable medical 
mistakes every year. In the report, it is also stated 
that the deaths resulting from medical mistakes 
are greater in number than those caused by traffic 
accidents, lung cancer, and AIDS [5]. Surgical 
interventions constitute 52% of all patients 
presenting to the hospital [6]. This ratio displays 
the importance of operating rooms, where 
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surgical interventions are conducted, in hospitals. 
Hence, it is important to determine the risks that 
may occur in healthcare institutions especially in 
operating rooms beforehand and to analyse them.  
  
The risks that may occur in every unit in health 
institutions and their effect degrees are different 
from each other. Because the operating rooms 
where surgical procedures are carried out are 
used by many units, the risks that may occur in 
them may have an impact on the whole health 
institution. Prolonged working times depending 
on the time needed for the procedures make the 
operating room a critical unit. 
 
In recent years, technological evolution has 
played an important role also in the development 
of surgery. This brings about important changes 
in the working conditions of the operating room. 
An increased number of complex devices leads 
to an increase in the interactions between people 
and technology [7]. Surgical operations are a key 
health service constituting 40% of the 
expenditures of the hospital [8]. In addition to 
this, hospital and operating room directors should 
determine preventive precautions for hazards that 
may create danger in the operating room to 
decrease the probability of risks that occur 
depending on the infrastructure-materials, 
experience, education and the services given and 
to eliminate them.  
 
The hazards that may occur in the operating room 
are evaluated under three main headings in 
general, namely physical, chemical, and 
psychological hazards. The hazards that may 
occur in the operating rooms where the hazards 
are more effective on hospital workers cause 
temporary and permanent health problems for 
employees. Furthermore, it is stated that the 
gradual increase in the high cognitive and 
physical workloads of the workers may even 
affect the career life of the workers [2]. Thus, the 
hazards should be analysed by taking the health 
problems caused by them and their levels of 
importance into consideration. These analyses 
would also be effective in determining the 
precautions to be taken.  
The studies in the literature have investigated the 
risks that may occur in the operating room, the 
results of these risks, and health care problem. 
Pan et al. (2018), have studied the risk factors of 

the infections associated with the operating room 
after coronary artery bypass grafting [9]. They 
detected that factor such as the operation 
durations exceeding four hours, guests in the 
operating room, and the successive use posed a 
high risk. When Sheikhzadeh et. (2009) 
examined the ergonomic risk factors of the 
nurses and technicians in the surgical 
environment, they stated that the workers 
perceived the operating room as a demanding, 
stressful, and complex work environment and 
that they had tiring physical work activities 
resulting in problems of musculoskeletal system 
[1].  
 
Some studies demonstrate that the conditions of 
the operating room cause long-term occupational 
healthcare problems for the workers. In the study 
conducted by El Ata et al. (2016), back pain was 
detected as the most prevalent problem amoung 
the nurses in the operating room with a ratio of 
76.1% among the workers as a result of having to 
stand up for extended periods and repeated 
motions and this problem is followed by the 
problems of the knees, shoulders, and ankles as 
the most affected organs [10]. In the study carried 
out by Yu et al. (2016), working for 6 or more 
years, more than one-night shifts, working for 40 
or more hours during the week, weak health 
status, and feeling of fatigue were found to be 
associated with musculoskeletal system injuries 
due to work [2]. It has been stated that nurses 
working night shifts were more inclined to 
exhaustion, emotional inconsistency, and 
emotional depletion and their feeling of personal 
achievement was lower. Some studies that 
evaluate the operating rooms ergonomically [3, 
11].  
 
Vos s et al. (2017) argued that the surgeons tried 
to optimize the working conditions which were 
not ergonomic and that they had to take a break 
frequently [11]. By examining the working 
conditions of the operating room in terms of 
ergonomic risk factors, and grouping them as 
physical, cognitive, and corporate ergonomic risk 
factors, Vural and Sutsunbuloğlu (2016), makes 
recommendations for the specified risks [3]. 
Matern and Koneczny (2007) state that general 
working positions were found to be 
uncomfortable or painful by 84% of the 
surgeons, that sunlight is insufficient in the 
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operating room environment, and that the air 
created a sense of dryness [7].   
 
By examining the operating rooms in terms of air 
conditions, lighting, temperature, and oxygen 
status, the risks that may be caused by these 
factors were studied [12-15].  Ho et al. (2009) 
recommend a layout for supply grills for removal 
of the contaminating materials by simulating air 
conditions in the operating room [12].  In the 
study in which they evaluated the physical 
conditions of the operating rooms, Daskalakis et 
al. (2009), detected the temperature, moisture, 
ventilation, and light conditions to be more 
satisfactory while finding the air quality of the 
operating room insufficient [13]. Rinder (2008), 
stated that operating rooms had fire risks due to 
factors such as laser and oxygen use [14]. Culp et 
al. (2013), evaluated the ignition properties of the 
materials depending on the changing oxygen 
concentrations in the operating rooms [15]. They 
observed that the ignition time increased as the 
oxygen concentration decreased.  
 
As seen in the literature the operating room 
consist of many risks and it is crucial to calculate 
their importance level them by using risk 
assessment techniques such as FMEA, Fine 
Kinney, AHP, etc. In the health sector, the use of 
FMEA is increasing due to the advantages it 
presents especially in the analysis and evaluation 
of the caused by people and medical devices [16]. 
Mosallanezhad (2018) handled the five basic 
processes, namely patient admission to the 
operating room transferring the patient, cleaning 
of the operating room, request for equipment 
repair in the operating room, and request for 
medical and pharmaceutical products in the 
operating room of a hospital, and analysed the 
risks that may occur by Fuzzy FMEA method 
[17]. Corrective precautions were recommended 
for the risks with RPN values over 4. 
 
Khasha et al. (2013) used the Fuzzy FMEA 
method to determine the importance of 
investigating the factors that cause surgical 
cancellations [8]. As a result of this method, 
insufficient intensive care beds, high-risk 
intervention, high blood pressure, and diabetes 
patients were analysed as the most important 
factors causing surgical cancellations. Liu et al. 
(2014) proposed a 2-part hybrid-weighted 

method that considered the subjective and 
objective weights of risk factors and developed 
the classical FMEA method [18]. The proposed 
method was used in the blood transfusion study. 
Health risk analysis studies were examined 
which is different than the FMEA method [19-
22].   
 
Trucco and Cavallin (2006) proposed the 
“Clinical Risk and Error Analysis” method, 
which also takes into account the quantitative 
evaluation of critical organizational factors 
affecting patient safety [19]. The study was 
tested in drug applications in the vascular surgery 
department. Guo (2015) developed a risk 
management program based on Australian risk 
management standards in a hospital operating 
room in China [20]. The effects of risks were 
examined with the X-type matrix diagram for the 
10 risk groups that were identified. Kasatpibal et 
al. (2016) examined the risk factors that cause 
blood-borne pathogenic diseases in operating 
room nurses using logistic regression analysis 
[21]. Pinhole and sharp blade injuries were found 
to be at high risk. Amghar et al. (2017) proposed 
a fuzzy Bayes network to identify and analyse 
operating room risks [22]. It has been 
demonstrated that factors such as the patient's 
age, physical condition, anaesthesia type, and 
wrong drug use have different effects on the 
patient's risk of death.  
 
In the studies in the literature, the hazards that 
may come up in the operating rooms and their 
groups are studied. However, no risk analysis 
study comparing the importance levels of the 
hazards quantitatively was encountered in the 
literature review. In the present study, the risk 
groups that may occur in the operating room and 
the hazards that may come up in these groups 
were described and a risk analysis was done. The 
FMEA method recommended by the World 
Health Organization was preferred while 
conducting the risk analysis. The Joint 
Commission (JC), formerly called the Joint 
Commission on Accreditation of Health Care 
Organization (JCAHO), now requires all acute 
care hospitals to perform FMEA regularly [23]. 
The Technical Committee of the International 
Organization for Standardization (ISO) also 
suggests FMEA as a method for reducing high 
medical risks (ISO/TS 22367). In classical 



Müfide Narlı, Şeyda Taşkınırmak, Cansu Dağsuyu, Ali Kokangül 

229 
 

FMEA studies, the risk score is determined 
according to the FMEA scale values but the 
change between the hazard groups and the 
hazards is not taken into consideration.  
 
On the other hand, the risk score with the same 
value that may occur at different hazard 
dimensions (physical, chemical, psychological 
etc.) is expected to have different impacts. This 
situation was taken into consideration in the 
present study, and by considering the average 
and distribution values in the FMEA parameter 
values of the health problems that may occur in 
the main hazard sources in each hazard 
dimension, a new methodology was proposed.  
Thus, in the comparison of the scores of the 
health problems that may result from probable 
risks, the change in the hazard dimension would 
also be considered. In the proposed method, the 
total risk score, which was determined according 
to the average and distribution values of each 
hazard, was obtained and the hazard analysis was 
done precisely and comparatively. The rest of the 
study is organized as such: methodology is in 
Section 2; case study is in Section 3 and 
conclusion is in section 4. 
 
2. General Methods 
 
The method proposed in this study is based on 
the principle of considering the distributions in 
the groups by grouping the hazards. Risk analysis 
constitutes the first step of this method. Of the 
risk analysis methods, FMEA, which is 
commonly used in healthcare, was preferred. The 
FMEA method consists of Probability (P), 
severity (S) and detectability (D) parameters. The 
scale values for these parameters are given in  
 
Table 1,2 and 3 respectively. This scale was 
determined by the Institute of Healthcare 
Improvement for Healthcare. The risk score 
according to the FMEA method is obtained by 
the multiplication of these three parameters as 
seen in Equation 1. The hazards that occur in real 
systems may be caused by different hazard 
sources and these hazards are categorized 
according to their sources. In the classical 
approach, when the hazards in different hazard 
sources have the same RPN value, this causes 
these hazards to be interpreted with equal 
importance. However, assessment of the hazards 

in the hazard source they belong to and their 
interpretation accordingly would be more 
effective in determining the importance levels of 
the hazards.  
 
𝑅𝑅𝑅𝑅𝑅𝑅 = 𝑅𝑅𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃      (1)
       
The approach developed as being based on the 
consideration of hazards consists of the 
following steps. 
 
1. Description of the hazard sources  
2. Determining the sub-hazards depending 

on the hazard sources or the health 
problems that may occur about to the 
hazard sources  

3. Calculation of RPN values for each 
health problem based on hazards with 
Equation (1) by taking the scales in Table 
1-3 into consideration. 

4. Determining the control limits of P, S and 
D parameters (average (𝜇𝜇), standard 
deviation (𝜎𝜎), 2𝜎𝜎 and 3𝜎𝜎 values) based 
on of each hazard source(n) 

5. Creating the scale table given in Table 4 
according to the average and standard 
deviation values of each hazard  

 
The FMEA scale consists of integer numbers. 
Thus, the limit values found in the scale table 
created according to the new approach are 
rounded to the nearest integer number. The limit 
values change according to the FMEA evaluation 
conducted. Although the lower limit’s being 
smaller than 1 is not taken into consideration, the 
upper limit can be a maximum of 10. 
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Table 1. FMEA probability (P) scale [24] 
Criteria/ risk Rating Description (Detection of failure) 

None 1 Remote: failure is unlikely, one occurrence in greater than five years 
Very Low 2 One occurrence every three to five years 

Low 3 Low: relatively few failures, one occurrence every one to three years 

Moderate 
4 One occurrence per year 
5 One occurrence every six months to one year 
6 Moderate: occasional failures, one occurrence every three months 

High 7 One occurrence every month 
Very High 8 High: repeated failures, one occurrence per week 

Extremely High 9 One occurrence every three to four days 
Dangerously High 10 Failure is almost inevitable. More than one occurrence per day 

 
Table 2. FMEA severity (S) scale [24] 

Criteria/ risk Rating Description (Detection of failure) 
None 1 No noticeable effects 

Very Minor 2 Slight inconvenience at delivery; minor rework. Failure detected and corrected at delivery. 

Minor 3 Slight inconvenience at next function; minor rework. Failure detected and corrected at next 
step of the process.  

Very Low 4 Inconvenience at subsequent function; minor rework. Failure 
detected and corrected at subsequent step of the process. 

Low 5 Inconvenience for patient and provider with failure being detected. 
Moderate 6 Failure causes disruption of patient activities of daily living leading to dissatisfaction 

High 7 Failure seriously affects patient’s health leading to high patient dissatisfaction. 

Very High 8 Failure causes patient’s health to be seriously affected and patient has to return for major 
correction. 

Extremely High 9 Failure involves regulatory noncompliance and could cause long term disability. 
Dangerously 

high 10 Failure could cause terminal injury or death of the patient 

 
Table 3. FMEA detection (d) scale [24] 

 
If  𝜎𝜎 value is less than 1; for P, S, and D value in 
( 𝜇𝜇, 𝜇𝜇 + 𝜎𝜎) interval not to have a value less than 
the value in (𝜇𝜇 − 𝜎𝜎, 𝜇𝜇 ) interval, 1/𝜎𝜎 value is 
considered as 𝜎𝜎  and this situation is reflected in 
Table 4. Also, since the upper limit value will not 
be greater than 10if the μ+3σ  
 
value is greater than 10 for the P, S, and D values, 
this value is accepted as 10 and this situation is 
reflected in Table 4. 
 

P, S, and D values for the hazard (i) in each 
hazard source (n) are determined according to the 
scale values found in Table 4 for P, S, and, D and 
the proposed RPN (𝑹𝑹𝑹𝑹𝑹𝑹𝒏𝒏) value is calculated 
with Equation (2). 
 
𝑹𝑹𝑹𝑹𝑹𝑹𝒏𝒏𝒏𝒏 = 𝑹𝑹𝒏𝒏 ∗ 𝑺𝑺𝒏𝒏 ∗ 𝑫𝑫𝒏𝒏  i=1,2,..m               (2) 
 
By taking the sum of 𝑹𝑹𝑹𝑹𝑹𝑹𝒏𝒏 values about a sub-
hazard of each hazard group, the importance 
levels of the sub-hazards are determined. 
 
𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻𝑻 𝑹𝑹𝑹𝑹𝑹𝑹𝒏𝒏 =∑ 𝑹𝑹𝑹𝑹𝑹𝑹𝒏𝒏𝒏𝒏

𝒎𝒎
𝒏𝒏=𝟏𝟏                  (3) 

Criteria/ risk Rating Description (Detection of failure) 

Almost certain 1 Current controls almost certain to detect the failure mode. Reliable detection controls are 
known with similar processes. Process automatically prevents further processing. 

Very High 2 Current controls almost certain to detect the failure mode. Process automatically detects 
failure mode. 

High 3 Current controls almost certain to detect the failure mode. Process automatically detects 
failure mode. 

Moderately High 4 Controls have a good chance of detecting failure mode. Error detection at service delivery. 

Moderate 5 Controls may detect the existence of a failure mode. Error likely to be detected after 
service delivery. 

Low 6 Controls may detect the failure. 
Very Low 7 Controls have a low chance of detecting the existence of failure. 
Remote 8 Controls have a poor chance of detecting the existence of failure mode. 

Very Remote 9 Controls probably will not detect the existence of failure mode. Control achieved with 
indirect or random checks only. 

Absolute Uncertainty 10 Controls will not or cannot detect the existence of a failure. No known controls available 
to detect failure mode. 
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Table 4. Proposed scale method 

Class Limit Values  
Scale value (𝑅𝑅𝑛𝑛, 𝑃𝑃𝑛𝑛,𝑃𝑃𝑛𝑛) Lower limit Upper limit 

1 𝜇𝜇 + 2𝜎𝜎 if (𝜇𝜇 + 3𝜎𝜎) ≥ 10.10 
otherwise         𝜇𝜇 + 3𝜎𝜎 

3𝜎𝜎 

2 𝜇𝜇 + 𝜎𝜎 𝜇𝜇 + 2𝜎𝜎 2𝜎𝜎 
3 𝜇𝜇 𝜇𝜇 + 𝜎𝜎 𝜎𝜎 
4 

𝜇𝜇 − 𝜎𝜎 𝜇𝜇 
𝑖𝑖𝑖𝑖  𝜎𝜎 ≥ 1.1/ 𝜎𝜎 
𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒      𝜎𝜎 

 
5 𝜇𝜇 − 2𝜎𝜎 𝜇𝜇 − 𝜎𝜎 1/ 2𝜎𝜎 
6 𝑖𝑖𝑖𝑖  (𝜇𝜇 − 3𝜎𝜎) ≤ 1. 1/ 𝜎𝜎 

𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑖𝑖𝑒𝑒𝑒𝑒      𝜎𝜎 
𝜇𝜇 − 2𝜎𝜎 1/ 3𝜎𝜎 

 

3. Case Study 
 
The study was conducted out in a private hospital 
with a high bed capacity and operating room with 
different characteristics. The hazards that occur 
in the operating room were examined under 4 
main headings, which are physical, chemical, 
psychological, and biological hazards. A 
description of the hazards that may occur under 
each main heading and the assessment of the 
health problems resulting from these hazards 
were carried out with the classical risk analysis 
approach and with the approach proposed in this 
study. The hazards were determined by literature 
review and by taking the operating room team. 
The risks taken from the literature are given in 
the tables together with their sources. 
Determining the hazards and their assessment 
were conducted in collaboration with the 
operating room team of a large-scale hospital. 
 
i. Risk Analysis for Physical Conditions  
The physical hazards that might take place in the 
operating room were gathered under three main 
headings noise, insufficient ventilation, and 
lighting by the literature and expert opinion. The 
health problems that may occur due to physical 
conditions such as hearing loss, cardiovascular 
disorder problems, etc. are given in Table 5. Risk 
analysis was done based on FMEA with Equation 
(1) according to the health problems caused by 
physical hazards and the results are given in 
Table 5. This risk analysis determined that the 
most important health problem for the noise 
hazard was “headache”, the most important 
health problem caused by insufficient ventilation 
was “heat injury” and the most critical health 
problem occurring as a result of lighting hazard 
was “eye disorders”. The “hearing loss” and 

“cardiovascular disorder” with 25 RPN values 
calculated by Equation (1) as a result of FMEA 
have the respective 3rd and 2nd importance 
levels in the hazard group they belong to. This 
situation necessitates the investigation of 
distributions in the hazard group when 
determining the RPN values. Thus, for each 
hazard group, value description was done 
according to distribution of P, S, and D values of 
FMEA parameters. P, S, and D values for each 
hazard group are given in Table 5.  
 
The average and standard deviation values for 
these values were rounded to the nearest integer 
number and scale values for P, S, and D 
parameters according to Table 4 are given in 
Table 6, 7, and 8. It can be seen in Table 5 that 
although the rankings of the health problems in 
the hazard group do not change according to the 
classical RPN and the proposed RPNn, 
differences occur in the comparisons between 
hazards. Although “hearing loss” in the noise 
hazard group and “cardiovascular disorder” 
under the insufficient ventilation group possess 
equal importance in the classical assessment 
(RPN=25), the order of importance could be 
determined with the proposed method and it is 
seen in Table 5 that the “cardiovascular disorder” 
has a higher level of importance. Moreover, some 
hazards have a higher ranking in importance 
according to the proposed method despite having 
a lower RPN value. The “psychological disorder” 
in the noise hazard group has a higher RPN value 
than the “eye disorder” under lighting. But “eye 
disorder” has a higher importance level with the 
RPNn value where distribution in the hazard 
groups is taken into consideration. Thus, the level 
of importance for each health problem based on 
each hazard is determined and a more precise and 
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correct assessment is done. With Equation (3), 
the RPNn values of the health problems in each 
hazard group were added mathematically and the 
importance levels of the health problems were 
determined and given in Table 5. According to 
this evaluation, as seen in Table 5 the order of the 
health problems due to physical hazards in the 
operating room according to importance can be 
sequenced as “headache”, “heat injury”, 
“psychological disorder” and “cardiovascular 

disorder”. However, the order of importance 
does not change for the health problems when the 
sum of the classical RPN values is taken into 
consideration. It is seen that the importance level 
of other health problems is examined. It can be 
seen in Table 5 that total prioritization can be 
made between health problems (hearing loss and 
cardiovascular disorder) with equal total RPN 
value in the classical evaluation with the 
proposed method. 

 
Table 5. Risk assessment for physical conditions 

No 

(i) 

Health 

Problems 

Noise Insufficient air conditioning  
 

Lighting Total 
RPN 

Total 
RPNn 

Rankig 
RPNn 

P S D RPN RPNni P S D RPN RPNni P S D RPN RPNni 

   

1 

Hearing loss 1 5 5 25 
0.079 
[25] 

          
25 0.079 

10 

2 Cardiovasculer 
disorder 

     
1 5 5 25 0.715 

     
25 0.715 

4 

3 Psychological 
disorder 3 3 8 72 

0.341 
[25] 1 3 5 15 0.442 

     
87 0.782 

3 

4 Heat injury 
     

3 4 4 48 1.294 
     

48 1.294 2 

5 
Heat loss 

     
2 4 3 24 

0.566 
[26] 

     
24 0.566 

5 

6 Faint 
     

1 5 1 5 0.156 
     

5 0.156 9 

7 Tearing 
          

5 3 2 30 0.331 30 0.331 7 

8 
Eye disorder 

          
2 5 4 40 

0.378 
[27] 40 0.378 

6 

 9 
Headache 7 4 4 112 1.468 1 3 4 12 

0.442 
[13] 3 4 2 24 0.283 148 2.193 

1 

10 Fluid loss 
     

3 3 2 18 0.175 
     

18 0.175 8 

 
Table 6. Noise hazard P, S and D description 

 P S D 
Lower 
Value 

Upper 
Value  Value 

Lower 
Value 

Upper 
Value  Value 

Lower 
Value 

Upper 
Value  Value 

𝜇𝜇 + 2𝜎𝜎, 𝜇𝜇 + 3𝜎𝜎    6 7 3.00       
𝜇𝜇 + 𝜎𝜎, 𝜇𝜇 + 2𝜎𝜎 7 10 6.11 5 6 2.00 8 10 4.16 
𝜇𝜇, 𝜇𝜇 + 𝜎𝜎 4 7 3.06 4 5 1.00 6 8 2.08 

𝜇𝜇 − 𝜎𝜎, 𝜇𝜇 1 4 0.33 3 4 1.00 3 6 0.48 
𝜇𝜇 − 2𝜎𝜎, 𝜇𝜇 − 𝜎𝜎 0 1 0.16 2 3 0.50 1 3 0.24 
𝜇𝜇 − 3𝜎𝜎, 𝜇𝜇 − 2𝜎𝜎       1 2 0.33       

i. Risk Analysis for Chemical Conditions 
 
The hazards that may occur due to chemical 
conditions in the operating room were classified 
under four main headings “disinfectants and 
sterilizers, “Cleaning Chemicals”, “laser” and 
“waste gases” given in Table 9 as a result of 

expert opinion and literature review. According 
to the classical FMEA assessment, the most 
important health problem for the “disinfectants 
and sterilizers” “allergic reaction”. ‘Toxic effects 
such as nausea and dizziness’ and the “destroying 
the skin's protective properties” are the problems 
with equal and highest importance for the 
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heading cleaning chemicals; “destroying the 
skin's protective properties” is again the health 
problem with the highest importance for the laser 

hazard group, and “toxic effects such as nausea 
and dizziness” is the most important health 
problem for waste gases hazard group. 

 
Table 7. Insufficient ventilation hazard P, S and D description 

 P S D 
Lower 
Value 

Upper 
Value  Value 

Lower 
Value 

Upper 
Value  Value 

Lower 
Value 

Upper 
Value  Value 

𝜇𝜇 + 2𝜎𝜎,𝜇𝜇 + 3𝜎𝜎 4 5 2.85 6 7 2.70 6 8 4.54 
𝜇𝜇 + 𝜎𝜎, 𝜇𝜇 + 2𝜎𝜎 3 4 1.90 5 6 1.80 5 6 3.02 
𝜇𝜇,𝜇𝜇 + 𝜎𝜎 2 3 0.95 4 5 0.90 3 5 1.51 

𝜇𝜇 − 𝜎𝜎, 𝜇𝜇 1 2 0.95 3 4 0.90 2 3 0.66 
𝜇𝜇 − 2𝜎𝜎, 𝜇𝜇 − 𝜎𝜎 0 1 0.53 1 3 0.56 1 2 0.33 
𝜇𝜇 − 3𝜎𝜎, 𝜇𝜇 − 2𝜎𝜎       0 1         

Table 8. Lighting hazard P, S and D description 
 P S D 

Lower 
Value 

Upper 
Value  Value 

Lower 
Value 

Upper 
Value  Value 

Lower 
Value 

Upper 
Value  Value 

𝜇𝜇 + 2𝜎𝜎, 𝜇𝜇 + 3𝜎𝜎 6 8 4.58 6 7 3 5 6 3.46 
𝜇𝜇 + 𝜎𝜎, 𝜇𝜇 + 2𝜎𝜎 5 6 3.06 5 6 2 4 5 2.31 
𝜇𝜇, 𝜇𝜇 + 𝜎𝜎 3 5 1.53 4 5 1 3 4 1.15 
𝜇𝜇 − 𝜎𝜎, 𝜇𝜇 2 3 0.65 3 4 1 2 3 0.87 

𝜇𝜇 − 2𝜎𝜎, 𝜇𝜇 − 𝜎𝜎 1 2 0.33 2 3 0.5 1 2 0.43 
𝜇𝜇 − 3𝜎𝜎, 𝜇𝜇 − 2𝜎𝜎       1 2 0.33       

With the consideration of distribution in the 
hazard group in Equation (2) based on Table 4 
formulations proposed in the study; 
 
• It could be determined that among the 

health problems “toxic effects such as 
nausea and dizziness” and “destroying the 
skin's protective properties” that are in the 
cleaning chemicals hazard group and have 
equal RPN values, the ‘destroying the 
skin's protective properties was more 
critical; and that ‘allergic reactions’ was 
more critical when compared with the 
health problem ‘headache’. 

 
• In the laser hazard group, ‘headache’ and 

“eye disorders” have equal points and 
importance according to classical RPN 
assessment but with RPNn, “eye disorders” 
were detected to be more critical in this 
group.  

 
• Although “eczema” and “fatigue” health 

problems caused by disinfectants and 
sterilizers and “waste gases” hazards 
respectively have the same importance in 
terms of classical RPN value, it was 
determined that “fatigue” problem due to 

“waste gases” had more critical importance 
when compared with the proposed method.   
When the total value of classical RPN 
values resulting from chemical conditions 
are taken into consideration, it is seen in 
Table 9 that the most important health 
problem is “toxic effects such as nausea 
and dizziness”. According to the total risk 
score values calculated by equation (3), the 
order of health problems according to 
importance are “destroying the skin's 
protective properties”, ‘toxic effects such 
as nausea and dizziness’ and “allergic 
reaction”. Working in a closed 
environment for long hours and especially 
the use of many disinfectants sterilizers and 
components in the operating room make 
the operating room critical due to exposure 
to chemical effects. 

 
ii. Risk Analysis for Psychological Conditions  
 
Another main hazard group encountered in the 
operating rooms is psychological hazards due to 
intensive and stressful working conditions. 
Psychological hazards were divided into three 
basic hazard groups, namely ‘working 
conditions’, ‘night shift’ and ‘fear of 
contamination”. The sub-hazards that may be 
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caused by these hazards and the risk evaluation 
of these hazards are given in Table 10. By taking 
the distribution of the “over fatigue” hazard 
group within itself into consideration, it is seen 
that (RPNni) “over fatigue” creates a greater risk 
in the “night shift” than the “working conditions” 
that has the same RPN value with the classical 
analysis. While “unwillingness to work” on the 
night shift has a lower importance point than all 
the hazards caused by working conditions 
according to the classical RPN value, it was 
detected to have a higher importance than the 

hazards caused by the working conditions 
because of the RPNni assessment. In the general 
evaluation, the most important hazards according 
to the Total RPN value are ranked as follows: 
'anxiety disorder,' non-adaptation to the working 
environment, and depression. However, the order 
of importance of the probable hazards, based on 
the RPN values calculated with Equation (3), is: 
'anxiety disorder,' depression, and 'unwillingness 
to work,' as shown in Table 10." 
 

 
Table 9. Risk assessment for chemical conditions 

No 
Health 

Problems 

Disinfectants and 
sterilizers 

Cleaning chemicals Laser Waste gases 
Total 
RPN 

Total 
Risk 

Score 

RPNn 
 

Rank 

RPNn 

P S D RPN RPNni P S D RPN RPNni P S D RPN RPNni P S D RPN RPNni    

1 Allergic 
Reaction 9 7 2 126 2.216  2 3 4 24 0.501                     150 2.717 3 

2 Toxic 
Effects 
Such as 
Nausea 

and 
Dizziness 8 7 2 112 2.216 3 5 3 45 0.706           2 5 3 30 0.765 187 3.686 2 

3 Fatigue                     1 2 4 8 0.174 3 2 4 24 0.330 32 0.504 7 

4 Headache 8 5 2 80 0.484 4 3 2 24 0.252 1 3 5 15 0.354 1 3 2 6 0,.63 125 1.253 5 

5 Destroying 
the Skin's 
Protective 
Properties 3 8 2 48 0.111 [28] 3 5 3 45 2.520 [28] 4 6 3 72 2.855           165 5.486 1 

6 
Egzama 6 4 1 24 0.024 [28] 4 4 2 32 0,50 [28]                     56 0.528 6 

7 Eye 
Disorders 1 7 7 49 1.044           1 5 3 15 0.638           64 1.681 4 

 
Table 10. Risk assessment for psychological conditions 

No Health Problems Working Conditions Night Shift 
Fear of Contamination Total 

RPN 

Total Risk 
Score to 
Ensure 

Accuracy 

Ranking 

P S D RPN RPNni P S D RPN RPNni P S D RPN RPNni  RPNn RPNn 
1 Non-adaptation 

to the Working 
Environment 7 3 3 63 

0.365 
[1] 2 2 4 16 

0.137 
[2] 6 6 4 144 0.514 

 
1.016 5 

2 Unwillingness to 
Work 6 6 4 144 2.191 6 3 2 36 

0.626 
[2] 7 5 1 35 0.243 223 3.060 3 

3 Over Fatique 
6 5 2 60 1.095 5 4 3 60 

1.826 
[2]           215 2.921 4 

4 Depression 8 6 2 96 2.191           6 7 3 126 1.027 120 3.218 2 
5 

Anxiety Disorder 6 5 4 120 2.191 3 6 6 108 6.390 6 6 3 108 
0.514 
[29] 222 9.095 1 
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Table 11. Risk assessment for biological conditions 

 
Table 12. Ranked evaluation of biological agents based on total risk score under unidentified infection 

conditions 

 
Hepatitis virus-related diseases, tuberculosis, and 
Covid-19 which affect the whole world are the 
main biological risks encountered in operating 
rooms. Since the hepatitis virus and COVID-19 
tests are usually performed before surgery, 
probability values are usually low. However, 
since the confidence intervals of the tests are 
changeable, waiting for the test results in 
situations that require emergency surgery such as 
brain haemorrhage can lead to untested 
situations, as the patient dies. Biological risk 
increases in the operating room due to 
“Contamination during the insertion and removal 
of the injector, etc’’ during insertion and removal 
of a piercing cutting tool like an injector.  
There is an evaluation for five groups and two of 
them are “Contamination during the the insertion 
and removal of the injector, etc “.  Apart from 
this, the hazard of 'contamination of infected 
particles from the ventilation system' is also one 
of the biological risk factors in the operating 

room.  However, this hazard was determined but 
the evaluation of it could not be done. Generally, 
negative compressed air is used in the operating 
rooms, and the ventilation system uses clean air; 
these are the only risk factors for COVID-19. 
 
Probability, severity, and detectability values for 
COVID-19 were determined as 3.8.7, 
respectively with expert opinion. According to 
this evaluation, the RPN value poses the most 
significant risk with 168 but it was not 
considered in the evaluation since no other 
hazard was identified.  
 
As a result of the evaluation based on biological 
risks, COVID-19 disease is the riskiest disease 
due to "unidentified infection”. According to the 
total evaluation, Covid-19 disease is followed by 
HDV, HCV, and HIV. The ranking obtained with 
the approach suggested in the study is provided 
in Table 11 and Table 12. 

 
No Health Problems 

Exchange of 
Potentially 

Contaminated items 
Working at Close Distance 

Damage of Protective 
Equipment, Gloves, 

Mask etc. 

Training and Practice 
of Health Personnel on 

the Subject 

 P S D RPN RPNni P S D RPN RPNni P S D RPN RPNni P S D RPN RPNni 
1 Hepatit B 3 2 3 18 0.306 

[30] 
          2 1 8 16 0.212 1 2 7 14 0.133 

2 HIV 1 8 1 8 1.500 
[30] 

          1 7 8 56 3.394 1 8 7 56 1.673 

3 HCV 1 8 2 16 2.750 
[30] 

          1 7 8 56 3.394 1 7 7 49 1.673 

4 Tbc           1 5 2 10 0.157 [31]                     
5 HDV-delta Hepatit 1 8 3 24 2.750           1 7 8 56 3.394 1 7 7 49 1.673 

6 Covid-19           3 8 5 120 6.364 [32] 3 8 5 120 1.886 
[32] 

4 8 9 288 12.048 
[33] 

 

No Health Problems 

 

Unidentified Infection 
Total 
RPN 

Total Risk 
Score 
RPN 

Ranking RPNn 

 P S D RPN RPNn    

1 Hepatit B 2 1 8 16 0.156 64 0.806 6 

2 HIV 2 7 8 112 2.049 232 8.616 4 

3 HCV 2 7 8 112 2.049 233 9.866 3 

4 Tbc 3 7 7 147 1.502 157 1.660 5 

5 HDV-delta Hepatit 2 7 9 126 2.185 255 10.003 2 
6 Covid-19 5 8 10 400 12.821 928 33.118 1 
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The results obtained according to the total 
RPNn for each hazard group are given in Figure 
1. The hazard numbers within each hazard 
group are given on the bars. The most critical 
health problem in the operating room according 
to Figure 1 occurs due to biological conditions 
with the “Covid-19”. This health problem is 
followed by the hazards with numbers 5 and 3 
that occur also due to biological conditions. 
This situation shows that the most critical risk 

source consists of biological conditions. In 
Figure 1, it is seen that the most critical hazard 
group after the hazards and health problems due 
to biological conditions result from 
psychological conditions. The fact that teams 
consisting of many workers from different 
levels work in the operating room for long 
working hours also makes psychological 
conditions important and its importance status 
is seen in Figure 1. 

 

 
Figure 1. General evaluation 

 
4. Conclusion 

 
Risk analyses find an application area in every 
sector with legal regulations and with the 
increase in social conscience. There are many 
methods used in risk analyses and scaling is done 
according to the scales determined in these 
methods. However, when risk analyses are 
investigated on practices, it is seen that the place 
and distribution of the hazard in its source is an 
important factor. Risk analyses that take the 
distribution of each health problem in the hazard 
source contribute to determining the importance 
levels of the health problems more precisely and 
correctly. The steps that were followed in the 
method that was developed in this study and the 
sub-hazard (health care problems) caused by 
these hazards by the FMEA method, scale 
definition of the P, S, and D points in this 
evaluation according to the average and standard 
deviation values in the related hazard source and 
obtaining the RPNn values by doing the risk 
analysis according to this 

new scale and calculation of the total RPNn 
value. The risk analysis done depending on the 
scale according to the distribution of P, S, and D 
values in the hazard source constitutes the 
original aspect of the study.  
 
Healthcare services are work areas in which 
activities related to every section of society are 
carried out and which contain many risks to work 
and about the health of workers. With its many 
departments, factors such as the generally long 
working hours in the operating rooms where all 
surgical procedures are performed and the 
simultaneous work of many people in the 
operations bring about many probable hazards 
and may cause health problems.  
 
This situation necessitates risk analyses to be 
done in the operating rooms. Thus, the approach 
proposed in this study was carried out by taking 
the operating room department of a big hospital 
into consideration. The hazards that could occur 
in an operating room were analysed in four 

0

5

10

15

20

25

30

35

Physical Chemical Psychological Biological

RP
N

ni

1 2 3 4 5 6 7 8 9 10Hazard Number:



Müfide Narlı, Şeyda Taşkınırmak, Cansu Dağsuyu, Ali Kokangül 

237 
 

classes: Physical, chemical, psychological, and 
biological hazards.  
 
The descriptions of hazards and potential risk 
and/or sub-hazards that can occur due to hazards 
in each group were made, and risk assessment 
was done with the proposed method. As a result 
of this evaluation, the most important hazards 
were determined as “headache”, ‘Loss of 
protective feature of the skin’, “anxiety disorder” 
and “Covid-19” in the physical, psychological, 
and biological conditions respectively. The 
approach proposed in the study can be used in the 
production sector or different departments of the 
hospitals in future studies.  
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