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Abstract. The maximum cardinality cut (MaxCut) problem remains NP-complete for co-bipartite graphs and
for split graphs. Based on modular decomposition, in [3] it is shown that MaxCut is polynomial-time solvable for
graphs that are factorable to bounded treewidth graphs. However, this approach fails in co-bipartite graphs because
the modules of a co-bipartite graph are exactly twins and connected components. In this work we extend the result
of [3] to co-bipartite graphs using the concept of bimodules and bimodular decomposition proposed in [6]. Namely,
we show that MaxCut is polynomial-time solvable for co-bipartite graphs that can be factored to bounded treewidth
graphs using bimodular decomposition.
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1. Introduction

A cut of a graph G = (V(G), E(G)) is a partition of V(G) into two subsets S , S̄ where S̄ = V \ S . The cut-set of
(S , S̄ ) is the set of edges of G with exactly one endpoint in S . The maximum cardinality cut (MaxCut) problem is
to find a cut of a given graph whose cut-set has the biggest number of edges possible. MaxCut has applications in
statistical physics and circuit layout design [1].

MaxCut is a widely studied problem, it is in fact one of the 21 NP-hard problems of Karp [11]. It is shown that
MaxCut remains NP-hard when restricted to the following graph classes: chordal graphs, undirected path graphs, split
graphs, tripartite graphs, co-bipartite graphs [3], unit disk graphs [4] and total graphs [8]. On the positive side, it was
shown that MaxCut can be solved in polynomial time in planar graphs [9], in line graphs [8] and in co-bipartite chain
graphs [5].

Modular decomposition is the process of recursively partitioning a graph into its so called modules. Many optimiza-
tion problems can be solved using dynamic programming, when the modular decomposition of the input graph satisfies
specific conditions. Based on modular decomposition, in [3] it is shown that MaxCut is polynomial-time solvable in
the class of factorable to bounded treewidth graphs. However, this approach fails in co-bipartite graphs because the
modules of a co-bipartite graph (also a split graph) are exactly its twins and its connected components. The concept of
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bimodules and bimodular decomposition is proposed in [6]. In this work we extend the result of [3] using the bimodu-
lar decomposition presented in [6]. This result also generalizes our recent result in [5]. The technique is applicable to
other optimization problems.

In Section 2 we start with definitions and notation and summarize related work. In Section 3 we begin with a
basic case that we term bi-cographs, which is analogous to cographs in bimodular decomposition, and introduce the
technique. In Section 4, we generalize the technique to graphs factorable (using bimodular decompositions) to bounded
treewidth graphs. In Section 5 we mention work in progress and future research directions.

2. Preliminaries

General Notation: For two integers n,m such that n ≤ m, we denote by [n,m] the set of integers between n and m,

inclusive and [n]
de f
= [1, n]. For a set X and a singleton {x} we denote X∪{x} and X \{x} by X + x and X− x, respectively.

We use 4 as the symmetric difference operator, i.e. X4Y
de f
= (X \ Y) ∪ (Y \ X). Bold characters denote vectors. We

denote by 0 and by 1 the vectors with all entries 0 and 1 respectively. The i-th component of a vector v is vi, i.e.

v = (v1, . . . , vk), and
∑

v de f
=

∑k
i=1 vi. For a vector v with index set I and I′ ⊂ I, we denote by vI′ the projection of v on

I′.
Graph Notation and Terminology: Given a simple graph (no loops or parallel edges) G = (V(G), E(G)) and a vertex
v of G, uv denotes an edge between two vertices u, v of G. We denote by NG(v) the set of neighbors (or the open
neighborhood) of v in G, and by dG(v) = |NG(v)| the degree of v in G. Whenever there is no ambiguity we omit the
subscript G and write d(v) and N(v). Two adjacent (resp. non-adjacent) vertices u, v of G are twins (resp. false twins)
if NG(u) \ {v} = NG(v) \ {u}. A vertex having degree zero is termed isolated, and a vertex adjacent to all other vertices
is termed universal. A clique (resp. independent set) of a graph is a set of pairwise adjacent (resp. non-adjacent)
vertices. A clique of k vertices is denoted by Kk. For a graph G and U ⊆ V(G), we denote by G[U] the subgraph of

G induced by U, and G \ U
de f
= G[V(G) \ U]. The complement G of a graph G = (V, E) is the graph (V,V × V \ E).

The union of two graphs G,G′ is G ∪ G′
de f
= (V(G) ∪ V(G′), E(G) ∪ E(G′)). For two vertex disjoint graphs G1,G2,

G1 × G2 is the graph G1 ∪ G2 where all the possible edges between the vertices of G1 and G2 are added. Formally,

G1 ×G2
de f
= (V(G1) ∪ V(G2), E(G1) ∪ E(G2) ∪ V(G1) × V(G2)).

A graph is bipartite (resp. co-bipartite, split) if its vertex set can be partitioned into two independent sets (resp.
two cliques , resp. a clique and an independent set) V,V ′. We denote such a graph as B(V,V ′, E) (resp. C(V,V ′, E),
S (V,V ′, E)) where E is the set of edges that have exactly one endpoint in V . The bipartite complement Ḡbip of a
bipartite graph G = B(V,V ′, E) is the bipartite graph B(V,V ′, (V × V ′) \ E).
Cuts: A cut of a graph is a partition of V(G) into two sets S and S̄ = V(G) \ S . We denote a cut by one of the subsets
of the partition. E(S , S̄ ) denotes the cut-set of S , i.e. the set of the edges of G with exactly one endpoint in S , and

cs(S )
de f
=

∣∣∣E(S , S̄ )
∣∣∣ is termed the cut size of S . A maximum cut of G is one having the biggest cut size among all cuts of

G. We refer to this size as the maximum cut size of G.

Definition 2.1. Given a cut S of a graph G and two disjoint subsets X,Y of vertices of G, we denote by E(S , X,Y) the

set of edges in the cut-set of S that have one endpoint in X and the other in Y , i.e. E(S , X,Y)
de f
= E(S , S̄ ) ∩ X × Y . We

observe that whenever X × Y ⊆ E(G) the value E(S , X,Y) depends only on |S ∩ X| and |S ∩ Y |. Therefore, in this case

we define cs(X,Y, |S ∩ X| , |S ∪ Y |)
de f
= |E(S , X,Y)|.

Clearly,
cs(X,Y, i, j) = i(|Y | − j) + j(|X| − i).

Definition 2.2. For a graph G, we denote by maxcG(i) the biggest cut size among the cuts that partition V(G) into a set
of size i and a set of size |V(G)| − i. Formally,

maxcG(i)
de f
= max {cs(S ) : S ⊆ V(G), |S | = i} .

Clearly, the maximum cut size of G is

max {maxcG(i) : 0 ≤ i ≤ b|V(G)| /2c} .
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Definition 2.3. For a co-bipartite (resp. split) graph G = C(V,V ′, E) (resp. S (V,V ′, E)), we denote as GB the corre-
sponding bipartite graph B(V,V ′, E). We also denote by maxcGB (i, i′) the maximum size of a cut of GB that partitions
V (resp. V ′) into a set of size i (resp. i′) and a set of size |V | − i (resp. |V ′| − i′). Formally,

maxcGB (i, i′)
de f
= max

{
cs(S ) : S ⊆ V ∪ V ′, |S ∩ V | = i,

∣∣∣S ∩ V ′
∣∣∣ = i′

}
.

Clearly, the maximum cut size of G is

max
{
maxcGB (i, i′) + i · (|V | − i) + i′ · (

∣∣∣V ′∣∣∣ − i′) : 0 ≤ (i, i′) ≤ (|V | ,
∣∣∣V ′∣∣∣)} ,

if G is co-bipartite, and
max

{
maxcGB (i, i′) + i · (|V | − i) : 0 ≤ (i, i′) ≤ (|V | ,

∣∣∣V ′∣∣∣)} ,
if G is a split graph. Moreover, it can be computed in polynomial time once the values maxcGB (i, i′) are given. In this
work we compute these values, and therefore focus on bipartite graphs.
Tree Decomposition and Treewidth: Given a graph G, a tree decomposition of G is a tree T = (B, F), where
B = {B1, B2, ...} is a set of subsets of V(G) termed bags, such that the following three conditions are met:

•
⋃
B = V(G).

• For every edge uv ∈ E(G), u, v ∈ Bi for some Bi ∈ B.
• If v ∈ Bi ∩ B j then v ∈ Bk for every bag Bk on the path between Bi and B j in T .

The width ω(T ) of a tree decomposition T = (B, F) is defined as the size of its largest bag minus one, i.e.,
ω(T ) = max {|B| : B ∈ B} − 1. The treewidth of a graph G, denoted as tw(G), is the width of the minimum-width tree
decomposition of G. For an integer k > 0, we denote by T (k) the class of graphs having treewidth at most k. For
any fixed k > 0 there exists an algorithm that finds a tree decomposition of minimum width of a given graph in T (k)
(see [2]). Many graph problems that are NP-hard are polynomial-time solvable when restricted to T (k) for some fixed
k.

It is easy to show that every bag Bi corresponding to an internal vertex of T is a separator of G.

Definition 2.4. A tree decomposition T is canonical if
• T is a binary tree.
• If a bag Bi has two children B j, Bk (in T ) then Bi = B j = Bk.
• If a bag Bi has exactly one child B j then

∣∣∣Bi4B j

∣∣∣ = 1.

It is well known that every tree decomposition can be transformed to a canonical one with the same width (see for
example [3]). In this work we consider only canonical tree decompositions T = (B, F) rooted at an arbitrary vertex.
For a bag B ∈ B we denote by B∗ the set of vertices in B and all the descendants of B in T .
Cographs: The class of cographs (shorthand for complement-reducible graphs) is defined recursively as follows: a) a
graph with one vertex is a cograph, and b) if G1 and G2 are cographs then so are G1 ∪G2 and G1 ×G2. Thus a cograph
is a graph that can be generated from single-vertex graphs K1 by repeatedly applying the binary operations ∪ and ×. A
cotree is a binary tree whose leaves represent single vertices and the internal (non-leaf) vertices are labeled with ∩ or
×. Every subtree of a cotree represents a cograph.

If G is a cograph with at least two vertices then its root is labeled either with ∪ in which case G is not connected, or
with × in which case G is not connected. This observation implies a polynomial-time algorithm to construct a cotree
of a given cograph. Many graph problems (maximum independent set, maximum clique, minimum vertex coloring)
can be solved in linear time in cographs by constructing its cotree and performing a bottom-up traversal of it.
MaxCut in Cographs: The maximum cut size of a cograph G can be computed using dynamic programming via a
bottom up traversal of its cotree and using Lemma 2.5 at each internal vertex of the cotree.

Lemma 2.5. [3] Let G1 = (V1, E1) and G2 = (V2, E2) be vertex disjoint graphs. Then

maxcG1∪G2 (i) = max{maxcG1 ( j) + maxcG2 (i − j) :
j ∈ [0, i], j ≤ |V1| , i − j ≤ |V2|},

maxcG1×G2 (i) = max{maxcG1 ( j) + maxcG2 (i − j)+
j(|V2| − (i − j)) + |V1 − j| (i − j) :
j ∈ [0, i], j ≤ |V1| , i − j ≤ |V2|}.
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Modular decomposition: A module of a graph G = (V, E) is a subset M ⊆ V of its vertices such that any vertex in
V \ M is either adjacent to all vertices of M or to none of them. In other words, the vertices of M are indistinguishable
by vertices not in M. It follows from this definition that M is a module of G if and only if it is a module of G. Clearly,
V,∅ and all the singleton subsets of V are modules of G. These modules are termed as trivial. A graph containing only
trivial modules is termed prime. A module M is maximal if no proper superset of M except V is a module. Gallai [7]
showed that if both G and its complement are connected, then the maximal modules of G do not intersect, i.e. they
form a partition of V(G). In this case G can be decomposed to its maximal modules unless G is prime. One can
recursively decompose a graph to its connected components, or into the connected components of its complement, or
its maximal modules until prime graphs are obtained. This defines the modular decomposition tree of a given graph.
Such a decomposition can be found in linear time [12].

In the sequel we use the terminology and notations from [3]. Let H = (V, E) be a graph with r > 1 vertices {v1, . . . vr}

and H1,H2, . . .Hr be r vertex disjoint graphs. The factor graph H[H1,H2, . . .Hr] is the graph obtained by taking the
disjoint union of H1,H2, . . .Hr and adding all edges vw ∈ Vi×V j whenever i j ∈ E. Every graph G is a factor graph since
G = G[G1,G2, . . . ,Gn] where Gi is the graph consisting of the single vertex vi ∈ V(G). A factorization H[H1, . . . ,Hr]
of G such that r is minimum is equivalent to finding the maximal modules of G. The factor tree of a graph G is the
decomposition tree of G where each (internal) vertex v of the tree with r children, corresponding to the factorization
operation H[H1, . . . ,Hr] is labeled by the graph H, termed the label graph of v. Note that a cotree is a special case of
a factor tree in which the label graphs are either K2 or K2.

Definition 2.6. For a class C, F (C) denotes the class of graphs with factor tree labeled with graphs from C. The
factor-treewidth f w(G) of a graph G is the smallest number k such that G ∈ F (T (k)).

For instance, F (
{
K2,K2

}
) is the class of cographs and the factor-treewidth of a cograph is 1. We note that a factor

tree can be computed in linear time from a modular decomposition tree as follows. For an internal vertex v of the
tree with r children the label graph of v contains r vertices, and the adjacency relation between two vertices can be
determined by inspecting the subgraphs corresponding to the leaves and checking the adjacency between two arbitrary
vertices, one from each graph.
MaxCut and Modular Decomposition: Lemma 2.5 can be extended to any factorization in the following way. Let

G = H[H1, . . . ,Hr], let S be a cut of G, let S i
de f
= S ∩ V(Hi) for i ∈ [r] and let v, s be the vectors with r entries

vi = |V(Hi)|, si = |S i|. By considering the inter-module and intra-module edges of G separately and recalling that the
inter-module edges exist whenever the corresponding vertices are adjacent in H, we have

cs(S ) =

r∑
j=1

cs(S j) +
∑

`m∈E(H)

|S ` | ·
∣∣∣S̄ m

∣∣∣ + |S m| ·
∣∣∣S̄ `

∣∣∣
=

r∑
j=1

cs(S j) +
∑

`m∈E(H)

s`(vm − sm) + sm(v` − s`)

and observing that |S | =
∑

s we conclude

maxcG(i) = max


r∑

j=1

maxcH j (x j) +
∑

`m∈E(H)

s`(vm − sm) + sm(v` − s`) :∑
s = i, 0 ≤ s ≤ v

}
.

Whenever the order of H is bounded by some constant, maxcG(i) can be computed in polynomial time since in this
case, the number of vectors s ≤ v is polynomial in the order of H. This implies a polynomial-time algorithm for the
class of graphs F (Gk) for any constant k > 0 where Gk is the class of graphs of order at most k. Exploiting the facts
that a) given a tree decomposition of H the `m edges of H are within the bags of H and b) a separator of H induces a
separator of G, the idea is extended to the following theorem:

Theorem 2.7. [3] For every constant k, MaxCut is solvable in polynomial time for graphs in F (T (k)).

Bimodular decomposition: Bipartite graphs do not fit well within the framework of modular decomposition in the
following sense: the only non-trivial modules of a bipartite graph B(V,V ′, E) are its connected components and sets
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consisting of twins. In other words, a connected twin-free bipartite graph contains only trivial modules. The concept
of bimodule is defined in [6] via which non-trivial decompositions can be obtained and calculated in polynomial time.
In the sequel we give a brief description of this decomposition.

Let G = B(V,V ′, E) be a bipartite graph. A bimodule of G is a subset M of its vertices such that any vertex in V \M
(resp. V ′ \M) is either adjacent to all vertices of M ∩ V ′ (resp. M ∩ V) or to none of them. In other words, the vertices
of M ∩ V (resp. M ∩ V ′) are indistinguishable by vertices of V ′ \ M (resp. V \ M). V ∪ V ′, V , V ′, ∅, every singleton,
and every pair of vertices from V × V ′ are trivial bimodules of G.

Unlike maximal modules, maximal bimodules may overlap. Nevertheless some bimodules termed canonical strong
bimodules have the desired property, based on which the bimodular decomposition tree T (G) of a bipartite graph G can
be computed in polynomial time.

Let H be the graph represented by an internal vertex v of a decomposition tree T (G). The vertex v is of one of the
following four types:

• parallel: the children of v represent the connected components of H.
• series: the children of v represent the connected components of H̄bip.
• K + S : the children of v represent induced subgraphs H1,H2, . . . ,Hr such that for every pair i, j ∈ [r] with

i < j a) there is an edge between every vertex of V(Hi)∩V and every vertex of V(H j)∩V ′, b) there is no edge
between a vertex of V(Hi) ∩ V ′ and a vertex of V(H j) ∩ V .

• prime: the children of v represent canonical strong bimodules of H.
We note that we can modify the tree (at the expense of increasing the number of its vertices) so that in the first three
cases v has two children. The tree obtained in this way is unique (up to the order of the children of vertices). We now
note that given two bimodules M1,M2 of G, every vertex of M1 ∩ V (resp. M1 ∩ V ′) is either adjacent to every vertex
of M2 ∩ V ′ (resp. M2 ∩ V) or to none of them. Therefore, we can capture the relations between M1 and M2 by the
existence or absence of two potential edges. Formally,

Definition 2.8. Given the bipartite graphs H1 = B(V1,V ′1, E1), . . . ,Hr = B(Vr,V ′r , Er) and two graphs H,H′ with
V(H) = V(H′) = [r] the bi-factor graph (H,H′)[H1, . . . ,Hr] is the bipartite graph B(V,V ′, E) such that V =

⋃r
i=1 Vi,

V ′ =
⋃r

i=1 V ′i and

E =

r⋃
i=1

Ei ∪
⋃

`m∈E(H),`<m

V` × V ′m ∪
⋃

`m∈E(H′),`>m

V ′` × Vm.

We define the bifactor tree of G in a way similar to the factor tree, with the following differences: a) each internal
vertex is labeled by an ordered pair of graphs (H,H′), b) the tree is ordered, i.e. the children of a vertex are numbered.

Definition 2.9. Given a class C of graphs, BF (C) denotes the class of bipartite graphs G such that for every vertex v
of T (G) the union of the two label graphs of v is a graph in C. The bifactor treewidth b f w(G) of a bipartite G is the
smallest number k such that G ∈ BF (T (k)).

Max Cut in Co-bipartite Chain graphs: A co-bipartite chain graph is a co-bipartite graph G = (V,V ′, E) where V
has a nested neighborhood ordering, i.e. its vertices can be ordered as v1, v2, . . . such that NG(v1) ⊆ NG(v2) ⊆ · · · [10].

In [5] we showed that the twin-free co-bipartite chain graphs do not have a factorization of bounded treewidth,
implying that Theorem 2.7 is not applicable to this graph class.

Theorem 2.10. [5] For every k > 0 there exists a twin-free co-bipartite graph G such that G < F (T (m)).

On the other hand, using a dynamic programming algorithm similar to the ones presented in [3] we showed the
following:

Theorem 2.11. [5] MaxCut can be solved in polynomial time for co-bipartite chain graphs.

Lemma 2.12. Let G be a twin-free chain co-bipartite graph. Then G ∈ BF (T (1)).

Proof. Ḡ = B(V,V ′, E) is a bipartite chain graph which is twin-free, except possibly two isolated vertices. The vertices
of V and V ′ can be numbered as v1, v2, . . . , vn and v′1, v

′
2, . . . , v

′
n respectively, according to the nested neighborhood

ordering. Then V1 =
{
v1, v′1

}
, . . . ,Vn =

{
vn, v′n

}
is a K + S decomposition of Ḡ. Therefore, the bifactor tree of Ḡ (thus

of G) is a binary tree with labels (K2, K̄2). The result follows from the fact that K2 is a tree. �

In this work we generalize Theorem 2.11 to the class BF (T (k)) for every constant k.
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3. Bi-CoGraphs

In this section we define the analogous of cographs for the bipartite/cobipartite case, as an intermediate step to
describe the results in the next section. We recall that the class of cographs is F (

{
K2, K̄2

}
). We define analogously

the class of bi-cographs as BF (
{
K2, K̄2

}
). We define the following binary graph operations on bipartite graphs that

correspond to the label pairs (K2, K̄2) and (K2,K2) respectively. Let G1 = B(V1,V ′1, E1) and G2 = B(V2,V ′2, E2). Then

G1/
bipG2

de f
= B(V1 ∪ V2,V ′1 ∪ V ′2, E1 ∪ E2 ∪ V1 × V ′2),

G1×
bipG2

de f
= B(V1 ∪ V2,V ′1 ∪ V ′2, E1 ∪ E2 ∪ V1 × V ′2 ∪ V ′1 × V2).

A bi-cotree is an ordered binary tree whose leaves represent single vertices and the internal (non-leaf) vertices are
labeled with ∪, /bip or ×bip.

If G is a bi-cograph then maxcG(i, i′) can be computed using dynamic programming via a bottom up traversal of its
bi-cotree and using Lemma 3.1 at each internal vertex of the bi-cotree.

Lemma 3.1. Let G1 = B(V1,V ′1, E1) and G2 = B(V2,V ′2, E2) be vertex disjoint bipartite graphs. Then

maxcG1∪G2 (i, i′) = max{maxcG1 (i1, i′1) + maxcG2 (i2, i′2) : (i1, i′1, i2, i
′
2) ∈ I},

maxcG1/bipG2 (i, i′) = max{maxcG1 (i1, i′1) + maxcG2 (i2, i′2)+

cs(V1,V ′2, i1, i
′
2) : (i1, i′1, i2, i

′
2) ∈ I},

maxcG1×
bipG2 (i, i′) = max{maxcG1 (i1, i′1) + maxcG2 (i2, i′2)+

cs(V1,V ′2, i1, i
′
2) + cs(V ′1,V2, i′1, i2) : (i1, i′1, i2, i

′
2) ∈ I}

where

I = {(i1, i′1, i2, i
′
2) :i1 + i2 = i, 0 ≤ (i1, i2) ≤ (|V1| , |V2|),

i′1 + i′2 = i′, 0 ≤ (i′1, i
′
2) ≤ (

∣∣∣V ′1∣∣∣ , ∣∣∣V ′2∣∣∣)}. (3.1)

Proof. Let G = B(V,V ′, E) ∈
{
G1∪G2,G1/

bipG2,G1×
bipG2

}
where V = V1 ∪ V2, V ′ = V ′1 ∪ V ′2. Let S be a cut of G

and let S k be the cut induced by S on Gk for k ∈ {1, 2}. Then, the edges of E(S , S̄ ) are partitioned into three sets, a) the
edges of G1, b) the edges of G2, and c) the edges that join vertices from both graphs. The edges joining vertices from
two graphs are further partitioned into two sets, namely those joining vertices of V1 with vertices of V ′2 and vertices of
V2 with vertices of V ′1. Therefore,

cs(S ) = cs(S 1) + cs(S 2) +
∣∣∣E(S ,V1,V ′2)

∣∣∣ +
∣∣∣E(S ,V ′1,V2)

∣∣∣ .
We now focus on cuts S such that |S ∩ V | = i, |S ∩ V ′| = i′. For such a cut S , let |S ∩ Vk | = |S k ∩ Vk | = ik and∣∣∣S ∩ V ′k

∣∣∣ =
∣∣∣S k ∩ V ′k

∣∣∣ = i′k for k ∈ {1, 2}. Clearly, (i, i′) = (i1 + i2) + (i′1 + i′2). We have∣∣∣E(S ,V1,V ′2)
∣∣∣ =

{
0 if G = G1∪G2
cs(V1,V ′2, i1, i

′
2) otherwise

and ∣∣∣E(S ,V ′1,V2)
∣∣∣ =

{
cs(V ′1,V2, i′1, i2) if G = G1×

bipG2
0 otherwise.

Therefore, cs(S ) = cs(S 1) + cs(S 2) + f (i1, i′1, i2, i
′
2) where f is a function that depends on G. Then

maxcG(i, i′) = max{ cs(S 1) + cs(S 2) + f (i1, i′1, i2, i
′
2) : (i1, i′1, i2, i

′
2) ∈ I,

∀k ∈ {1, 2} (|S ∩ Vk | = ik ∧
∣∣∣S ∩ V ′k

∣∣∣ = i′k)}

For fixed values of (i1, i′1, i2, i
′
2) the terms are independent. Then

maxcG(i, i′) = max{max
{
cs(S 1) : |S ∩ V1| = i1,

∣∣∣S ∩ V ′1
∣∣∣ = i′1

}
+

max
{
cs(S 2) : |S ∩ V2| = i2,

∣∣∣S ∩ V ′2
∣∣∣ = i′2

}
+

f (i1, i′1, i2, i
′
2) : (i1, i′1, i2, i

′
2) ∈ I}

The lemma follows by the definition of maxcG(i, i′). �



Max-cut with Bimodular Decomposition 188

6, 7

1, 3, 6

1, 2, 6 1, 4, 6

1, 6, 7

1, 3, 6

1, 2, 6
1, 4, 6

1, 6

1, 3, 6 1, 3, 6

1, 6 1, 6

b

b

b

bb b

2

1

5

3

4

6

H1

H2

H3

H4

H5

H6

G

(i) (ii)

(iii) (iv)

(v) (vi) (vii)

b

7

1, 4, 7

1, 4, 7

H7

b

b

b

bb b

2

1

5

3

4

6

b

7
b

b

b

bb b

2

1

5

3

4

6

b

7

1, 4

H H ′

b

b

b

b

b

b

b

b

b

b

b

b

b

b

Figure 1. (i)A bipartite graph G, (ii) the bimodular decomposition of G into modules
H1,H2,H3,H4,H5,H6,H7. G = (H,H′)[H1,H2,H3,H4,H5,H6,H7], (iii, iv) the label graphs H,
H′, (v) the graph H ∪ H′, (vi) a tree decomposition of H ∪ H′, (vii) a canonical tree decomposition
of H ∪ H′ with same width.

Note that maxcG(i, i′) can be computed by trying all the possible values (i1, i′1, i2, i
′
2) that are given by (3.1) and

choosing the best value.
We conclude this section by noting that the class of co-bipartite chain graphs is included in the class of bi-cographs.

All the internal vertices of the bi-cotrees of a co-bipartite chain graph are labeled with /bip. Therefore, Lemma 3.1
extends Theorem 2.11 to bi-cographs.

4. Graphs With Bounded Bi-factor Width

We now consider bipartite graphs having a bimodular decomposition with labeled graph pairs such that the union
of each pair has bounded treewidth, i.e. the graphs G ∈ BF (T (k)) for some constant k. Recall that our goal is to
compute the values maxcG(i, i′). For this purpose, we first compute the bi-factor tree T (G) and then make a bottom-up
traversal of it. At each vertex v of T (G) we compute the values maxcGv (i, i

′) where Gv is the graph defined by the
subtree of T (G) rooted at v. Whenever v is a leaf, v represents a trivial bimodule, i.e. consists of at most two vertices,
one from V and one from V ′. In this case i, i′ ∈ {0, 1} and the values maxcGv (i, i

′) can be computed trivially. In the
sequel we consider the root of T (G) and assume that all the subtrees are traversed recursively. In the rest of this section,
G = (H,H′)[H1, . . . ,Hr] where H1, . . . ,Hr are bipartite graphs with bipartititons (V1,V ′1), . . . , (Vr,V ′r), and v (resp. v′)
is a vector with r entries such that vi = |Vi| (resp. v′i =

∣∣∣V ′i ∣∣∣).
Definition 4.1. For every pair of vectors x, x′ such that 0 ≤ x ≤ v and 0 ≤ x′ ≤ v′ we denote by maxcG(x, x′) the
maximum cut size of among all cuts S of G such that |S ∩ Vi| = xi and

∣∣∣S ∩ V ′i
∣∣∣ = x′i for every i ∈ [r].
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Clearly,
maxcG(i, i′) = max

{
maxG(x, x′) :

∑
x = i,

∑
x′ = i′

}
. (4.1)

Lemma 4.2.

maxcG(x, x′) =

r∑
j=1

maxcH j (x j, x′j) +
∑

`m∈E(H),`<m

cs(V`,V ′m, x`, x
′
m)

+
∑

`m∈E(H′),`>m

cs(V ′` ,Vm, x′`, xm). (4.2)

Proof. From the definition of the bi-factor graph and using the same arguments as in the proof of Lemma 3.1, for any
cut S of G we have

cs(S ) =

r∑
j=1

cs(S j) +
∑

`m∈E(H),`<m

∣∣∣E(S ,V`,V ′m)
∣∣∣ +

∑
`m∈E(H′),`>m

∣∣∣E(S ,V ′` ,Vm)
∣∣∣

where S j is the cut induced by S on H j. Moreover, whenever |S ∩ Vi| = xi and
∣∣∣S ∩ V ′i

∣∣∣ = x′i and `m ∈ E(H) with
` < m (resp. `m ∈ E(H′) with ` > m) we have

∣∣∣E(S ,V`,V ′m)
∣∣∣ = cs(V`,V ′m, x`, x

′
m) and

∣∣∣E(S ,V ′` ,Vm)
∣∣∣ = cs(V ′` ,Vm, x′`, xm).

Therefore, for all cuts S with these properties, the last two sums are fixed. Observing that the terms of the first
summation are independent, the lemma follows. �

Note that Equations (4.1) and (4.2) do not lead to an efficient algorithm since the number of possible vector pairs
(x, x′) is exponential. However, in the sequel we use these equations locally in individual bags of a tree decomposition.
Since the bags contain at most k + 1 vertices, this computation can be carried out in polynomial time.

Consider a canonical tree decomposition T of H ∪ H′ and a bag B of T . Recall that B∗ is the set of vertices in
V(H ∪ H′) = V(H) = V(H′) contained in the subtree of T rooted at B. For a subset U = {h1, h2 . . . hk} of V(H) we
introduce the following shorthand notation for the induced subgraph of G corresponding to U:

G[U] = (H[U],H′[U])[Hh1 , . . .Hhk ].

Definition 4.3. For a pair of vectors x, x′ such that 0 ≤ x ≤ v and 0 ≤ x′ ≤ v′ we denote by maxcG[B∗ ] (B, x, x′) the

maximum size of a cut S of G[B∗] such that
∣∣∣Vhi ∩ S

∣∣∣ = xi and
∣∣∣∣V ′hi
∩ S

∣∣∣∣ = x′i for every i ∈ [k].

Since G = G[B∗r ], we have maxcG(x, x′) = maxcG[B∗r ]
(Br, x, x′). The following lemma describes the computation of

these values for a bag B, from the values for its children.

Lemma 4.4.

maxcG[B∗ ] (B, x, x
′) =

maxcG[B] (x, x
′) if B is a leaf,

maxcG[B∗1]
(B1, x, x′) + maxcG[B∗2]

(B2, x, x′) − maxcG[B] (x, x
′)

if B has two children B1, B2,

maxcG[B∗1]
(B1, xB−m, x′B−m) + maxcHm (xm, x′m)

+
∑

`m∈E(H)

cs(V`,V ′m, x`, x
′
m) +

∑
`m∈E(H′)

cs(V ′` ,Vm, x′`, xm)

if B has one child B1 such that B \ B1 = {m} ,

max
{
maxcG[B∗1]

(B1, y, y′) : yB1−m = x, y′B1−m = x′
}

if B has one child B1 such that B1 \ B = {m} .
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Proof. Since T is a canonical decomposition, B satisfies exactly one of the below conditions. We prove each case
separately.

• B is a leaf: In this case B∗ = B and the definitions of both sides of the equation coincide.
• B has two children B1, B2: In this case B1 = B2 = B. Then every vertex of B∗ is either in exactly one of B∗1

and B∗2 or in both. In the latter case such a vertex is also in B by the third property of a tree decomposition.
The same holds for every edge that connects two vertices of B∗. Consider the summand in 4.2 corresponding
to a vertex of B∗ or to an edge of E(H) (resp. E(H′)) in B∗. The proposed formula guarantees that every such
summand is accounted exactly once.

• B has one child B1 such that B \ B1 = {m}: In this case B∗ \ B∗1 = {m}. As for the edges, the edges of B∗ are
exactly the edges of B∗1 with the addition of all the edges incident to m in H or H′. The first term accounts for
all the edges and vertices of B∗1, the second term accounts for all the intra-module edges of Hm and the last two
terms account for all the edges incident to m in H and H′ respectively.

• B has one child B1 such that B1 \ B = {m}: In this case B∗ = B∗1. However, since the entry corresponding to m
is unspecified in x and x′ one has to consider each possible extension y (resp. x) of the vector x (resp. x′) with
this entry and return the maximum value.

�

Summarizing, the above results imply the following algorithm: a) find a bi-factor tree T (G) of G, b) for every vertex
v of T (G) find a tree decomposition Tv of the pair of graphs corresponding to v, c) perform a bottom-up traversal of
T (G) and at each vertex v make a bottom-up traversal of Tv using Lemma 4.4.

Theorem 4.5. For every constant k, MaxCut is solvable in polynomial time for co-bipartite graphs in BF (T (k)).

5. Extensions and Future Work

In this work we combined the decomposition techniques presented in [3] and [6]. We used these techniques to solve
the maximum cardinality cut problem in a new family of graphs. This work can be further extended in the following
directions.
New problems: To apply this technique to other problems is an important line of research. The application to maximum
independent set problem is work in progress. Our goal is to find a unified framework that can be used to apply the
technique to other problems.
Graphs with small chromatic number: The concept of bimodule and the corresponding decomposition algorithms
seem to be extendable to any graph of bounded chromatic number. However, since as opposed to bipartitions, to find a
χ-coloring of a graph with chromatic number χ is NP-complete, in order to compute such a decomposition, a coloring
of the graph must be provided.
Other decomposition types: In this work we replaced the modular decomposition part of the technique presented in [3]
with bi-modular decomposition. Alternatively, one can replace the tree-decomposition part with another decomposition
technique, or apply other decomposition techniques in addition to the techniques mentioned here.
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