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 In the article, it is aimed to investigate the factors affecting survival in today's legendary giant 

accident with different methods. The analysis aims to find the method that best determines 

survival. For this purpose, logit and probit models from generalized linear models and random tree 
algorithm from decision tree methods were used. The study was carried out in two stages. Firstly; 

in the analysis made with generalized linear models, variables that did not contribute significantly 

to the model were determined. Classification accuracy was found to be 79.89% for the logit model 

and 79.04% for the probit model. In the second stage; classification analysis was performed with 
random tree decision trees. Classification accuracy was determined to be 77.21%. In addition; 

according to the results obtained from the generalized linear models, the classification analysis 

was repeated by removing the data that made meaningless contribution to the model. The 

classification rate increased by 4.36% and reached 81.57%. After all; It was determined that the 
decision tree analysis made with the variables extracted from the model gave better results than 

the analysis made with the original variables. These results are thought to be useful for researchers 

working on classification analysis. In addition, the results can be used for purposes such as data 

preprocessing, data cleaning. 
This is an open access article under the CC BY-SA 4.0 license. 

(https://creativecommons.org/licenses/by-sa/4.0/) 
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1. Introduction 

Titanic is a world-famous cruise ship that sank on its 

first voyage in the North Atlantic [1]. There is a lot of 

speculation in the literature about the legendary Titanic 

disaster, and research on this is still ongoing [2-3]. Over 

the years, a dataset containing information about survivors 

as well as dead passengers and crew has been created [4]. 

This data set is publicly available on Kaggle.com [5]. 

When the literature is reviewed, it stands out that the 

Titanic data have been examined for different purposes in 

recent years. In Barhoom et al.’s study, the prediction of 

survivors was determined by artificial neural networks. 

The algorithm has achieved 99.28% accuracy [6]. Singh et 

al. studied Titanic data on logistic regression, decision 

tree, decision tree with hypertuning, k-nearest neighbors 

and support vector machines. At the end of the study, they 

obtained the highest estimation with decision trees as 

93.6% [7]. Kakde et al., on the other hand, performed the 

analysis with logistic regression, decision tree, random 

forest and support vector machines methods using data 

cleaning. They suggested that ideally the logistic 

regression and support vector machine gives a good level 

of accuracy when it comes to the classification problem 

[8]. In another study, Kshirsagar et al. showed that Titanic 

survivors could be predicted by logistic regression with 

95% accuracy [4]. 

With the development of technology, data collection 

and storage has become quite easy. As a result, it became 

more important to discover new methods for analyzing 

data. Much progress has been made in this area in recent 

years. Important steps have been taken, especially in the 

field of data mining. Many new algorithms have been 

introduced and existing algorithms have also been 

improved. As a result of these developments, reaching 

different and new results by analyzing the data with 

different methods has become the goal, as is the case with 
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the researchers working on Titanic data. 

In this study, unlike the literature, Titanic data were 

analyzed using Random Tree algorithm and generalized 

linear models. The main purpose of the study is to 

determine the characteristics of survivors of titanic disaster 

using different methods. In this direction, logit and probit 

regression models, which are generalized linear models, 

were examined in the first stage. At this stage, firstly, the 

significance test was applied to the data and variables that 

contributed significantly to the model were included in the 

analysis. In the second stage, analysis was made with the 

Random Tree algorithm, which is the decision tree 

learning algorithm. In order to increase the success of the 

model, random tree classification analysis was repeated 

with variables that significantly contributed to the model. 

The study was completed by comparing the results.   

2. Methods and Material 

In this study, logit and probit models from the 

generalized family of linear models and decision tree from 

data mining methods are discussed. 

2.1. Titanic Dataset 

The dataset contains variables given in Table 1. 

However, it was determined by binary logit and probit 

analysis that some of these variables (sibsp, parch, 

embarked) did not make a significant contribution to the 

model. Therefore, it has been removed from the dataset. 

The remaining variables were included in the logit and 

probit model as categorical data. Descriptive statistical 

analysis was done with variables in SPSS 22.0 packages 

program. In the continuation of the study, binary logistics 

and binary probit analyses were performed with Stata 11.0 

program and decision tree classification analysis was 

performed. Decision tree analysis was done with both the 

remaining variables of the data set and the original version 

of the data set. 

Table 1. Variables in the dataset 

Variables  Definition 

survived no:0, yes:1 

pclass passenger class (1, 2, 3) 

sex female, male 

age age 

sibsp number of siblings or spouses aboard 

parch number of parents or children aboard 

fare passenger fare 

embarked port of embarkation 

Binary logit and probit regression analyses were made 

by determining indicator variables. Indicator variables: 

pclass1, male, age0 (children), fare0. 

2.2. Generalized Linear Models  

Generalized linear models are obtained by extending the 

linear models due to the assumption distortions [9]. In 

many fields, these models are used if the data is categorical 

or discontinuous [10]. Generalized linear models consist 

of random component, systematic component and link 

function. The link function determines the name of the 

model used. If a logit link is used, the name of the model 

is called the logit regression model [11]. In this study, logit 

and probit models are discussed. 

2.2.1. Logit Regression 

If the canonical bond used in generalized linear models 

is logit, the model is logit regression [12]. Logistic 

regression is independent variables when the dependent 

variable is categorical, binary or multiple. In logit 

regression, there is no assumption of normality and 

continuity [13]. Therefore, it can be said to be more 

flexible than linear models.  

The logit model is derived from the cumulative 

distribution function given by Equation 1 [14]. 

𝑃𝑖 = 𝐸(𝑌 =
1

𝑥𝑖
) =

1

1 + 𝑒−(𝛽0+𝛽1𝑥𝑖)
 (1) 

In this model, 𝑃𝑖 provides information about the 

argument 𝑥𝑖 while the first individual expresses the 

probability of making a particular choice [15]. Thus, 𝑃𝑖 

also takes values between “0” and “1” [16]. When the rate 

of realization of an event is divided by the rate of the event 

not realized, the odds ratio is obtained [17].  

It becomes linear when the odds rate logarithm is taken. 

In this case, the model is called logit and the equation 

given by Equation 2 is called the logit link function. 

𝐿𝑖 = 𝑙𝑜𝑔(
𝑃𝑖

1 − 𝑃𝑖
) (2) 

There are 3 basic methods in logistic regression analysis: 

• Binary 

• Ordinal 

• Nominal 

2.2.2. Probit Regression 

This model like the logit model is a model that ensures 

that the probabilities remain between 0 and 1. The probit 

model assumes that the dependent variable is normally 

distributed. Therefore, the graph of the logit model is 

wider than that of the probit model (Fig. 1). Logit and 

probit models can be compared with a coefficient proposed 

by Amemiya [18]. 

 

Figure 1.  Logit and Probit distributions 

When the error distribution is the standard normal 

cumulative distribution, the probit bond function is used 
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and the model is called the probit model [19]. The probit 

link function is defined by Equation 3. 

𝑍 = 𝜑−1(𝜇) = ∑ 𝑏𝑘𝑥𝑘

𝐾

𝑘=1
 (3) 

Here 𝜑−1 denotes the inverse of the standard normal 

distribution, 𝑏𝑘  is the coefficient estimates and 𝑥𝑘  is the 

explanatory variables. u to show the error for each eye; the 

standard cumulative distribution function is given by 

Equation 4. 

𝜑(𝑍) = ∫
1

√2𝜋
𝑒𝑥𝑝(

−𝑢2

2
)𝑑𝑢

𝑧

−∞

 (4) 

2.3. Random Tree Algorithm 

Due to its many advantages, decision tree learning is 

often used in data mining studies [20]. A tree structure is 

created in decision tree learning. The tree starts from the 

root node and from there the structure is divided into inner 

nodes. The root node can be considered as the most 

determining feature of the differences between the data. It 

is divided into internal nodes after a series of operations 

applied to the data set. Each node is such that it can be 

divided into multiple internal nodes. The leaf node is 

reached by controlling all internal nodes. The leaf knot is 

where the decision is made. Each transition between nodes 

depends on a condition. The condition mentioned here is 

the theory on which the chosen algorithm is based [21-22]. 

Decision trees are very advantageous for reasons such as 

low calculation cost and ease of understanding. For this 

reason, as mentioned at the beginning, it is preferred in 

many data mining and especially classification studies [23-

24]. 

Random tree algorithm is a method in which multiple 

decision trees are created [25]. Algorithm steps: 

• The feature that provides the best classification is 

selected and the starting node is created. 

• A training set is formed with a part of the data set. The 

remaining data is the test set. 

• Trees are created with the number of variables to be 

used in each node and the numbers of trees in N. 

Variables are selected randomly at each node. 

• When N trees are produced, the model is completed and 

the class of the new member is estimated [25-26]. 

2.4. Confusion Matrix 

Confusion matrix is an analysis tool that explains 

correctly classified observations and incorrectly classified 

observations. The confusion matrix is the state of a data set 

and the number of correct and incorrect predictions of our 

classification model converted into a table. The general 

form of the mess matrix is given in Table 2. 

 

 

 

 

Table 2. General confusion matrix 

Actual Class 

Predicted Class 

Positives Negatives 

Positives TP (True Positives) FN (False Negatives) 

Negatives FP (False Positives) TN (True Negatives) 

3. Results 

3.1. Descriptive Statistics 

When the relationship between the variables of survived 

and sex is examined in Table 3, it is seen that 359 people 

died and 93 survived, 64 women died and 195 survived. 

In another comment; of the 423 people who died, 359 

were men and 64 were women. Similarly, out of the 288 

survivors in the accident, 93 are men and 195 are women. 

Table 3. Relationship between survived and sex variables 

Survived 
Sex 

Total 
0 1 

0 359 64 423 

1 93 195 288 

Total 452 259 711 

In addition, it can be said that there is a significant 

agreement between the survived and sex variables in Table 

4. 

Table 4. Harmony between survived and sex variables 

 Value 
Asymp. Sig. 

(2-sided) 

Exact 

Sig. (2-

sided) 

Exact 

Sig. (1-

sided) 

Pearson Chi-

Square 
204.540 0.00 

0.00 
Likelihood 

Ratio 
210.756 0.00 

Fisher’s Exact 

Test 
  

When the relationship between survived and fare 

variables is examined in Table 5, it is seen that 286 of 429 

people who paid a low fare died and 143 lived; of the 282 

people who paid a high fare, 137 survived and 145 died. 

Table 5. Relationship between survived and fare variables 

Survived 

Fare 

Total 0 1 

0 286 137 423 

1 143 145 288 

Total 429 282 711 

It can be said that there is a statistically significant 

(p=0.00<0.05) relationship between survival and fare 

variables in Table 6. 
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Table 6. Harmony between survived and fare variables 

 Value 
Asymp. Sig. 

(2-sided) 

Exact 

Sig. (2-

sided) 

Exact 

Sig. (1-

sided) 

Pearson Chi-

Square 
23.093 0.00 

0.00 
Likelihood 

Ratio 
23.029 0.00 

Fisher’s Exact 

Test 
  

3.2. Logit Regression Results 

When Table 7 is examined, it can be said that the 

predicted model is significant at 5% error level since 

p=0.00<0.05. 

When the significance values for the variables are 

examined, it is seen that all the variables have a significant 

contribution to the model (Those who did not have any 

meaningful contribution were already removed). 

Table 7. Results of binary logit regression model 

 

Number of obs 

LR Chi2 (8) 

Prob > chi2 

Pseudo R2 

= 

= 

= 

= 

711 

317.89 

0.000 

0.3312 

Survived 
Odds 

Ratio 

Std. 

Err. 
z P > |z| 

[95% Conf. 

Interval] 

pclass2 0.253 0.074 -4.67 0.000 0.14 0.45 

pclass3 0.066 0.021 -8.46 0.000 0.03 0.12 

female 12.90 2.732 12.07 0.000 8.51 19.5 

age1 0.217 0.099 -3.32 0.000 0.08 0.53 

age2 0.225 0.082 -4.09 0.000 0.11 0.46 

age3 0.204 0.075 -4.29 0.000 0.09 0.42 

age4 0.090 0.044 -4.92 0.000 0.03 0.23 

fare1 0.610 0.150 -2.01 0.045 0.37 0.98 

_cons 6.561 3.160 3.91 0.000 2.55 16.8 

It can be said that there is a statistically significant 

(p=0.00<0.05) relationship between survival and fare 

variables in Table 5. 

Odds ratio is interpreted by reversing. Comments on 

odds ratios are as follows: 

• Those in 2nd class are 6.55 times more likely to survive 

than those in 1st class. 

• Those in the 1st class are 4 times more likely to survive 

than those in the 3rd class. 

• Men are 12.80 times more likely to survive than women. 

• Children are 4.76 times more likely to survive than the 

age-1 group. 

• Children are 4.54 times more likely to survive than the 

age-2 group. 

• Children are 5 times more likely to survive than the 

age-3 group. 

• Children are 11.11 times more likely to survive than the 

age4 group. 

• Low-payers are 1.63 times more likely to survive than 

high-payers. 

Probability values for the data are calculated by 

Equation 4. Some sample probability values are given with 

Equations 5-6. 

𝑝 = 1.88 − 1.37 ∗ 𝑐𝑙𝑎𝑠𝑠2 − 2.70 ∗ 𝑐𝑙𝑎𝑠𝑠3 + 2.55

∗ 𝑓𝑎𝑚𝑎𝑙𝑒 − 1.52 ∗ 𝑎𝑔𝑒1

− 1.48𝑎𝑔𝑒2 − 1.58 ∗ 𝑎𝑔𝑒3

− 2.40 ∗ 𝑎𝑔𝑒4 − 0.49𝑓𝑎𝑟𝑒1 

(4) 

The probability of survival for a 1st class, woman, child, 

high fare person is 𝑝 = 0.98. 

The survival probability of a 3rd class, male, age2 group, 

low fare person is 𝑝 =  0.09. 

The marginal effect is the effect that a small change in 

the independent variable will cause in the dependent 

variable.  

For the logit model given in Table 8, while the effect of 

other variables is fixed, 1 unit increase in age-1 variable 

decreases survival by an average of 0.22 units. This result 

is in line with the results of odds ratio. 

Table 8. Marginal effect of binary logit regression model 

Average marginal effects 

Model VCE: OIM 

 

Expression: Pr(Survived), predict () 

dy/dx w.r.t.: age1 

 dy/dx Std. Err. z P > |z| 
[95% Conf. 

Interval] 

age1 -0.22 0.065 -3.40 0.001 -0.34 -0.09 

The classification results for the logit regression model 

are given in Table 9. The model performs with the 

classification accuracy of 79.89%. 

Table 9. Classification results of binary logit regression 
model 

Actual Value 
Predicted Value 

Total Actual 
0 1 

0 207 62 269 

1 81 361 442 

Total 288 423 711 

Classification Accuracy: 79.89% 

3.3. Probit Regression Results 

According to Table 10 the model is significant since it 

is p=0.00<0.05. At least one variable has an effect on the 

model. Coefficients are also important except for the fare1 

variable. 
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Table 10. Results of binary logit regression model 

 

Number of 

obs 

LR Chi2 (8) 

Prob > chi2 

Pseudo R2 

= 

= 

= 

= 

711 

314.42 

0.000 

0.3276 

Survived Coef. 
Std. 

Err. 
z P > |z| 

[95% Conf. 

Interval] 

pclass2 -0.78 0.16 -4.61 0.000 -1.11 -0.45 

pclass3 -1.50 0.17 -8.66 0.000 -1.84 -1.16 

female 1.49 0.11 12.64 0.000 1.26 1.72 

age1 -0.81 0.25 -3.16 0.000 -1.32 -0.30 

age2 -0.77 0.19 -3.88 0.000 -1.16 -0.38 

age3 -0.82 0.20 -4.07 0.000 -1.22 -0.42 

age4 -1.31 0.27 -4.79 0.000 -1.85 -0.77 

fare1 -0.25 0.13 -1.84 0.066 -0.52 0.01 

_cons 0.96 0.26 3.64 0.000 0.44 1.49 

The classification results for the probit regression model 
are given in Table 11. The model performs with the 
classification accuracy of 79.04%. 

Table 11. Classification results of binary probit 
regression model 

Actual Value 
Predicted Value 

Total Actual 
0 1 

0 201 62 263 

1 87 361 448 

Total 288 423 711 

Classification Accuracy: 79.04% 

The results obtained with the probit model are parallel 
with the results obtained with the logit model. 

3.4.  Random Tree Algorithm Results 

The random tree algorithm is discussed for logit and 
probit models and variables that contribute significantly to 
the model among the original variables. A section of the 
decision tree obtained by the random forest algorithm is 
given in Table 12. Looking at the structure of the tree, it 
can be seen how the variables affect survival. 

Table 12. A section from the decision tree 

sex = male 

|   age = 0 

|   |   pclass = 1 : 1 (3/0) 

|   |   pclass = 2 : 1 (9/0) 

|   |   pclass = 3 

|   |   |   fare = 0 : 1 (9/1) 

|   |   |   fare = 1 : 0 (15/1) 

|   |   |   fare = 2 : 0 (0/0) 

|   age = 1 

|   |   pclass = 1 : 0 (2/1) 

|   |   pclass = 2 : 0 (6/0) 

|   |   pclass = 3 

|   |   |   fare = 0 : 0 (22/2) 

|   |   |   fare = 1 : 0 (4/0) 

|   |   |   fare = 2 : 0 (0/0) 

|   age = 2 

|   |   pclass = 1 

|   |   |   fare = 0 : 0 (0/0) 

|   |   |   fare = 1 : 1 (17/8) 

The classification results of the algorithm are given in 

Table 13. The classification result is more successful with 

about 2.5% compared to the result obtained in logit and 

probit models. 

Table 13. Confusion matrix of dataset 

Actual Value 
Predicted Value 

Total Actual 
0 1 

0 383 40 423 

1 91 197 288 

Total 474 237 711 

Classification Accuracy: 81.57% 

A section from the decision tree of the original data set 

is presented in Table 14. All variables in the dataset are 

included in the decision tree. It is also seen that this tree 

structure starts with the sex variable as in Table 12. 

Table 14. A section from the decision tree (for original 

dataset) 

sex = male 

|   fare = 0 

|   |   embarked = C 

|   |   |   age < 29.5 

|   |   |   |   age < 5.5 : 1 (1/0) 

|   |   |   |   age >= 5.5 

|   |   |   |   |   sibsp = 0 

|   |   |   |   |   |   pclass = 1 : 0 (0/0) 

|   |   |   |   |   |   pclass = 2 : 0 (1/0) 

|   |   |   |   |   |   pclass = 3 

|   |   |   |   |   |   |   age < 25.5 

|   |   |   |   |   |   |   |   age < 23 

|   |   |   |   |   |   |   |   |   age < 15.5 : 0 (1/0) 

|   |   |   |   |   |   |   |   |   age >= 15.5 : 0 (4/2) 

|   |   |   |   |   |   |   |   age >= 23 : 0 (2/0) 

The classification result of the original data set is shown in 

Table 15. The classification accuracy according to this table is 

77.21%. This result is lower than the classification accuracy 

results obtained in Table 12. 

Table 15. Confusion matrix of original dataset 

Actual Value 
Predicted Value 

Total Actual 
0 1 

0 356 67 423 

1 95 193 288 

Total 451 260 711 

Classification Accuracy: 77.21% 

4. Conclusion 

In this study, estimation of survivors of titanic accident 

with different methods was investigated. Factors affecting 

survival were researched and survival rate was estimated 

by classification method. 

In the first stage, logit and probit regression analyses 

were performed. With these analyses, variables that 

contribute significantly to survival were determined and 

the classification accuracy were found to be 79.89% and 

79.04% respectively. In the second stage, two different 

analyses were done with the random tree algorithm. In the 

first analysis, variables used in logit and probit regressions 

that make a significant contribution to the model were 

used. Classification accuracy was found as 81.57%. The 

second analysis was done with the variables in the original 

data set and the classification accuracy fell to 77.21%. 



Burcu Durmuş et al., International Journal of Applied Mathematics Electronics and Computers 08(04): 109-114, 2020 

- 114 - 

 

When all the results are considered together, it is best to 

estimate the data that contributes significantly to the model 

with decision trees. 

The study results reveal that, in addition to the expected 

results, doing decision tree analysis (data mining or 

machine learning analysis) with data that contributes 

significantly to the model yields more successful results. 

These results emphasize that decision-tree learning 

methods based on new technologies are more successful, 

but the results can still be enhanced by statistical methods.  
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