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Abstract

Objective: Hypothesis testing, correlation, and regression analysis are statistical methods developed to be
used in the statistical inference process which is the main purpose of all scientific studies. The purpose of
this study is to develop a web-based application using the Shiny package in R software, which allows the
evaluation of the results of scientific research to be made in a simpler, easier and understandable way.
Methods: In this study, the tests and techniques developed in the software were applied to the data derived
from the simulation. This web tool will be updated upon the updated R software packages, including ggplot2,
shiny, reshape, plotly, shinydashboard, dplyr, plyr, tinytex, DT, rhandsontable, shinyjs, tools, readxl, foreign,
shinyWidgets, shinyLP, shinyjqui, stringr, olsrr, perturb, mctest, relaimpo, MASS, MKmisc, aod, caret,
shinydashboardPlus, rmarkdown. Scripts were written for calculations that could not be done by these
packages.

Results: In the web-based software developed to perform statistical analyses, the results and outputs of the
derived dataset were interpreted.

Conclusion: The developed interactive user-friendly web application is freely accessible through
http://biostatapps.inonu.edu.tr/IAY. In future studies, it is aimed to strengthen the software by adding
modules that perform different multivariate statistical analyzes.
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A Developed Interactive Web Application for Statistical Analysis

Introduction

Scientific researches are the studies carried out in
order to contribute to science through the systematic
and planned collection, interpretation and evaluation
of the data (Caparlar and Donmez 2016). In scientific
research, the statistic has a significant place. The
science of statistics enables the planning of the study,
the collection of data, the evaluation, and the
inference of a study in order to examine any subject
from a scientific point of view. In scientific research,
estimation of the populations parameters with the
help of the statistics obtained from the samples and in
order to generalize the findings to the universe of the
research, each stage of the research plan must be
made correctly. One of the important stages in
research planning is the evaluation of the data
collected from the individuals in the sample with the
correct statistical methods. The approaches such as
basic hypothesis tests, correlation, regression
analysis, and data science methods are frequently
used in data analysis within this context (Ozdamar,
2013).

The purpose of the hypothesis tests is to examine
whether the hypotheses are realized statistically and
to make a decision. For this purpose, there are many
hypothesis testing methods used depending on the
type of data collected (nominal/ordinal/scale), the
design of the experiment (dependent/independent),
whether it is independent of distribution
(parametric/nonparametric) and the number of
samples (one/two/more than two) (Alpar, 2010). It is
very important to control whether distribution
assumptions, one of the hypothesis testing
assumptions, are provided. Parametric hypothesis
tests used under the assumption that distribution
assumptions are provided are considered to be
stronger than nonparametric tests (Pituch and
Stevens, 2015). Therefore, ignoring the assumption
of normality may cause false tests to be applied to the
data. Therefore, the results obtained can be
misinterpreted (Yazici and Yolacan, 2007).

The correlation analysis is tested whether the
relationship between two or more variables is
statistically significant. With the correlation
coefficient, information is obtained about the
direction and strength of the relationship which is
statistically significant. Correlation coefficients also
vary depending on the type and distribution of data,
as in hypothesis testing (Orhunbilge, 2017).

Regression analysis is based on the principle of
determining the relationships between the dependent
variable and the independent variable (s) and
expressing the relationship between them with the
help of a mathematical model. The main purpose of

the regression analysis is to predict the dependent
variable with the help of the independent variable(s).
If the number of the independent variable is more than
one, regression analysis is done to find the answer to
the question, "Which argument is affected more by
the dependent variable?" (Alpar 2013).

The aim of this study is to develop a web-based
software with open source access that is independent
of the operating system and user-friendly that
performs basic statistical methods which are
hypothesis testing, correlation analysis and regression
analysis (linear /binary logistics).

Methods

In order to introduce the working principles of the
developed web-based software, the data set, in which
guantitative variables consisting of five variables,
three quantitative and two qualitative, have the
standard normal distribution (u=0,0=1) and the
variables contain 1000 observations, is derived from
the simulation tab of IBM SPSS Statistics version
25.0 (Corp. 2017). The basic features and descriptive
statistics for the data set are given in Table 1.

Table 1. The basic features and descriptive statistics for
the data set

- Variable . .
Variables Type Descriptive Statistics
. 0 589 (58,9)
y Categorical 1 411 (41.1)
0 279 (27,9)
X1 Categorical 1 402 (40,2)
2 319 (31,9)
X2 Continual 197,7+18,5
X3 Continual 182,7+18,6
X4 Continual 1752 +22,3

Developed Web-Based Software

In the development of the web-based application,
the Shiny (Chang et al. 2017) package was used on
the basis of the R programming language. With web-
based software, normality, hypothesis testing,
correlation analysis, linear regression, and logistic
regression analysis are performed. The description of
the main and sub-menus of the web-based application
is detailed below.

Introduction Menu

The "Introduction” menu, the first menu of this
web-based software, contains information about the
software. The screenshot of this menu is shown in
Figure 1.
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Upload File Menu

In the "Upload File" menu of the developed web-
based software, MS Excel (.xIs / .xlIsx) and SPSS
(.sav) extensions are loaded with file types containing
the data set. It is possible to change the values of the
loaded dataset, delete rows and add variables. In
addition, in this menu, there is a sub-menu where the
type and role of the variables in the loaded data are
determined. The screenshot of this menu is depicted
in Figure 2.

1AY: Istatistiksel Analiz Yazilimi =

Istatistiksel Analiz Yazilimi

Normality Menu

In this menu of the developed web-based software,
Shapiro-Wilk and Kolmogorov Smirnov tests are
used to test the compliance of the variable (s) to
normal distribution. Shapiro-Wilk normality test is a
test used when the number of subjects for each group
in independent measurement and sample size in
dependent measurement is less than or equal to 50.
However, in other cases, the test used for normality
tests is usually the Kolmogorov-Smirnov normality
test (Alpar, 2010). The image of this menu is depicted
in Figure 3.

Gelistirilen web-tabanli Istatistiksel Analiz Yazilimi, bir bilimsel arastirmanin sonuglarinin degerlendirilmesinin daha basit, kelay ve anlasilir bir bicimde
yapilabilmesine olanak saglamak amaciyla gelistirilmistir. Bu yazilim, hipotez testleri, korelasyon ve regresyon analizi olmak tzere 3 farkli modilden

clugmaktadir. Hipotez testleri modild, gézlem ya da deneme yoluyla elde edilen sonuglarin sansa baglh olup olmadiginin incelenmesinde kullandigimiz
istatistiksel analizleri icermektedir. Korelasyon analizi modull, degiskenler arasindaki iligkinin kuvveti, yéni ve buyukligu hakkinda bilginin arastinldig
analizleri gerceklestirmektedir. Son olarak regresyon analizi moduli ise bagiml degisken ile ba§imsiz degisken(ler) arasinda varolan iligkiyi matematiksel
modellerle ifade ederek bagintilan bulmaya yarayan analizleri gergeklestirmektedir.

Statistical Analysis Software

The developed web-based Statistical Analysis Software has been developed to enable the evaluation of the results of a scientific research in a simpler, easier
and understandable way. This software consists of three different modules: hypothesis testing, correlation and regression analysis. The hypothesis testing

find the relations.

Figure 1. “Introduction” Menu

veridosyasn sesiniz (sadsce excel (xlaLxlsx) veva P55
sav))
(Select data file (anly excel (s [ xlsx) or SPSS (.sav)).)

ipini ve roliind i
(Determine the type and role of variables),

Figure 2. “Upload File” Menu

1AY: Istatistiksel Analiz Yazilimi = =

Figure 3. “Normality” Menu

module includes the statistical analyzes we use to examine whether the results obtained by observation or trial are dependent on chance. The correlation
analysis module analyzes the informaticn about the force, direction and magnitude of the relationship between variables. Finally, the regression analysis
module analyzes the relationship between the dependent variable and the independent variable (s) by using mathematical models and performs analyzes to
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Hypothesis Tests Menu

In the related menu of the developed web-based
software, there are basic hypothesis tests that can be
used depending on the measurement format of the
variables, the structure, and the number of groups.
The hypothesis testing menu consists of two
submenus, “Quantitative Variables” and “Qualitative
Variables”, where the measurement method of
variables is determined. There are 3 options: "One",
"Two" and "More than Two" in the "Quantitative
Variables" sub-menu. In these sections, sample/group
numbers are determined. In the "One" menu, there is
the "One-Sample t-Test" option, which is used when
the sample/group number is one. In the “Two” sub-
menu, there are tabs that can be used depending on
the sample/group structure. If the sample/group
structure is independent, the "Two Independent
Sample t-Tests" button is selected. However, if the
sample/group structure is dependent, the "Two Paired
Sample t-Test" button can be preferred. The "Two
Independent Sample t-Tests" submenu includes the
"Two Independent Sample t-Tests" used when the
variables provide normal distribution assumptions
and the "Mann-Whitney U Test" that can be applied
when the normal distribution assumption is not
realized. On the other hand, the “Two Dependent
Sample t-Test” menu consists of the “Paired Sample
t-Test” button that can be used when the normal

1AY: Istatistksel Analiz Yazilim =

O Cabgtr (Hun)

distribution assumption of dependent measurements
is provided and the “Wilcoxon Test” button that can
be used when normal distribution assumptions are not
provided. In the sub-menu where the number of
groups is "More than 2", there are "More Than Two
Independent Sample Tests" and "More than Two
Dependent Sample Tests" which are preferred
depending on whether the group structure is
dependent and independent. The "More Than Two
Independent Sample Tests" sub-menu includes the
"One-Way Analysis of Variance (One-way
ANOVA)" that can be applied under the normal
distribution assumption of groups and the "Kruskal-
Wallis Test" that can be realized when the normal
distribution assumption of groups is not provided.
Similarly, in "More than Two Dependent Sample
Tests" submenu, there is a "Friedman Test" button
that can be wused in cases where normality
assumptions do not occur with "One Way Analysis of
Variance with Repeated Measures" button, which can
be used under normality assumptions. With the
"Automatic Test Selection Mode" in the hypothesis
testing menu, the test to be used is performed
automatically according to the normality assumption
regarding the quantitative variables. In order to set an
example for the developed web-based software, the
image of the " One Way Analysis of Variance with
Repeated Measures" menu is given in Figure 4.

Figure 4. “One Way Analysis of Variance with Repeated Measures” Menu

In the "Qualitative Variables™ sub-menu, there are
2 options, namely "One" and "Two", where the
sample/group numbers are specified. There is a “Chi-
Square Goodness of Fit Test” in the “Single”
submenus, where the distribution of a single
qualitative variable is tested for the compatibility of

any theoretical distribution. On the other hand, in the
"two"  sub-menu, there is a "Chi-Square
Independence Test", which examines whether there is
a relationship between two qualitative variables with
two or more groups.
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Correlation Menu

Pearson Correlation, Spearman Correlation, and
Kendall Tau Correlation coefficient were used in this
module, where the correlation analysis used to
investigate the size, direction, and significance of the
relationship between variables was performed,
depending on the variables' normal distribution
assumptions. If two variables determined by
measurement have a normal distribution, the
relationship between these two variables can be
determined by the Pearson correlation coefficient. On
the other hand, the Spearman correlation coefficient
or the Kendall Tau correlation coefficient can be used
if two variables are qualitative, or if at least one of
these two variables do not have a normal distribution.
The value of the correlation coefficient ranges from -
1 to +1. The sign for these values indicates the
direction of the relationship. The strength of the
relationship increases as the coefficient approaches -
1 and +1. On the other hand, as the coefficient
approaches 0, the strength of the relationship
decreases (Alpar, 2010).

The correlation menu consists of two submenus,
“Which Correlation Coefficient Should I Use?” And
“Analysis Outputs”. In the "Which Correlation
Coefficient Should 1 Use?" menu, it is aimed to
determine the appropriate correlation coefficient
before correlation analysis. To determine the
appropriate coefficient, all possible variable pairs are
tested by the Shapiro-Wilk normality test. Then, the
relevant p-value for each variable and the correlation

1AY: Istatistiksel Analiz Yazilimi

Figure 5. "Analysis Outputs" menu in correlation menu

coefficient suitable for use in the study of the
relationship between the variable pair are suggested
to the researchers. In the "Analysis Outputs" menu,
the correlation coefficient value, p-value and
statistical significance selected between the variable
pairs are summarized with a table. As an example, the
image of the "Analysis Outputs" sub-menu under the
correlation menu is given in Figure 5.

Regression Menu

The “Regression” analysis, which is used to
determine the relationship between two or more
variables with a cause and effect relationship, may
vary depending on the measurement type of the
dependent variable. Similarly, when the dependent
variable is a qualitative two-category variable, Binary
Logistic Regression Analysis is used in studies in
which the cause-effect relationship between the
independent variables and the dependent variable is
investigated (Orhunbilge, 2017).

The regression menu consists of two submenus:
"Linear Regression" and "Logistic Regression". As
an example, the image of the “Linear Regression”
menu is given in Figure 6.

Download Menu

The "Download" menu in the developed web-based
software allows the researchers to download and store
all analysis outputs related to their work with the
extension "PDF", "Word" and "HTML". The image
of this menu is given in Figure 7.

iftierine Shapiro-Wilk normallik testi
i aragtincilara onerilmekledir.
piro-Wilk nomality and the calculated p-values

olacad ledir. Bunun icin tom olasi degigken
olacyon Jnin klamImasinin Uygun
possible variable pairs are tested for Sha
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IAY: Istatistiksel Analiz Yaziimi =~ =

Bagimii/Yanit Degisken (Dependent /
Response Variable)

Seginiz (Choose}:

Bagimsiz/Agikiayici Degigkenler
(Independent/Explanatory Variable)

Seginiz (Choosal:

Figure 6. “Linear Regression” Menu

IAY: Istatistiksal Analiz Yazilimi

Figure 7. "Download" Menu"

Access to Developed Interactive Web Application

The developed interactive web application can be
accessed free of charge at
http://biostatapps.inonu.edu.tr/IAY/. This web-based
software has been developed on updated R software
packages including ggplot2 (Wickham, 2011), shiny
(Chang et al. 2017), reshape (Wickham and Wickham
2017), plotly (Sievert et al. 2018), shinydashboard
(Chang and Borges Ribeiro 2017), dplyr (Wickham
2018), plyr (Wickham and Wickham, 2016), tinytex
(Yihui Xie et al. 2019), DT (Xie et al. 2015),
rhandsontable (Jonathan Owen et al. 2018), shinyjs
(Attali, 2016), tools (Hadley Wickham, 2018), readxl
(Wickham and Bryan, 2017), foreign (Team et al.
2019), shinyWidgets (Perrier, 2019), shinyLP
(Dumas, 2019), shinyjqui (Tang, 2018), stringr
(Wickham, 2010), olsrr (Hebbali, 2018), perturb
(Hendrickx ~and  Hendrickx, 2019), mctest

(Imdadullah et al. 2016), relaimpo (Groemping and
Matthias, 2018), MASS (Brian Ripley et al. 2019),
MKmisc (Kohl and Kohl, 2016), aod (Lesnoff et al.
2010), caret (Kuhn, 2012), shinydashboardPlus
(David Granjon et al. 2019), rmarkdown (Baumer et
al. 2014).

Results

The image of the "Upload File" menu formed as a
result of loading the derived data set into the software
to show the operating principles of the menus of the
web-based software is given in Figure 8.

Normality Analysis

It is aimed to investigate the normality of the x2
variable in the derived dataset both in terms of the
variable and in terms of the categories of the y
variable. The image of the outputs regarding the

232

MBSJHS; 6(2), 2020



A Developed Interactive Web Application for Statistical Analysis

normality analysis that takes place when the "Run"
button is pressed is given in Figure 9. Considering the
results, the variable x2 showed a normal distribution
according to the Kolmogorov Smirnov normality
analysis. In addition, according to the subgroup
analysis using the variable y, the variable x2 shows a
normal distribution on the basis of each group.

Hypothesis Tests

To demonstrate the working principle of the
hypothesis testing menu, consider the x4 quantitative
variable and x1 categorical variable in the derived
data set. Whether there is a statistically significant
difference between subcategories of x1 variable in
terms of x4 variable is wanted to be examined by one-
way analysis of variance. The image of the one-way
analysis of variance to be performed is given in
Figure 10. When the assumption of homogeneity
variances is provided in Table 8, it is preferred to use
the “Least Significance Differences Test”, and if the
homogeneity assumptions are not provided, the
“Tamhane T2 Test” is preferred. When the "Run"
button is pressed, the table containing the descriptive
statistics related to the variable on the basis of the
group, the table containing the statistics obtained as a
result of testing the homogeneity of the variances,
table with one-way analysis of variance test statistics,
a window where the statistical significance of the
results is interpreted, a table with statistics on the
"Least Significance Difference Test" results in which
binary comparisons are made and finally, mean
standard deviation graph are obtained. An image of
these results is given in Figure 11.

As a result, there is a statistically significant
difference between the categories of the x1 variable
in terms of the x4 variable (p=0.0454). According to
Levene test results, variances show homogeneous
distribution. Therefore, there is a statistically
significant difference between “0-2” and between “1-
2 according to the binary comparisons made using
the “Least Significant Difference Test”.

Correlation Analysis

In order to determine the relationship between x2, x3
and x4 variables in the derived data set, it is necessary
to determine the appropriate correlation coefficient to

be used first. In the developed web-based software,
the image of the menu where this coefficient is
determined is given in Figure 12.

Since each of the variable pairs showed normal
distribution, the appropriate correlation coefficient to
be used in the correlation analysis was determined as
“Pearson Correlation Coefficient”. The image of the
menu with the outputs of the correlation analysis
applied according to the determined Pearson
correlation coefficient is given in Figure 13.

According to the results obtained, the relationship
between the x2 variable and x3 variable and x2
variable and x4 variable is statistically significant,
whereas the relationship between x3 variable and x4
variable is not statistically significant.

Logistic Regression Analysis

In the derived data set, an image of the logistic
regression analysis performed to model the
relationship between the dependent categorical y
variable and the independent x3 variable specified by
continuous measurement and the categorical x1
variable is given in Figure 14. In the logistic
regression analysis carried out as an example, “Entry”
was selected, in which all variables were included in
the model from the model selection methods. In the
image of Figure 14.

In the logistic regression analysis carried out as an
example, “Entry” was selected, in which all variables
were included in the model from the model selection
methods. In the image of Figure 14, a table of
Hosmer-Lemeshow test statistics, which is a measure
of the effectiveness of the best model created to
explain the dependent variable of the model, table of
statistics for different explanatory coefficients used as
an indicator of fit to the model, table of variables
coefficient in the model, classification matrix and
table of statistics on classification performances are
given.

Download

If it is desired to download with the .html extension
of all samples made in order to explain the working
principle of the developed web-based software, the
resulting image is given in Figurel5
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ractive Web Application

|AY: istatistiksel Analiz Yazilimi

or Statistical Analysis

Sayfada v kayitgéster
Veri dosyasini seciniz (sadece excel
{.xlsl.xIsx) veya SPSS (:sav))
(Select data file (only excel (xls / .xlsx) or o 1 1767966156 180 DG0353I0286T 153 4764223150
SPSS (.sav).)
0 0 196 015362264213 200 027757071366
Seqiniz_. werisav
0 0 163 44518536774 14518330065
0 2 184 482417620271 5323104378731 188 0376
Dediskenlerin tipini ve roling belirleyink 0 2 1880776244 158 560072547887 144 044260323005
(Determine the type and role of variables). 0 2 54780 144 613382301708 01004704208
Sayfada 100 + | Kayit gaster 0 1 152 893845550733 1290780862 2139527050086
0 1 184, 161110187 165 50376580
. Nitel Smiflayici = . 0 1 178 332077263486 145 205376495198 180 651544442334
0 1 152 938813205503 873258217 135 45115478527
i Nitel Smiflayici » .
- 0 2 210 54194200816 185.989760510344 144 546009584762
x2 rekii Sayisal v Tahminleyici v 0 0 190 212711655838 176 960590200025 170 543773251303
o 1 222 14188006685 177 445871742459
o rekli Sayisal v Tahminleyici  *
B [ 1 191 714676348012 182 103502789088 187 072579739897
x4 Strekh Sayisal v Tahmnleyci _+ 0 1 162 844926858381 163 342480878643 176 266126830647
0 2 182 60215485 200 401774402008
Degiskenler: LS
x2 show 10 « | entries Search:
Narmallik (Normality) -
: ) Giiven Diizeyi (Confidence Degiskenler Kullanilan Test Test Istatistigi p-degeri Normallik?
Level):
x 2 Kolmogorov-Smimov  0.017 0711 Evet
% 95 -
Showing 110 1 of 1 entries Previous | 1 | Mext

% Grup degiskenin kategorileri
n de normallik testi
yapilsin.

Grup Bazinda Sonuglar
Grup Degiskeni:

Figure 9. Normality Test Results Regarding x, variable

IAY: istatistiksel Analiz Yazilmi

Degigken Tij
Rahibis Hpe)

OGrneklem Sayisi
(Sample Number)
-

@ Picel Dagighanier (QUanitatis Varistis Ons) @ ligen F
Jagishenier (Quaitatve Variatiss)

s Bagin

b [

® 2den tezle (More Than

i¥isen Fazia Bagym
Dependent Sar

® Tek Yoo Ve Krushal Wialis H Tess (Kruskal W

0 Segenehler [Options)

il Somuglar (Resulis)

Grup degigheni (Group Varisbis]:

Nicel deflighen seciniz (Select quantitative variable}:

x4

Guven Dureyl [Confidence Level):

Varyansiar Homojen Testher (Tests Used

Vasiances)

En Kisgok Anlare Fark Tes8 (Loast Significance Diferancas|

Varyanslar Homojen Def)
Homogeneous):

o Kullamilan Tost

(Tsts Used if Vasiances Ase Mot

e T2 T

mhane T2 Test)

Aematit Hipotes (Altemative Hypothesis):

i o

Figure 10. "One-way Analysis of Variance" Hypothesis Testing
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Trs Independert S

! T Degisken adi: x_2
Galistir Show |10+ entries Search: li
Degiskenler Kullanilan Test Test istatistigi p-degeri Normallik?
o Kolmogorov-Smimov  0.024 058 Evet
1 Kolmogorov-Smimov ~ 0.039 0.137 Evet
Showing 1 to 2 of 2 entries Previous | 1 | Mext
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Tanimlayici istatistikler

20 .o
: ; Gruplar Aritmetik ortalama Standart sapma Ortanca Ceyreklikler arasi genislik
0 173.8272 21.1806 171.781 286769
1 174.2606 229163 1743359 32758
2 1778172 221729 178.9943 27.6983

Varyanslarin Homojenligi Testi

sD1 sD2 Levene istatistigi p-degeri Varyansiar homojen mi?
2 997 0.4182 06583 Evet
ANOVA
sD1 sD2 F istatistigi p-degeri
3 . 2 997 31028 0.0454

Gruplar

istatistiksel Anlamlilik ikili Kargilagtirmalar

Gruplar arasinda x_4 degiskeni acisindan istatistiksel olarak anlamii farkiilik

I_ll bulunmaktadir. Degisken ikilisi LSD Test istatistigi p-degeri Istatistiksel anlamlilik?
0-1 0.2505 0.8023 Hayir
0-2 2192 0.0286 Evet
1-2 213% 0.0329 Evet

Figure 11. Image of Results Regarding One-Way Analysis of Variance

IAY: Istatistiksel Analiz Yazilmi = «

Hangi korelasyon katsayisin kullanmaliyim? ~ Analiz Gikhlan
(What correlation coefficient should | use?)  (Outputs of Analysis)

Hangi korelasyon katsayisini kullanmaliyim?
(What correlation coefficient should | use?)

Bu kisimda, korelasyon analizine gegilmeden dnce, hangi korelasyon katsayisinin kullaniimasinin uygun olacagi belifenmektedir. Bunun igin tim olasi dedisken
giftlerine Shapiro-Wilk normallik testi uygulanmakta ve ilgili degiskenlere iliskin hesaplanan p-degerleri verilmektedir. Bu p-degerlerine gére hangi korelasyon
katsayisinin kullaniimasinin uygun olacad aragtincilara dneriimekiedir.

(In this section, it is determined that the correlation coefficient should be used before the correlation analysis. For this, all possible variable pairs are tested for Shapiro-
Wilk normality and the calculated p-values for the relevant variables are given. According to these p-values, it is recommended that the correlation coefficient should
be used.)

Sayfada| v [kayi géster

Korelasyon analizi uygulanacak
degjskenler (Correlation analysis will be
applied variables):

x2x3x4

%2 73 Evet x3 0863 Evet Pearson korelasyon katsayisi
Gilven diizeyl (Confidence Level): %2 0073 Evet x4 0483 Evel Pearson korelasyon kelsayisi
%95 - x3 0863 Evet x4 0463 Evet Poarson korelasyon katsayisi
3 kayitan 1- 3 arasindaki kayiiar gsteriiyor Onceki | 1 | Sonraki
@ Uygula (Apply)

Figure 12. Determining the Appropriate Correlation Coefficient

IAY: istatistiksel Analiz Yazilimi o

Hang! korelasyon katsayisini kuflanmalyim?  Analiz Ciktilan
(Wnat correlation coefficient should | use?) (Outputs of Analysis)

Excet | | por | Sayiada * kayit géster Ara: |
Degigkenler (Variables):
X2 x3 %4

Korelasyon katsayilan (Correlation

coefficients):
# Pearson
3 x3 x4 0043 0171 Hayrr
Spearman sira
Kendall tau 3 kayitan 1 - 3 arasindaki kayitiar gosteriyor Onceki 1 | Sonraki

Given diizeyi (Confidence Level):

%95 -
Alternatif hipotez (Alternative
hypothesis):

Tid yonia (Two Sided) -

Nitel dedisken kategorilen bazinda sonug
almak istiyorum (| would like fo get results
on the basss of qualtative variable
categories)

© Uygula (Appl) |

Figure 13. Image of Correlation Analysis Statistics
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Figure 14. Image of statistics obtained from logistic regression analysis
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Figure 15. Downloading the analysis results
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Discussion

The analysis of the data collected for scientific
research can be carried out by many methods. It is
very important to check the assumptions of the
analyses to be applied and to interpret the results
correctly. At this stage, choosing the wrong statistical
analysis method may cause errors in terms of the
generalization of the study to the universe (external
validity) (Yazici and Yolacan 2007).

Hypothesis testing varies according to the type of
data used (nominal/ordinal/continuous), whether the
distribution  provides normality  assumptions
(parametric/non-parametric), the structure
(dependent/independent), the number of groups
(one/two/more than two) handled, etc.. There is much
software used and developed to perform statistical
analysis. Package programs, which are frequently
used in scientific research, are; IBM SPSS Statistics
(Corp. 2017), MedCalc (Schoonjans 2009), Minitab
(Minitab 2000), Statistica (StatSoft 2001), etc. can be
listed as. The difference of the developed web-based
software from this aforementioned software is that it
directs the researchers to the appropriate test that will
be used according to the type of data, structure, and
number of groups through consecutive menus. At the
same time, the "Automatic Test Selection Mode"
available in the software enables the appropriate test
to be performed automatically depending on whether
or not the assumption of normality on the basis of the
variable is achieved. The interpretation of the results
of a scientific study is done with various statistical
criteria obtained as a result of the analysis. Therefore,
the correct interpretation of these criteria is of great
importance for the quality of the study. While none of
the known statistical analysis programs have an
information section that includes the interpretation of
statistical criteria/values, this developed web-based
software also provides the researchers with comments
on the statistical criteria/values obtained. In addition,
in the multi-class chi-square analysis menu, the
software makes binary comparisons for two variables
that have a relationship and interpret the results of the
obtained statistics.

In the correlation analysis applications, the
coefficient used to determine the direction and
strength of the relationship between the two variables
varies according to the measurement type of the
variables and the assumption of normal distribution
(Orhunbilge 2017). Researchers can ignore these
assumptions and often choose to use the Pearson
correlation coefficient. Statistics obtained by using
the wrong correlation coefficient in the analysis phase
may cause the results of the research to be evaluated
incorrectly. The developed web-based software

controls the normal distribution on a variable basis
and reports the appropriate correlation coefficient to
be used in the analysis. There is also an interpretation
of the statistics obtained from the analysis in the
correlation analysis menu.

Many assumptions must be fulfilled in order to
apply the multivariate regression analysis. One of
these assumptions is the multivariate normal
distribution for independent variables. There are no
modules in this program that control this assumption.
Thanks to the developed web-based software,
researchers can test the multivariate normal
distribution assumption regarding the independent
variables used in regression analysis with Mardia's
distortion-kurtosis, Henze-Zirkler and Doornik-
Hansen test and they can reach the interpretation of
the statistical significance related to the obtained test
statistics. The multicollinearity problem is another
assumption of multivariate regression analysis. In the
mentioned programs, statistics such as condition
index, variance inflation factor, and tolerance value
are used to detect this problem. On the other hand, in
addition to these statistical values, Farrar and Glauber
Chi-square hypothesis testing is used in the developed
software and the test statistics are interpreted.

The significance of the odds ratio statistics
obtained as a result of logistic regression analysis and
the correct interpretation of the results are of great
importance for the correct evaluation of the study.
Therefore, in the logistic regression analysis menu of
the developed web-based software, it assists the
researchers in this regard as it includes the comments
on the odds ratio statistics (increasing effect, reducing
effect).

Conclusion
The developed web-based software controls
hypothesis  tests, correlation  analysis and

simple/multiple linear regression analysis and logistic
regression analysis assumptions that will be applied
to the data obtained from scientific studies and
presents the results obtained in a table. It also
provides support for researchers on data analysis and
interpretation, as it includes statistical comments on
these values.
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