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ABSTRACT 
In this article, it is aimed to classify healthy and four different plant diseases from Cassava plant leaf images. 

For this purpose, the “Cassava-Leaf-Disease-Classification” data set, which is an up-to-date and difficult 

data set published in 2020, was used. The used data set includes a total of 21,397 images consisting of 

healthy and four different diseases. In the study, in the MATLAB environment, the images were first 

subjected to the Chan-Vese (CV) Segmentation method and the area of interest was determined. Features 

were extracted with the ResNet 50 and MobileNetV2 deep learning architectures from the detected areas. 

Extracted features are classified by Support Vector Machine and K-Nearest Neighbor algorithms.  

The images are divided into two as training and testing according to the K-fold 5 value. The average highest 

success rates in training and test data were achieved by using the ResNet50 architecture and SVM classifier 

together, as a result of segmentation. As a result of training and testing processes, 85.4% and 84.4% success 

rates were obtained, respectively. At the end of the test process of the study, a trained network was obtained 

according to ResNet50, where the highest success rates were obtained, and MobileNetV2, another deep 

learning architecture used in the study. It has been compiled with MATLAB Builder NE in order to run 

these two networks in the web environment. Finally, it has been made available to manufacturers with a 

web-based embedded interface. Thus, a deep learning-based decision support system has been developed 

that can be easily used by all manufacturers in the web environment. 

 

Key words: Deep learning, Convolution neural network, Image processing, Cassava leaf diseases. 
 

 

1. INTRODUCTION 

The world population is increasing every year by a quarter of the population of China [1]. As an inevitable 

result of this, there is an increasing demand in the food sector. In order to meet the increasing demand in 

these sectors, much more agricultural production is required. In addition, about 80 percent of agricultural 

production in the world is done by small-scale farmers [2]. More than half of the production is wasted due 

to diseases and other harmful organisms [3]. 

 

Along with this, there is a constant migration from rural areas where agricultural production is intense to 

urban centers where living standards are higher [1]. As a result of these migrations, it is predicted that 

approximately 70% of the world population will live in the city center until 2050 [4]. In the light of the 

information stated, it has become a necessity to implement smart agriculture practices in order to meet the 

increasing food demand [5]. With smart applications to be used during agricultural production, it is possible 

to be protected from many negative factors, from plant diseases to pests, from unconscious irrigation to 

pesticides [6]. If such applications are not used, approximately 35% of the product produced each year may 

be damaged [7]. This problem also causes great concern in the public and private sectors. In order to prevent 

these damages, it is essential to develop new applications urgently. 
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In this scope, it is important to monitor agricultural production in real time. There is a great demand for 

greenhouse applications, especially due to climate change and other environmental conditions. Although 

the outer cover is used to protect from negative environmental factors in greenhouse applications, it is 

insufficient in terms of protection from harmful insects or diseases. In this sense, when the studies in the 

literature are examined, it is seen that greenhouse automation systems have been developed with high 

technology devices. In addition, it is known that as a result of the developments in the software sector, deep 

learning architectures used in many applications have started to be used in greenhouse automations [8]. 

However, one of the important points here is that the producers who can use greenhouse automation 

technology should have a certain economic power. In addition, a very small part of agricultural activities 

are carried out in greenhouses. As a result, most of the agricultural production is carried out in open fields. 

For this reason, it is an important issue to use the technology that can be used in greenhouses in production 

in open areas. On the other hand, the majority of the producers who carry out agricultural activities in open 

areas consist of producers with low income levels [9]. 

 

Another important problem encountered during production in agricultural activities is the low number of 

trained specialist personnel. For this reason, limited expert personnel cannot serve all manufacturers at the 

same time. At this point, there are some studies on detecting disease states by monitoring agricultural lands 

from satellite with deep learning applications [10] [11] [12]. However, most of these studies are in the initial 

stages. In order to increase the widespread effect of the developed systems, it is of vital importance for 

agriculture and the economy that depends on agriculture that it appeals especially to low-income producers. 

It is a very important issue that especially deep learning-based applications that can be developed for 

agricultural production can run on lower hardware such as mobile devices with high accuracy. When the 

literature is examined, it is seen that the studies carried out are capable of working on devices with high 

equipment in a laboratory environment. As a result, the studies to be carried out should work on simpler 

devices and have a widespread effect. These reasons have been our main motivation source in the study. 

  

The study was carried out in three basic steps. In the first step, we focused on Cassava, which is an important 

plant in terms of nutrition, and a data set about this plant species was provided. Consideration was given to 

the presence of more than one disease type in the provided data set. For this reason, the “cassava-leaf-

disease-classification” data set, which is an up-to-date data set in the literature and also suitable for the 

study subject, was preferred. [13]. In the second step, transfer learning was performed on ResNet50 and 

MobileNetV2 architectures, which are current and popular deep learning architectures. A new architecture 

is proposed by making revisions in the classification layers of the specified architecture. In the last step, the 

tested architectures were compiled with MATLAB Builder NE to work in a server environment and 

converted to a web server environment. Thus, applications with high transaction costs are run on a single 

server, enabling thousands of manufacturers with low hardware to use the application over a server. With 

this application, producers can control the disease status of the cassava plant whenever they want. In this 

sense, a decision support system has been developed that can be used by expert personnel. General 

presentation of the study; In the second part, the literature related to the subject is mentioned. In Section 3, 

information about the data used in the study is given. In Section 4, the methods used are explained. In 

Section 5, the experimental study is presented. In Section 6, the performance analysis of the methods is 

compared. The final results obtained in Section 7 are presented. 

 

2. RELATED WORKS 

Continuous monitoring of the disease status of plants in the production environment by the producers is 

both economically and physically impossible. Therefore, it is extremely important to develop practical 

technologies for real-time disease monitoring that manufacturer can use. It is important to diagnose plant 

diseases early and classify the disease, especially using non-destructive methods. However, taking 

precautions against these diseases is a vital issue for producers. For this purpose, there are studies in the 

literature [14][15]. When it comes to non-destructive methods, the first method that comes to mind and is 
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applied is image processing methods [6]. In this regard, there are methods developed to detect diseases 

caused by various factors in plants by using different imaging techniques [16]. 

 

As a result of the development of hardware technology in recent years, many different applications related 

to Machine and Deep Learning methods have been developed in embedded systems [17], [18]. Deep 

learning architectures are a structure consisting of many more layers [19] than classical artificial neural 

network methods such as Recurrent Neural Network, Radial Base Function Neural Network [20]. The 

features used in these architectures are extracted automatically, unlike the classical artificial neural network 

models [21] [22]. The mentioned feature extraction process is generally based on convolutional neural 

networks [23]. 

 

As a reflection of the development of hardware technology and deep learning architectures, applications 

using deep learning architectures have started to be developed in the agricultural sector as well. In recent 

years, there are some studies, albeit limited, on the application of deep learning methods to agriculture in 

the literature. Some of these are presented below; 

 

Carranza-Rojas et al. aimed to classify plant species using herbarium images and deep learning models. As 

a result of their studies, they claim that they can classify plants more quickly and accurately with the deep 

learning model they developed instead of the classical plant classification taxonomy [24]. Lu et al. carried 

out a study on automatic identification of rice diseases. In his studies, he managed to classify 10 different 

rice diseases on 500 images using the CNN method [25]. Mohanty et al. trained a convolutional neural 

network to classify 14 different plants and 26 different disease types belonging to these plants. In his study, 

he used 54,306 images obtained under controlled environment conditions as data set. They have succeeded 

in classifying plant species and diseases with the deep learning architecture they have trained [2]. Zhang et 

al. carried out a study on fruit classification using image processing and convolutional neural networks. In 

their study, they used a dataset consisting of 3600 images from 18 different classes and 200 images in each 

class. They developed a 13-layer convolutional neural network on this dataset [26]. Steinbrener et al. 

classified hyperspectral fruit and vegetable images using convolutional neural networks. They stated that 

they used a dataset consisting of 2700 images in total containing 13 different fruits and vegetables in their 

studies [27]. Torres et al reviewed various CNN architectures and achievements such as AlexNet, VGG16 

and GoogLeNet for fruit detection, classification, sequencing and quality control tasks [28]. 

 

As seen in the literature review, the majority of the studies are images taken under controlled conditions 

and applications run only in computer environments. These applications do not directly address the end 

user in the production environment. At this point, manufacturers need solutions that can instantly show if 

there are any problems with their products. When the studies in the literature are evaluated from a different 

perspective, it is seen that deep learning applications are made on computers with high hardware capacity. 

It is clear that this requires high cost and time. On the contrary, the budgets and time of those working in 

the production environment are limited. It is also known that the vast majority of them do not have any 

expertise in deep learning. It is extremely important for manufacturers to run the architectures designed to 

solve this problem, especially by transferring them to the server and web environment. Thus, manufacturers 

with low hardware technology will be able to directly access the results of transactions with extremely high 

transaction costs by using the internet on their mobile devices. Based on this focus, it is aimed to develop 

an application that can also work in the web environment. In line with this goal, training and testing 

processes of the deep learning algorithm were carried out by using images taken from the real production 

environment, instead of images taken under conditional conditions. The next step is made available to the 

manufacturers via the prepared interface. Thanks to this system, producers with low income will be able to 

have information about the disease status of the cassava plant by simply uploading the pictures of their 

products from any mobile device or computer to the prepared application.  
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3. MATERIAL 

The success of the deep learning architectures used is directly related to the preferred datasets. Especially 

when specific fields are preferred as the subject of study, users have to create special datasets due to the 

lack of ready-made datasets related to the subject [29]. As a result of the development and spread of 

technology, many private datasets open to the public have been made available to researchers[30]. The 

"Cassava-Leaf-Disease-Classification (CLDC)" dataset preferred in the study is one of these datasets 

created in 2020 [13]. 

 

This dataset contains images of the cassava plant, the second largest carbohydrate source in Africa. It is an 

important agricultural plant that is generally preferred by farmers because it can withstand harsh conditions. 

At least 80% of their farms in Sub-Saharan Africa grow this plant. However, viral diseases may occur in a 

plant that is so preferred and may reduce plant yield. In particular, the presence of any disease in this plant 

greatly harms small farmers. For this reason, farmers seek the assistance of specialized personnel from the 

state to visually inspect and diagnose plants. From time to time, problems may arise in the financing and 

organization of all these transactions by the state. Every problem experienced is reflected as harm to the 

farmers. Such negativities in production, including industrial farmers, also disrupt the supply-demand 

balance, including in production planning. 

 

The disease state developed in this plant has a structure that can be visually diagnosed by expert personnel. 

For this reason, with the help of developing technology, the same process can be performed with deep 

learning algorithms. The only problem here is that African farmers have low-end mobile devices. In this 

case, it overlapped with the main motivation values of the study and it was aimed to prevent this problem 

by running deep learning architectures in the server environment. Four different disease categories in the 

data set and the number of images belonging to these categories are presented in detail in Table 1, together 

with their class labels. 

 
Table 1. Classes in the CLDC dataset 

Label number Label name Count 

0 Cassava Bacterial Blight (CBB) 1087 

1 Cassava Brown Streak Disease (CBSD) 2189 

2 Cassava Green Mottle (CGM) 2386 

3 Cassava Mosaic Disease (CMD) 13158 

4 Healthy (Ht) 2577 

 

In Fig. 1, images of the leaves whose labels are presented in Table 1 are presented. 

 

Figure 1. Classes of CLDC dataset 

 

CBB, noted in Table 1, is a type of bacterial disease first reported in Brazil in 1912. This disease is caused 

by bacteria called "Xanthomonas axonopodis pv. Manihotis” (Xam). CBB, which starts with yellowing at 

the ends of the leaves, spreads towards the middle of the leaves over time. The disease has a long life cycle 

[31]. CBSD is a bacterial disease first reported in 1936 from northeastern Tanzania. Although the effect of 

this disease was limited to the East African coasts for many years, it is now seen in many parts of East and 

Central Africa [32]. CGM is a type of bacterial Cassava disease. It causes slight deformation in the form of 

yellow spots and mottled mosaic patterns on the leaf [33]. CMD is a common disease in Africa, India, and 

Sri Lanka [34,35]. It is usually transmitted by whiteflies. When intact leaves are infected with CMD, they 

often turn into twisted leaflets with a mosaic pattern. In Uganda, this disease and its derivatives cause an 
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average of 82% root loss in Cassava plant [36]. As seen in Table 1, the data distribution among the classes 

is not equal. In particular, the number of data belonging to the CGM class is very high compared to other 

classes. On the other hand, the data belonging to the CBB class are very few compared to other classes. For 

this reason, images were revised in experimental studies.  

 

4. METHOD 

4.1. Segmentation Algorithm 

Two types of images were used in the study. First, the images in the data set were used as raw, without any 

processing. Secondly, the background was removed from the images and only the relevant areas in the 

image were used. There are different segmentation algorithms to extract the relevant area from the 

image[23]. In the study, the Chan Vese (C-V) algorithm was used due to its success in the literature. For an 

image in this segmentation algorithm, the leveling function used in the 𝜑 domain is Eq. Presented in (1). 

The 𝜙 and 𝐶 terms in the corresponding function represent the level adjustment parameter and the active 

curve in the image, respectively. 𝑥 represents the pixels in the A image. 

 
𝐶 = {𝑥 ∈  𝜑 ∶ (𝜙) = 0 } 

𝑖𝑛𝑠𝑖𝑑𝑒 (𝐶) = {𝑥 ∈  𝜑 ∶ (𝜙) > 0 }                                                                                                                                               (1) 

𝑜𝑢𝑡𝑠𝑖𝑑𝑒(𝐶) = {𝑥 ∈  𝜑 ∶ (𝜙) < 0 } 

 

Eq. (2) is used to set the leveling parameter to zero. Parameters 𝜇, 𝑣, 𝛻, 𝛾1 and 𝛾2  provide the smoothness 

of level adjustment, iteration speed, slope, control of the inner and outer frame of the contour, respectively.  

 
𝜗𝜙

𝜗𝑡
= 𝛿(𝜙) [𝜇𝛻 (

𝛻𝜙

|𝛻𝜙|
) − 𝑣 − 𝛾1(𝐼 − 𝑐1)2 + 𝛾2(𝐼 − 𝑐2)2]                                                                                                   (2) 

 

The content of 𝑐1 used in Eq. (2) is presented in Eq. (3). The content of 𝑐2 is presented in Eq. (4).  The 

heaviside and dirac functions used in Eq. (3) and 4 are H(ϕ) and δ(ϕ), respectively. 

 

𝐶1(𝜙) =
∫

𝐼
(𝑥). 𝐻(𝜙)𝑑𝑥

∫
𝐻

(𝜙)𝑑𝑥
                                                                                                                                                               (3) 

𝐶2(𝜙) =
∫

𝐼
(𝑥). (1 − 𝐻(𝜙))𝑑𝑥

∫
𝐻

(1 − 𝐻(𝜙))𝑑𝑥
                                                                                                                                                   (4) 

In general, the C-V segmentation method is used to segment the desired object in the image with the 

optimum initial contour. However, only the global segmentation feature is used in this model. 

 

4.2. Deep Learning Algorithms 

Recently, it is possible to see deep neural networks applications in many different fields from health to 

education [37–40]. There are different models such as trained and pre-trained in the literature [41–43]. It is 

frequently preferred in image processing applications, especially due to its success in feature extraction.  

Since it is a method developed based on convolutional neural networks, it has a layered structure. The layers 

have different structures due to the connection within themselves and the filters used in the relevant layers. 

Although the filters and connections used are different, as a result, it contains the basic layers of 

convolutional neural networks. The basic layers in convolutional neural networks are presented in detail in 

Fig. 2. 
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Figure 2. Structure of convolution neural network 

 

Input Layer is the first layer of Convolution or deep learning algorithms. It is used to bring the data 

presented to the network to the size used by the network. In particular, images must be resized during the 

training phase of pre-trained deep learning algorithms. Kernels refer to mxn-sized K filters circulated over 

the two-dimensional ixj -sized I image (input matrix). 

 

The user can use these filters as well as some ready-made filters in the literature. In the Convolution Layer, 

a new convolution matrix (𝑆𝑖,𝑗) is created by circulating the K kernels on the I matrix from the input layer. 

This matrix can be as many times as the user wants, as shown in Fig. 2. The operation performed in the 

convolution layer is shown in detail in Eq. (5). 

 

𝑆𝑖,𝑗 = (𝐼 ∗ 𝐾)𝑖,𝑗 = ∑ ∑ 𝐼𝑖,𝑗𝐾𝑖−𝑚,𝑗−𝑛

𝑛𝑚

                                                                                                                                        (5) 

Activation Layer is the layer used to reduce the value (𝑥 = 𝑆𝑖,𝑗) obtained from the convolution layer to 

certain intervals. In the literature, Rectified Linear Unit (ReLU), Sigmoid and Hyperbolic Tangent functions 

given in Eq. (6), (7) and (8) are used.  

 

𝑓(𝑥) = 𝑚𝑎𝑥(0, 𝑥) = {
0  𝑖𝑓 𝑥 < 0
𝑥 𝑖𝑓 𝑥 ≥ 0

                                                                                                                                              (6) 

𝑓(𝑥) =
1

1 + 𝑒−𝑥
                                                                                                                                                                               (7) 

𝑓(𝑥) = 𝑡𝑎𝑛ℎ(𝑥) =
2

1 + 𝑒−2𝑥
− 1                                                                                                                                                (8) 

The Pooling Layer is the layer used to reduce the data from the Activation layer to smaller sized matrices. 

In this layer, a 2x2 matrix is circulated on the data coming from the Activation layer (𝐴𝑖,𝑗 = 𝑓(𝑥𝑖,𝑗)) as 

shown in Fig. 3. This filtering process is sometimes performed by skipping. This jumping process is called 

“stride”. The maxpooling, averagepooling and minpooling functions presented in Eq. (9), (10) and (11) are 

used in the Pooling Layer, respectively. As a result, although data reduction in the Pooling layer makes the 

network work faster, it may cause data loss in some cases.  

 

 
Figure 3. Pooling layer functions 

 

𝑓𝑚𝑎𝑥(𝐴) = 𝑚𝑎𝑥𝑟,𝑠(𝐴𝑖,𝑗)                                                                                                                                                                 (9) 



Metlek/INTERNATIONAL JOURNAL OF 3D PRINTING TECHNOLOGIES AND DIGITAL INDUSTRY 5:3 (2021) 625-644 

 

631 
 

𝑓𝑎𝑣𝑔(𝐴) =
1

𝑟 + 𝑠
∑ ∑(𝐴𝑖,𝑗)

𝑠

𝑗=1

                                                                                                                                                    (10)

𝑟

𝑖=1

 

𝑓𝑚𝑖𝑛(𝐴) = 𝑚𝑖𝑛𝑟,𝑠(𝐴𝑖,𝑗)                                                                                                                                                                (11) 

Output Layer can be created from Flatten Layer, Full Connected Layer and Classification Layer in itself. 

The Flatten Layer shown in Fig. 2 transforms the data from the previous layers into vectors in 1xD 

dimensions. The data converted to vector is multiplied by the relevant weight values in the full link layer 

and the bias value is added. The values obtained after this stage are sent to a classifier depending on the 

initiative of the user. In the literature, the softmax classifier given in Eq. (12) is generally used in this layer. 

 

𝑆(𝑦𝑖) =
𝑒𝑦𝑖

∑ 𝑒𝑦𝑗𝑛
𝑗=1

                                                                                                                                                                           (12) 

In Eq. (12), 𝑒𝑦𝑖 represents the probability of the output of the model, and ∑ 𝑒𝑦𝑗𝑛
𝑗=1  represents the probability 

sum of all output values of the model. 

 
4.2.1. ResNet 50 

There are many deep learning architectures used in the literature today. One of them is the ResNet50 

architecture developed by Microsoft. There are also different types, ResNet 18/50/101 and 152, according 

to the layer and block structures that make up the architecture [44,45]. Compared to classical convolution 

methods, the ResNet50 architecture provides a higher efficiency in the training phase [46]. Within the 

ResNet architecture, there are special structures called Residual Building Blocks (RBB). There are shortcut 

connections in RBBs that bypass layers [46]. With these shortcuts, it is aimed to solve the problem of 

getting stuck at the local minimum point, which is a general problem in flexible calculation methods [47]. 

For this purpose, convolutional layers with RBBs can be skipped as blocks [48]. In general, RBBs consist 

of convolution (Conv), batch normalization (Batch Normalization-BN), activation (ReLU) layers and a 

shortcut. There are also two different types of RBBs, RBB1 and RBB2. These structures are shown in Fig. 

4. Shortcuts used in RBB1 structure are shown with x in Fig. 4. A non-linear function is used for the 

convolution layer in RBB1 and is denoted by F. The value obtained from RBB-1 is mathematically shown 

in Eq. (13). In the general structure of RBB-2 in Fig. 4, a non-linear function is used for the convolution 

layer, as in RBB1. But one more Conv-BN layer has been added. The shortcut in the structure of RBB-2 is 

denoted by H as shown in Fig. 4.  

 
𝑦 = 𝐹(𝑥) + 𝑥                                                                                                                                                                                 (13) 

 
Figure 4. Structure of RBB-1 and RBB-2 

𝑦 = 𝐹(𝑥) + 𝐻(𝑥)                                                                                                                                                                          (14) 
 

The value obtained from RBB-2 is formulated with Eq. (14). In Fig. 5, the general architecture of ResNet50 

is presented, n represents the number of repetitions, s represents the stride value. 
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Figure 5. Structure of ResNet50 

 

4.2.2. MobileNetV2 

MobileNetV2 architecture, which reduces the network computing cost to a minimum by reducing the high 

network size, is a deep learning architecture developed by targeting mobile or lower cost devices [49,50]. 

It has applications in many fields from medicine to military in the literature [51,52]. The MobileNetV2 

architecture has two important features that enable it to be implemented in mobile environments. The first 

of these is the bottleneck structure shown in Fig. 6. This structure is developed to solve nonlinearity 

problems in narrow layers of deep learning architectures. Secondly, it is the shortcut structure presented in 

Fig. 6. With this shortcut structure, data transfer can be provided between bottlenecks.  

 

The Bottleneck structure used in the MobileNetV2 architecture is a kind of RBB that uses 1x1 convolution. 

Bottlenecks reduce the number of parameter and matrix multiplications thanks to this structure. As a result, 

it reaches higher depth with fewer parameters. For this reason, the MobileNetV2 architecture has a structure 

consisting of in-depth (dw) separable filters and combinations. Shortcut (also known as skip) connections, 

popularized by ResNet, are often used to connect non-Bottleneck layers. MobileNetV2 reverses this concept 

and connects Bottlenecks directly [48]. 

 

As shown in Fig. 6(a) in the created structure, it applies a convolution operation with a resolution of 1×1 

pixel for each layer input. Deeply separable convolution filters examine the input information as two 

separate layers. This reduces both the speed and cost of the model. As shown in Fig. 6(a), the features 

obtained by separating them with filters are recombined in the merging step. The shortcuts shown in Fig. 6 

may also experience some data loss. In Fig. 6, t refers to the expansion value applied to the input 

dimensions, n refers to the number of repetitions, c refers to the number of output channels, and s refers to 

the stride value. MobileNetV2 model uses batchnorm and ReLU activation function in its structure. In 

Batchnorm, data is rescaled based on the mean and standard deviation values. It is a technique that provides 

and supports a high learning rate. The ReLU activation function also contributes to success by transforming 

the model into a non-linear structure. The input size of MobileNetV2 has a resolution of 224 × 224 pixels. 

In the last layer of this model, the Softmax function is used as a classifier.  
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Figure 6. Structure of MobilNetV2 

 

5. EXPERIMENTAL STUDIES 

The study was carried out in three basic steps, which are data preprocessing, system design and web 

application presented below. 

 

5.1. Data Pre-Processing 

Algorithms were developed in MATLAB environment, on a workstation equipped with 2x Intel Xeon Gold 

6130 (32 Core, 2.10GHz, 3.70GHz Turbo, 22MB - CPU), 64GB DDR4, Quadro P4000 256 Bit GDDR5 

8GB, X99 Huananzhi Dual Processor DDR4 and 500GB SSD. The basic algorithm of the path followed in 

the data preprocessing phase is presented in Fig. 7. 

 

 
Figure 7. Data Pre-Processing 
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In the preprocessing stage, the images in the CLDC dataset, which consists of five different classes, were 

first examined one by one. At this stage, some images that are not related to data classes were removed 

from the data set, as shown in Fig. 8. In addition, when the number of images in the classes given in Table 

1 is examined, it is seen that the number of CBB data is very low, whereas the number of CMD data is 

much higher than that of other classes. For this reason, 1,000 images from each class were used in order to 

have a balanced distribution between the classes. 

 

 
Figure 8. Irrelevant images 

 

The data were subjected to the CV segmentation process described in Section 3.2 in 2b, as shown in Fig. 7. 

In Fig. 9, images before and after segmentation are presented. 

 

 
Figure 9. The difference of the segmentation process 

 
5.2. Proposed System Design 

As shown in step 4 in Fig. 10, it is aimed to train the system by sending both segmented and non-segmented 

images to the ResNet50 and MobilNetV2 algorithms separately. For this purpose, the training process of 

the system shown in step 6 was carried out with the hyperparameters shown in step 5. During the training 

phase, the training process of the system was ensured to continue until the minimum error value shown in 

step 7 was reached. If the system did not reach the desired error value, the hyperparameters used for the 

model were changed as shown in step 8. 

 

 
Figure 10. System design 
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Thus, each deep learning algorithm used was trained with two different image sets and four different models 

were prepared. In step 11, the success of the well-trained model obtained in step 9 was measured with the 

test data shown in step 10 in Fig. 7. Comparison matrices were used to measure the success of the system 

[53]. Accuracy Rate (AR), Recall (RC), Sensitivity (SS) ve F1 Score values obtained from the comparison 

matrix were used in the study. The success results of the system were evaluated and the architecture trained 

with the data set providing the highest accuracy rate of the ResNet50 and MobilNetV2 architectures was 

transferred to the web environment. 
 

5.3. Proposed Web Application 

All algorithms in the study were carried out in the MATLAB environment. The MATLAB platform 

provides support to WEB platforms as well as the opportunities it provides for algorithm development [54]. 

For this reason, the tested ResNet50 and MobilNetV2 architectures were transferred to the ASP.NET 

platform using the MATLAB Compile Runtime (MCR) library and MATLAB Builder NE. 
 

 
Figure 11. Web platform migration steps 

 

In the flow diagram shown in Fig. 11, m. files have been created. m files created using MATLAB Builder 

NE in step 2 were converted to DLL files. Since the application is aimed to be run on a server in the 3rd 

step, IIS (Internet Information Service) adjustments were made. DLL files are included in the ASP NET 

MVC 5 project developed in the Visual Studio environment in step 4. In the 5th step, ASP NET MVC 5 

interface design was designed. In the last step, it was made available to the manufacturers. Fig. 12 shows 

the interface offered to users. With the designed interface, users can use the system with standard server 

services without the need for any other software. Thus, manufacturers will be able to access the system 

directly on the browser with the help of a computer or mobile device connected to the Internet. 

 

 
Figure 12. Designed system interface 
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In the use of the designed system, manufacturers log in using their user names and passwords through the 

menu presented in Fig. 12(a). After logging into the system, the menu in Fig. 12(b) is used. At the same 

time, deep learning architectures trained within the scope of the study can be preferred with the links in the 

left menu in Fig. 12(b). After clicking ResNet50, the user can determine the disease type of the product by 

uploading the Cassava images on his mobile device or computer to the system with the "Choose File" 

button. 

 

6. RESULTS AND DISCUSSION 

In this part of the study, the results obtained from the ResNet50 and MobileNet V2 architectures are 

discussed in detail. The features obtained from both architectures used were trained and tested with two 

different classifiers. The training and test performance of the models used were examined with Accuracy 

Rate, Recall, Sensitivity and F1-Score values. The training data given to the architectures used in the study 

and the complexity matrices according to the segmentation and classifier states are presented in Fig. 13-16.  

 

 
Figure 13. Results of the structure in which ResNet50 architecture and SVM are used together in the training 

process 

 

The SVM classification results on the training images with and without segmentation with the ResNet50 

architecture are shown in Fig. 13. In Fig. 13 (a), the highest success rate was obtained in the CBB class, 

while in Fig. 13 (b) it was obtained in the CGM class.  

 

 
Figure 14. Results of the structure in which MobileNetV2 architecture and SVM are used together in the training 

process 

 

In Fig. 14, SVM classification results on training images with and without segmentation with MobileNetV2 

architecture are presented. In Fig. 14 (a) and (b), the highest achievement was obtained in the CGM class. 

Fig. 15 shows the difference between performing and not performing segmentation with the KNN 

classification algorithm on the training images with the ResNet50 architecture. In Fig. 15 (a) and (b), the 

highest success rate was obtained in the CGM class. In Fig. 16, the features obtained with the MobileNetV2 
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architecture on the training data are classified with the KNN algorithm. In Fig. 16 (a) and (b), the highest 

success rate was obtained in the CBB class. 
 

 
Figure 15. Results of the structure in which ResNet50 architecture and KNN are used together in the training 

process 

 

 
Figure 16. Results of the structure in which MobileNetV2 architecture and KNN are used together in the training 

process 

 
The complexity matrix values obtained from the images separated as test images according to the K-fold 5 

value are presented in detail in Fig. 17-20. The results obtained with ResNet50 with MobileNetV2 and 

SVM classifier are presented in Fig. 17. In Fig. 17 (a), the highest success rates were obtained in the CGM 

and Healthy classes at the same rate. In Fig. 17 (b), the highest achievement was obtained in the CDM class. 

 

 
Figure 17. Results of the structure in which ResNet50 architectures and SVM are used together in the testing 

process 
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Confusion matrix of the results obtained with MobileNetV2 and SVM classifier on test images are presented 

in Fig. 18. In Fig. 18 (a), the highest classification success was obtained with CGM, while in Fig. 18 (b) it 

was obtained on CMD type. 

 
Figure 18. Results of the structure in which MobileNetV2 architecture and SVM are used together in the testing 

process 

 
In Fig. 19, the results obtained with ResNet50 and KNN classifier are shown in confusion matrices. In Fig. 

19(a) and (b), the highest achievement was achieved in the CBSD class. The results obtained with 

MobileNetV2 and KNN classifier in Fig. 20 on test images are presented in confusion matrices. In Fig. 20 

(a) and (b), the highest achievement was obtained in the CBSD class, while the lowest achievement was 

obtained in the Healthy class.  

 

 
Figure 19. Results of the structure in which ResNet50 architecture and KNN are used together in the testing 

process 

 
When the confusion matrices in Fig. (13-16), in which the performance results of the training data are 

presented, are examined, the highest and lowest success rates are generally close to each other in each 

segmentation situation. It is seen in confusion matrices that the success rate increases especially in cases 

where the segmentation process is applied. When the results of the study are examined in general, it can be 

foreseen that the success rate can be increased a little higher. Because in the data set used in the study and 

added to the literature in 2020, it is seen that some images that can be found in the same class have been 

placed in different classes by experts. 
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Figure 20. Results of the structure in which MobileNetV2 architecture and KNN are used together in the testing 

process 

 
Secondly, the backgrounds of the images obtained while creating the data set are too mixed with the cassava 

plant in the image. In addition, a single cassava plant image is captured, while multiple cassava images are 

in a single image. In this case, the system has difficulty in distinguishing the images belonging to different 

classes among the specified images. Performance results obtained from Confusion Matrices are presented 

in detail in Table 2-5. AR, SS, RC, F1 metrics referred to in Section 5.2 are used in these tables.  

 
Table 2. ResNet50 architecture with SVM training and test results 

DNN Algorithm ResNet50 

Pre-Processing Segmentation Non-Segmentation 

Classification SVM SVM 

Kind of diseases CBB CBSD CGM CMD Healthy 

7
2

.8
%

 

CBB CBSD CGM CMD Healthy 

T
ra

in
in

g
 

(A
R

) 
 

8
5

.4
%

 AR 0.85 0.86 0.85 0.86 0.85 0.72 0.73 0.77 0.71 0.71 

SS 0.84 0.82 0.85 0.90 0.86 0.71 0.65 0.72 0.78 0.78 

RC 0.84 0.82 0.85 0.90 0.86 0.71 0.65 0.72 0.78 0.78 

F1 0.84 0.84 0.85 0.88 0.86 0.72 0.69 0.74 0.75 0.74 

T
es

t 

(A
R

) 
 

8
4

.4
%

 AR 0.80 0.82 0.83 0.89 0.88 

7
2

.4
%

 0.76 0.76 0.73 0.79 0.58 

SS 0.80 0.80 0.82 0.86 0.92 0.70 0.69 0.73 0.74 0.76 

RC 0.80 0.80 0.83 0.86 0.92 0.70 0.69 0.73 0.74 0.76 

F1 0.80 0.81 0.83 0.88 0.90 0.73 0.73 0.73 0.77 0.66 

 
Table 3. ResNet50 architecture with KNN training and test results 

DNN Algorithm ResNet50 

Pre-Processing Segmentation Non-Segmentation 

Classification KNN KNN 

Kind of diseases CBB CBSD CGM CMD Healthy  CBB CBSD CGM CMD Healthy 

T
ra

in
in

g
 

(A
R

) 
 

7
4

.8
%

 

 

AR 0.76 0.74 0.78 0.74 0.72 

7
2

.2
%

 0.71 0.71 0.75 0.73 0.71 

SS 0.70 0.70 0.75 0.80 0.81 0.69 0.64 0.73 0.78 0.79 

RC 0.70 0.70 0.75 0.80 0.81 0.69 0.64 0.73 0.78 0.79 

F1 0.73 0.72 0.76 0.77 0.76 0.70 0.67 0.74 0.75 0.75 

T
es

t 

(A
R

) 
 

7
3

.6
%

 AR 0.64 0.88 0.79 0.76 0.61 

7
0

.2
%

 0.63 0.85 0.69 0.75 0.59 

SS 0.75 0.68 0.69 0.79 0.79 0.72 0.66 0.64 0.78 0.72 

RC 0.75 0.68 0.69 0.79 0.79 0.72 0.66 0.64 0.78 0.72 

F1 0.69 0.77 0.73 0.77 0.68 0.67 0.74 0.67 0.76 0.64 
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Table 4. MobileNetV2 architecture with SVM training and test results 

DNN Algorithm MobileNetV2 

Pre-Processing Segmentation Non-Segmentation 

Classification SVM SVM 

Kind of diseases CBB CBSD CGM CMD Healthy 

7
0

.6
%

 

CBB CBSD CGM CMD Healthy 

T
ra

in
in

g
 

(A
R

) 
 

7
6

.6
%

 AR 0.78 0.77 0.80 0.75 0.73 0.71 0.69 0.75 0.67 0.71 

SS 0.72 0.71 0.79 0.80 0.80 0.67 0.62 0.73 0.76 0.76 

RC 0.72 0.71 0.79 0.80 0.80 0.67 0.62 0.73 0.76 0.76 

F1 0.75 0.74 0.79 0.77 0.76 0.69 0.65 0.74 0.71 0.73 

T
es

t 

(A
R

) 
 

7
5

.2
%

 AR 0.74 0.76 0.77 0.74 0.75 

6
9

.2
%

 0.73 0.69 0.66 0.73 0.65 

SS 0.73 0.72 0.71 0.79 0.80 0.70 0.68 0.63 0.73 0.72 

RC 0.73 0.72 0.71 0.79 0.80 0.70 0.68 0.63 0.73 0.72 

F1 0.73 0.74 0.74 0.76 0.77 0.71 0.68 0.64 0.73 0.68 

 
Table 5. MobileNetV2 architecture with KNN training and test results 

DNN Algorithm MobileNetV2 

Pre-Processing Segmentation Non-Segmentation 

Classification KNN KNN 

Kind of diseases CBB CBSD CGM CMD Healthy 

6
9

%
 

CBB CBSD CGM CMD Healthy 

T
ra

in
in

g
 

(A
R

) 
 

7
0

.8
%

 AR 0.72 0.71 0.72 0.70 0.69 0.70 0.69 0.70 0.69 0.67 

SS 0.67 0.66 0.72 0.74 0.76 0.65 0.64 0.70 0.72 0.75 

RC 0.67 0.66 0.72 0.74 0.76 0.65 0.64 0.70 0.72 0.75 

F1 0.69 0.68 0.72 0.72 0.72 0.67 0.67 0.70 0.70 0.71 

T
es

t 

(A
R

) 
 

6
9

.8
%

 AR 0.63 0.81 0.77 0.68 0.60 

6
2

.2
%

 0.58 0.69 0.63 0.64 0.57 

SS 0.73 0.60 0.71 0.72 0.78 0.60 0.52 0.62 0.69 0.72 

RC 0.73 0.60 0.71 0.72 0.78 0.60 0.52 0.62 0.69 0.72 

F1 0.67 0.69 0.74 0.70 0.67 0.59 0.59 0.63 0.66 0.63 

 

In the literature, there are similar data sets published in 2017 and 2019 about the Cassava plant. Although 

there are much fewer images in these datasets than the dataset used in the study, the data classes are much 

more properly separated. In addition, some data sets consist of data obtained with high-resolution cameras 

[55]. Some have their backgrounds removed from the images. The data set used in the study, on the other 

hand, is a much newer data set, but mostly consists of images obtained by farmers. Therefore, there are 

problems with most of the data. In addition, due to the fact that it is a new data set, the number of studies 

using the same data set is very small. The study with this new data set in the literature is presented 

comparatively in Table 6. 

 
Table 6. Comparison chart 

No Used Methods Used Class Number Success Rate Ref. 

1 Separable ConvolutionsUNet 2 – (Healthy, UnHealthy) 83.9 % [56] 

2 Proposed Model 

(Segmantation+ResNet50+SVM) 

5- (CBB, CBSD, CGM, CMD, Healthy) 84.4%  

 

The study indicated in Table 6 distinguishes only two classes, healthy and unhealthy, instead of 

distinguishing five different classes. When the study is evaluated in terms of producers, it can already be 

visually distinguished whether the cassava plant is sick or not. The tricky part here is to distinguish between 

the five different classes.  
 

7. CONCLUSION 

Within the scope of this study, training and testing processes were carried out in 4 different experimental 

studies in order to classify Cassava images. In half of these experimental studies, C-V segmentation 
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operation was performed on the images and the features obtained from two different deep learning 

architectures were applied on two different classification algorithms. When the classification algorithms 

used in the ResNet50 and MobileNetV2 architectures in Table 2-5 are evaluated within themselves, it is 

seen that the successful results are generally close to each other. On the other hand, when the classification 

algorithm results are compared with each other, the success rates in Table 7 are obtained. 
 

Table 7. System performance results 

 ResNet50 MobileNetV2 

 

Segmentation 

Non - 

Segmentation 

Segmentation 

Non - 

Segmentation 

 SVM KNN SVM KNN SVM KNN SVM KNN 

Training 

Average Accuracy 

0.85 0.74 0.73 0.72 0.76 0.70 0.70 0.69 

Test 

Average Accuracy 

0.84 0.73 0.72 0.70 0.75 0.69 0.69 0.62 

 
The web application was developed based on the ResNet50 and MobileNetV2 architectures, which give the 

best performance results in Table 7. Algorithms giving these performance results were compiled with 

MATLAB Builder NE and converted to API format. All functions in the specified algorithms have been 

made available in the web environment. The prepared algorithms were run in real-time with the help of 

MCR on a web server where the MATLAB program was not installed. As a result of these processes, 

farmers in the production sector will have access to the bootstrap-based web application, which is also 

prepared with low-equipped devices. By uploading Cassava leaf image to the system from any web-

supported platform, it will be able to detect disease class information. 

Thus, since the farmers will be informed about the diseases encountered during the production phase, they 

will be able to intervene without losing time. As a result, the loss of yield caused by diseases during 

production will be prevented. In future studies, it is aimed to recommend drugs that can be used directly 

for the disease by cooperating with the relevant institutions for the drug recommendation on the basis of 

the disease. In addition, it is aimed to increase the success rate of the study even more with data sets that 

will be prepared more carefully. 
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