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Abstract

The aim of this study is to estimate the possible deferred tax values and the TAS-TFRS
profit/loss of 31 companies in three different sectors- the wholesale trade, retail trade
and hospitality industry- whose shares are traded on Borsa Istanbul (BIST). This
estimation is based on the companies' deferred tax values for the years 2015-2019 as
well as twelve main economic parameters. Within the context of the study, the deferred
tax output parameters, which companies will present in their annual financial reports in
2020, have been estimated using the following methods: the DTA value using the
random forest method with an accuracy rate of 0,823, the net DTA value using the
artificial neural networks method with an accuracy rate of 0,790, the DTL value using
the random forest method with an accuracy rate of 0,823 and the net DTL value using
the random forest method with an accuracy rate of 0,887. In addition, it has been
discovered that the TAS-TFRS profit/loss, which is one of the output parameters, can
be estimated using the random forest method with an accuracy rate of 0,629.

Keywords: International Accounting Standards-International Financial Reporting
Standards (IAS-IFRS), Turkish Accounting Standards- Turkish Financial Reporting
Standards (TAS-TFRS), Valuation, Deferred Taxes, Machine Learning, Artificial
Neural Networks.

Oz

Bu ¢alismanin amaci, hisse senetleri Borsa Istanbul (BIST)'da toptan ticaret, perakende
ticaret ve konaklama sektorii olmak tiizere ii¢ farkli sektorde islem goren 31 sirketin
muhtemel ertelenmis vergi degerlerini ve TMS-TFRS kar /zararin1 tahmin etmektir. Bu
tahmin, sirketlerin 2015-2019 yillari igin ertelenmis vergi degerlerine ve on iki temel
ekonomik parametreye dayanmaktadir. Calisma kapsaminda, sirketlerin 2020 yilinda
yillik finansal raporlarinda sunacaklari ertelenmis vergi ¢iktt parametreleri asagidaki
yontemler kullanilarak tahmin edilmistir: 0,823 dogruluk orani ile random forest
yontemi kullanilarak ertelenmis vergi varligi degeri, 0,790 dogruluk oranina sahip yapay
sinir aglar1 yontemi kullanilarak net ertelenmis vergi varligi degeri, 0,823 dogruluk orani
ile random forest yontemi kullanilarak ertelenmis vergi yiikimlaliigii degeri ve 0,887
dogruluk orani ile random forest yontemi kullanilarak net ertelenmis vergi yiikiimliligi
degeri. Ayrica, ¢ikti parametrelerinden olan TMS-TFRS kar / zarar degerinin 0,629
dogruluk orami ile random forest yontemi kullanilarak tahmin edilebilecegi
belirlenmistir.

Anahtar Kelimeler: Uluslararast Muhasebe Standartlari-Uluslararast Finansal
Raporlama Standartlart (IAS-IFRS), Tiirkive Muhasebe Standartlari- Tiirkiye
Finansal Raporlama Standartlart (TMS-TFRS), Degerleme, Ertelenmis Vergiler,
Makine Ogrenmesi, Yapay Sinir Aglar1.
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GENISLETILMIS OZET
Calismanin Amaci

Bu ¢alismada Tiirkiye’de hisse senetleri Borsa Istanbul (BIST)’da islem goren toptan ticaret,
perakende ticaret ile lokantalar/oteller sektorii olmak tizere 3 farkli sektordeki toplam 31 sirketin 2015-
2019 yillarina iligkin ertelenmis vergi degerlerinin yani sira on iki farkli temel ekonomik parametre baz
almarak, ilgili sektorlerdeki sirketlerin izleyen yilda raporlayacaklart muhtemel ertelenmis vergi
degerlerini ve TMS-TFRS kar/zararin1 tahminlemek amagclanmaistir.

Arastirma Sorulari

Calisma kapsaminda ele alinan bes arastirma sorusu bulunmaktadir. Bunlar; 1. Calisma
kapsaminda incelenen 3 farkli sektordeki sirketlerin yillik finansal tablolarinda raporlayacaklari
net ertelenmis vergi varli§i/net ertelenmis vergi ylikiimliliigii degerleri kapsaminda, sektorel
olarak gelecek yilda elde edilecek toplam vergi avantaji veya vergi yiikiimliiligt degerlerinin
tahmini olarak hangi diizeyde ger¢eklesmesi beklenmektedir? 2. Sektorlerin gelecek yilda elde
edecekleri ertelenmis vergi geliri/ertelenmis vergi gideri degeri ile toplam TMS-TFRS kar/zarar
degerlerinin tahmini olarak hangi diizeyde gergeklesmesi beklenmektedir? 3. Calisma
kapsaminda incelenen sektorlerde net ertelenmis vergi degerlerinin olugmasinda, hangi
ekonomik parametreler ne Olgiide 6nem tasimaktadirlar? 4. Sirketlerin gelecek yila iliskin
ertelenmis vergi degerlerinin tahminlenmesinde, hangi algoritmalar daha basarili sonug
saglamaktadir? Seklindedir.

Literatiir Arastirmasi

Yapilan literatiir taramasinda yapay sinir aglar1 yontemi ile gelecek yillara iliskin veri
tahminlemesinin yapildig1 yerli ve yabanci kaynaklarda bir¢ok ¢alisma incelenmistir. Ancak
muhasebe alaninda yapay sinir aglar1 yontemi ile veri tahminlemesinin yapildigi ¢calismalarin
sayica az oldugu gozlenmistir. Literatiirde yapay sinir aglari ile veri tahminlemesinin yapildigi
bu caligmalardan FEtheridge vd. (2007) denet¢ilerin, miisterinin finansal canliliginin
degerlendirmesine yardimci olacak {i¢ yapay sinir ag1 yaklagimmin performansini
karsilastirmak amaciyla olusturduklar1 ¢alismalarinda, olasiliksal sinir aginin siniflandirmada
en gilivenilir oldugu, bunu geri yayilim ve kategorik 6grenme aginin izledigi ve kategorik
O0grenme aginin ise en az maliyetli oldugu sonuclarina ulasmislardir (Etheridge, Sriram, Hsu,
2007). Yapay sinir aglar1 modelinin kullanildig1 baska bir ¢alismada Altunéz (2013) banka
basarisizliklarin1 yapay sinir aglar1 modeli ile onceden tespiti etmeye iliskin olusturdugu
calismasinda, modelin basarisizliktan bir yi1l veya iki yil 6ncesi icin yiliksek ongdriilii sonuglar
sagladig1 sonucuna ulagsmistir (Altunéz, 2013). Katar Borsasi (QE) endeksi verilerini kullanarak

bir sonraki iglem giiniline iliskin kapanig fiyatin1 tahmin etmeye c¢alistiklar1 ¢aligmalarinda
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Fadlalla vd. (2014) ge¢mis 3 yilin verilerini esas alarak, yapay sinir aglarinin (QE) Endeksini
yiiksek oranda dogru tahmin etmek icin etkili bir modelleme teknigi oldugu sonucuna
ulagmiglardir (Fadlalla and Amani, 2014). Calismalarinda G-7 tlkelerinde enflasyon tahmini
icin farkli yapay sinir ag1 modellerini degerlendirerek, uygun bir model olusturmay1 amaglayan
Gupta vd. (2015) ise, Tiiketici Fiyat Endeksine dayali enflasyon tahminleri ile enflasyon
oraninin yakin gelecekte marjinal olarak diismesinin beklendigi sonucuna ulagsmislardir (Gupta
and Kashyap, 2015). Persio ve Honchar (2016) borsa endekslerini yapay sinir ag1 yaklagimini
kullanarak algoritmalarin1 S & P500 ve FOREX EUR / USD tarihsel zaman serilerinde test
etmeye ve FOREX cercevesinde S & P500 veya dakikalar s6z konusu oldugunda son n giine
ait veriler temelinde egilimi tahmin etmeye ¢alismislardir. Calismanin sonucunda ise temel sinir
aglar1 yaklasimlarindan daha iyi performans gosteren dalgacik ve CNN kombinasyonuna
dayanan yeni bir yaklasim sunmuslardir (Persio ve Honchar ,2016). Yapay bir sinir ag1 yontemi
ile Malezya'daki kiiclik piyasa kapitalizasyon sirketlerindeki hileli finansal raporlamay1 tahmin
etmedeki etkinligini arastirdiklar1 ¢alismalarinda Omar vd. (2017), bu yontemin hileli finansal
raporlamay1 tahmin etmek i¢in kullanilan diger istatistiksel tekniklerden daha basarili oldugu
sonucuna ulagmislardir (Omar, Johari, Smith, 2017). Leon vd. (2017) yapay sinir aglar1 yontemi
ile, Kolombiya bankalarinin bilango verilerini inceleyerek bunlari bir yapay sinir ag1 oriintii
tanima yOntemi ile simiflandirmanin miimkiin olup olmadigini test ettikleri caligmalarinda,
yapay sinir aginin bir bankay1 bilangosu ile taniyabildigini ispatlamislaridir (Ledn, Moreno,
Cely, 2017). Sun vd. (2018) kredi kart1 temerriit riskinin modellemesinde yapay sinir ag1
yontemini kullandiklar1 ve kredi riski alaninda ortaya ¢ikan yapay zeka teknolojisi olarak derin
O0grenme potansiyelini arastirdiklar1 ¢calismalarinda, yapay zekanin finansal kurumlar ve kredi
biirolar1 agisindan, kredi riskinin degerlendirmesini destekleyici katki sagladigi sonucuna
ulagmiglardir (Sun ve Vasarhelyi, 2018). Kurumsal iflasin tahmin edilmesine iligkin bir sinir
aginin olusturulmasimi ele aldiklar1 calismalarinda Hosaka (2019), sirketlerin finansal
tablolarindan elde ettikleri bazi finansal oranlar1 gri tonlamali bir goriintii olarak temsil etmis
ve bu islem kapsaminda olusturulan goriintiiyli evrisimli sinir agim1 egitmek ve test etmek
amaciyla kullanmiglardir (Hosaka, 2019). Yapay sinir aglarinin kullanildigr baska bir
calismada Singh vd. (2019) sahtekarlik tespitinin denetimi kapsaminda gelistirdikleri ongoriili
bir model ile ger¢ek muhasebe verilerinde, anormal iglemlerin tespitini miimkiin kilarak
denetimde manuel miidahale ve islem siiresinde 6nemli bir azalma saglamiglardir (Singh, Lai,
Vejvar, Cheng, 2019). Abraham (2019) ise ¢alismasinda yapay sinir aglar1 kapsaminda kripto

bir para biriminin fiyat hareketlerinin, makine Ogrenme algoritmasi ve Johansen Testi
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kullanilarak entegre edilip edilemeyecegini ele aldig1 calismanin sonucunda sinir aglarini igeren
makine 6grenme algoritmasi ile kripto para birimi fiyatlarinin tahmin edilmesine uygun
oldugunu ortaya koymustur (Abraham, 2019). Ding vd. (2020) sigorta sirketlerinin zarar
rezervlerine iliskin tahminleri kullanarak, makine 6grenimi ile liretilen zarar tahminlerini,
inceledikleri ¢alismasinda, bes sigorta sirketinden dordiinde finansal tablolarda rapor edilen fiili
yonetim tahminlerinden daha basarili oldugu sonucuna ulagmistir. Elde ettigi bulgular makine
o0grenme tekniklerinin muhasebe tahminlerini iyilestirmede yoneticiler ve denetgiler i¢in yararh
olabileceginin yani sira finansal bilgilerin yatirimcilarin yararhiligini da arttirabilecegini
savunmaktadir (Ding, Lev, Peng, Sun, Vasarhelyi, 2020). Bu kapsamda giincel baska bir
calismada Maiti vd. (2020) tarafindan olusturulmus ve yedi kripto para birimini dogrusal
olmayan tahmin modelleri kullanarak tahminlemeye calistiklar1 calismadir. Yazarlar bu ¢calisma
ile sinir aglar1 gibi dogrusal olmayan modellerin kullanimi ile kripto para birimlerinin kaotik
ko -hareketlerini tahminlemislerdir (Maiti, Vyklyuk, Vukovic, 2020).

Yontem

Literatiirde yapay sinir aglar1 yontemi ile gelecek yillara iliskin verilerin tahminlenmeye
calisildig1 ¢aligmalar daha ¢ok regresyon ile gelecek yillardaki degerlerin tahminlenmesine
dayanmaktadir. Ancak bu c¢aligmalar yiiksek hata degerlerine sahiptir veya ¢ok fazla veriye
ihtiyag duymaktadir. Bu ¢alismada ise deger tahmini yerine deger kategorisinin classification
ile tahmini yapilarak firmanin gelecekteki ertelenmis vergi durumlarinin modellenebilir bir hale
getirilmesi i¢in bir metot dnerilmektir. Onerilen bu yéntem ile calisma kapsaminda incelenen
sektorlerdeki sirketlerin net ertelenmis vergi degerlerinin olugmasinda, hangi ekonomik
parametrelerin ne Olglide Onem tasidiklart ve gelecek yila iliskin ertelenmis vergi
degerlerlerinin tahminlenmesinde, hangi algoritmalarin daha basarili sonug¢ sagladiklar
belirlenebilmistir. Caligma kapsaminda gelecek yila iligkin ertelenmis vergi degerlerinin
tahminlenmesinde Orange 3 programi kullanilmigtir.

Sonuc ve Degerlendirme

Calismanin sonucunda sirketlerin 2020 yilinda yillik finansal raporlarinda sunacaklari
ertelenmis vergi ¢ikti parametreleri asagidaki yontemler kullanilarak tahmin edilmistir:
ertelenmis vergi varlig1 degeri 0,823 dogruluk orani ile random forest yontemi kullanilarak, net
ertelenmis vergi varligi degeri 0,790 dogruluk oranina sahip yapay sinir aglar1 yontemi
kullanilarak, ertelenmis vergi yiikiimliliigii degeri 0,823 dogruluk orani ile random forest
yontemi kullanilarak, net ertelenmis vergi yiikiimliiligti degeri 0,887 dogruluk orani ile random

forest yontemi kullanilarak tahminlenmistir. Ayrica, ¢ikti parametrelerinden TMS-TFRS
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kar/zarar degerinin de 0,629 dogruluk orani ile random forest yontemi kullanilarak tahmin
edilebilecegi belirlenmistir. Ayrica g¢alismada gelecek yillara iliskin ertelenmis vergi
degerlerinin makine O0grenmesinde siniflandirma yontemi kullanilarak yiiksek bir basari

orantyla tahmin edildigi sonucuna ulasilmistir.
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1. INTRODUCTION

The TAS 12 Income Taxes Standard also covers taxes paid through withholding in profit sharing
to the company in the position of a reporter due to its subsidiaries, affiliates and joint agreements, as
well as the taxes calculated on the corporate income. In addition, the scope of this standard also includes
principles regarding the presentation of income taxes in the financial statements and the recognition of
the deferred tax assets or unused tax benefits resulting from the unused losses of the previous years
(Public Oversight Accounting and Auditing Standards Authority, TMS 12).

The differences between the book value of the enterprises' assets or liabilities, which affect the
profit when recovered or paid, and the values of these assets or liabilities in terms of tax related matters
may cause temporary differences within TAS 12 Income Taxes (Celik, 2014; Public Oversight
Accounting and Auditing Standards Authority, TMS 12). Even though the temporary differences are
deemed important in the formation of deferred taxes; continuous differences are definitely not taken into
account (Karakaya and Sevim, 2016). Temporary differences may arise from the difference between the
time of occurrence of income or expense items and the time of recognition of these items by the tax
legislation, as well as the difference between the valuation measures of the tax legislation and those of
accounting principles. These temporary differences between the accounting results and the measurable
income may be reversed in the following periods. Thus, those differences may disappear in the future
and lead the accounting profit and financial profit to be reported with different figures (Kog, 2018;
Ozkan, 2009). Temporary differences resulting from timing may affect a company's future performance.
However, companies that recognize the temporary differences earlier will perform considerably better
in the future than companies that recognize them later. For companies that don't pay taxes, accounting
can be associated with future performance instead of timing. However, when companies that are able to
pay their taxes decide to account their deferred taxes, the great increase in the amount of current debt
may result in the postponement of the action (Gaeremynck and Van De Gucht, 2004). On that note, if
the deferred taxes resulting from timing and valuation differences result in a reduction in future taxable
income, they can be deducted from the tax base when calculating. But if they result in increasing the
future tax payments, they can be added to the tax base (Public Oversight Accounting and Auditing
Standards Authority, TMS 12; Oxner, Oxner, and Phillips, 2018). In this context, the values of the
deferred tax assets (deductible temporary differences) or deferred tax liabilities (taxable temporary
differences) are calculated by multiplying temporary differences by 22% (institutions Tax Law, 2006)
which is the corporation tax rate declared for 2020 in Turkey.

It is aimed in this study to make an estimation of the companies' deferred tax values in 2020,
which will be presented in their annual financial reports, with a classification model created with
machine learning. For this purpose, the deferred tax assets/liabilities, the net deferred tax
assets/liabilities, the deferred tax income/expense and TAS-TFRS profit/ loss values of the companies
have been estimated. The estimation of these values was based on the data of the 2015-2019 period for
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31 companies operating in wholesale trade, retail trade and restaurants/hotels sectors, whose shares are
traded on Istanbul Stock Exchange (BIST) and also twelve main economic parameters in Turkish
economy.

There are other similar studies in the literature in which the data of the following years were
attempted to be estimated using the artificial neural networks method. Abraham (Abraham, 2019), has
discussed whether the price movements of a cryptocurrency within the scope of artificial neural
networks can be integrated using the machine learning algorithm and the Johansen Test. As a result of
the study, it was revealed that cryptocurrency prices are suitable to be estimated by the machine learning
algorithm including neural networks (Abraham 2019). In their study, in which they estimate the losses
of insurance companies with machine learning (Ding et al., 2020) reached the conclusion that in four of
the five insurance companies, the estimation by machine learning was more successful than the actual
management estimates reported in the financial statements. As part of their findings, they argued that
machine learning techniques can be useful for the managers and auditors in improving accounting
estimations and that financial information can also increase the effectiveness of investors (Ding et al.,
2020). In that regard, another contemporary study was carried out by Maiti et al. (2020) in which they
estimated seven cryptocurrencies by using nonlinear estimation models. The authors predicted the
chaotic co-movements of the cryptocurrencies with this study by using nonlinear models such as neural
networks. A summary about other studies in accounting on data estimation with artificial neural

networks is presented in Table 1.

Table 1. Other Studies in Accounting on Data Estimation Using Acrtificial Neural Networks

Machine Learning Method

Aim

Performance Metric

Citation

Classification  process  was
made. ANN model, a totally
connected backpropagation
model with three neuron layers

Linear  discrimination  analysis
(LDA) on estimating corporate
credit ratings based on the financial
table data, to provide a comparative
analysis of estimation performances
against a linear estimation model.

Accuracy
ANN 0.79
LDA 0.33

(Kumar and
Bhattacharya 2006)

Classification  process  was
made. Simple static logit model
and Genetic algorithm (GA)
model

Examining the relative performance
of models in predicting the
bankruptcies of companies and
determining which conditions the
models perform better under.

Accuracy 0.931(1y)
0.948(2y)
0.977(3y)

(Bateni and Asghari
2020)

Statistica software was used for
processing the data. Regression
and several distribution
functions were used through
linear regression and neural
structures.

Estimating The Price Of Palladium
In New York Stock Exchange.

Accuracy

r2 correlation value:
0.998

(Vochozka 2018)

Classification  process  was
made. Artificial neural network,
bayesian network, discriminant
analysis, logistic  regression
analysis and support vector

Detecting Fraud In Financial

Reporting.

Accuracy

BN: 0.658, DA: 0.62,
LR: 0.679, ANN:
0.75, SVM: 0.67

(Mohammadi et al.

2020)
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In this context, the studies carried out with machine learning are mostly based on the estimation of the
future values by regression. But those studies either have high error values or need much more data. In
this study, a method that estimates value category by classification instead of value estimation is
proposed in order to estimate the deferred tax value ranges that companies will report in the future. It is
noteworthy to mention the contributions of this proposed method to the study;
o The deferred tax asset/liability values, which will be reported next year in the annual financial
statements of the companies in 3 different sectors examined in the scope of the study, will be
estimated.

e The deferred tax income/expense value and TAS-TFRS profit/loss annual values, which the

companies will report next year, will be estimated.

e The effect of the deferred tax income/expense value -which will be reported by the companies
in the wholesale trade, retail trade and restaurants/hotels sectors next year- on the total tax
income/expense that the government will collect will be determined in the study.

It will become possible to determine which algorithms are successful and how successful they
are in the estimation of the next year's deferred tax values.

2. MATERIAL AND METHOD

The aim of this study is to estimate the deferred tax values and TAS-TFRS profit/ loss that the
companies- whose shares in Turkey are traded on BIST at wholesale trade, retail trade and
restaurants/hotels sectors- will present on their annual financial reports of 2020. The method consist
four main steps. The first step is data acquisition and preparation of data set. The second step is
preprocessing which includes centralization and standardization. The third is machine learning step. In
this step K nearest neighbours, random forest, support vector meachine and Artifical neural network
methods is used. The last step is performance evaluation and selection best learning method. The method

suggested for this pupose is summarized in Figure 1.
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Figure 1. Proposed method flowchart

*Data Set
Raw data acqusition
1 Data Labeling

*Preprocess
Centralization
2 Standardization

*Machine Learning
K Nearest Neighbours
Random Forest
3 Support Vector Machine
Atrtifical Neural Network

ePerformance Evaluation
4 20 Fold Cross Validation

2.1. Dataset and Properties

The data set, consists of the deferred tax values presented in the 2015-2019 period annual
financial reports of the companies whose shares are listed in the wholesale trade, retail trade and
restaurants/hotels sectors in BIST as well as the values for other accounts and annual average main
economic indicators for the same period. The 31 companies from different sectors that compose the data
set, the acronym of company names and sectors are presented in Table 2. Estimations for the following
year will be made based on the deferred tax values that these companies presented on their annual
financial reports for the 2015-2019 period and twelve main economic parameters.

The data to be used as output and input parameters for the estimation are presented respectively
in Table 2 and Table 3. The input parameters in Table 3 are of three different types: numeric, 3 category
and 5 categories. Numeric parameters can be assigned values in a wide numerical range. Categorical
data are divided into 3 or 5 categories depending on their types. If the definition range is equal to zero
for the 3-category value, the label 0 will be used; if it is greater than zero and less than 10x109, the label
1 will be used and if it is greater than 10x109, the label 2 will be used. For 5 categories, if the value is
between -50x103 and 50x103, the label 0 is used. If it is between 50x103 and 10x109, the label 1 is
used. If it is greater than 10x109, the label 2 is used. If it is between -50x103 and -10x109, the -1 value
is used and if the value is less than -10x109, the label -2 is used.

However, the categorical distributions of net DTL, TAS-TFRS profit/ loss and DTIECO
(Deferred tax income/expense effect due to continuous operations) data showed an unbalanced
distribution because of the labeling above. Therefore, in labeling for this data, the net DTL is labelled 0

for values equal to/greater than 0, 1 for values between -1 and -10x105 and 2 for values less than -
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10x105. For TAS-TFRS profit/ loss data; the label 0 is used for values between 0 and 50x105, the label
1 is used for values between 50x105 and 10x109 and the label 2 for values less than 0. For DTIECO
data; the label 0 is used for values between 0 and 50%104, the label 1 for values greater than 50x104 and
the label 2 for values less than 0.

The annual financial reports of the companies analyzed in this article can be accessed on the
website of Public Disclosure Platform (KAP), www.kap.gov.tr and the main economic parameters
announced by the Ministry of Treasury and Finance on their official website can be accessed at
www.hmb.gov.tr/ekonomik-gostergeler. The economic parameters, which are presented in this study,
were based on the annual average values of the 2015-2019 period, published on the official website of
the Treasury and the Ministry of Finance. However, since the value of the quarterly (January-February-
March) growth rate in 2019 compared to the previous year was only declared in the “gross domestic
product” parameter as 0.09 (Ministry of Treasury and Finance, Economic Indicators), this value was
multiplied by four and included in the analysis as the annual value.

Table 2. The Deferred Tax Evaluated as An Output Parameter within The Scope of The Study and
Profit/Loss Parameters according to TAS-TFRS

Abbreviation Long Version

DTA T Deferred tax assets of the next year

Net DTA_T Net deferred tax assets of the next year

DTL_T Deferred taxes of the next year

Net DTL_T Net deferred taxes of the next year

DTIECO_T Continuing operations deferred tax income/expense effect of the next year

TAS-TFRS Next year's profit/loss based on Turkish accounting standards-Turkish financial reporting
KIZ T standards

Abbreviation Long Version

Table 3. The Parameters Regarding Accounts other than Deferred Taxes Evaluated As Input
Parameters and Basic Economic Indicators in The Study

Abbreviation Definition Parameter
PTI(E) Period tax income/(expense): It refers to the tax income and expenses of the | 3 Category
companies applying TAS/TFRS that they calculated based on the legislation
and the financial profits of continuing operations on their comprehensive
profit/loss statements (Kog, 2018).

TTI(E) Total tax income/(expense) from continuing and discontinued operations: It | 3 Category
refers to the sum of deferred tax income/(expenses) in the comprehensive
profit/loss table arising from continuing operations and the tax
income/expenses of the period calculated over taxable profit in line with the
related legislation (Kog, 2018).

F P/L Financial profit/loss: It refers to the total profit/loss value found by adding the | 5 Category
unacceptable expenses in terms of tax law to the commercial profit and
subtracting the non-taxable income (Kohavi, 1995).

TCMB-OBR The Central Bank of the Republic of Turkey - Overnight Borrowing Rate | Numeric
(annual average): It is the annual average interest rate that a bank whose
interest burden is experiencing a temporary liquidity shortage accepts to pay
in order to take short-term loans from the Central Bank (Kumar and
Bhattacharya, 2006)

MB-BVFO TCMB Overnight Lending Rate (annual average): ): It is the average annual | Numeric
interest rate that a bank whose interest yield is experiencing a temporary
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liquidity excess accepts to receive when depositing this fund to the Central
Bank so that it utilizes the excess fund and obtains an interest yield (Kumar
and Bhattacharya, 2006)

GRGDPCY Growth Rate of Gross Domestic Product Compared to the Previous Year: It | Numeric
refers to the economic growth compared to the previous year (Institutions Tax
Law, 2006).

YEAS$R Year-End Average Dollar Rate (TL): It refers to the average Turkish Lira (TL) | Numeric
equivalent of the purchase-sales prices of dollar at the end of the year (Kiigiik
2014)

YEA€R Year-End Average Euro Rate (TL): It refers to the average Turkish Lira (TL) | Numeric
equivalent of the purchase-sales prices of Euro at the end of the year (Kiigiik
2014).

YEGA Year-End Gold (world average $/dust): It refers to the value of gold | Numeric
considered a metal. In this study, the world average of the $/dust value of gold
is taken as the basis (Leén et al., 2017).

UR Unemployment Rate: It refers to the relative weight of the unemployed | Numeric
population in the total workforce (Maiti et al., 2020).
CPIAPC Consumer Price Index Annual Percentage Change: It refers to the annual | Numeric

percentage change in the prices of the basket of goods and services purchased
by consumers (Ledn, Moreno, and Cely 2017).

DPPIAPC Domestic Producer Price Index Annual Percentage Change: It refers to the | Numeric
annual percentage change in the prices of the basket of raw materials,
intermediate goods and manufactured goods (Leon et al., 2017).

BIST-TV Istanbul Stock Exchange (BIST)Traded Value: The indicator that affects the | Numeric
market in BIST and expresses the total monetary value of all transactions
(Masand, Linoff, and Waltz, 1992).

IMP Imports (million): It refers to the sales to foreign countries in exchange for | Numeric
foreign currency. Within the scope of the study, the import parameter is
expressed in millions (Mohammadi et al., 2020).

EXP Exports (million): It refers to the purchase of goods manufactured abroad by | Numeric
the domestic buyers. Within the scope of the study, the export parameter is
expressed in millions (Omar, Johari, and Smith, 2017).

DTA Deferred tax asset: It refers to the future transferrable amount of deductible | 3 Category
temporary differences, which can be deducted from the tax base in the future
because even though the accounting principles register them as expenses in
the current period, the Tax Legislation considers them to be expenses in the
future periods (Oxner et al., 2018).

Net DTA Net deferred tax asset: When we subtract the deferred tax liability amount | 3 Category
from the deferred tax asset amount, the remaining amount refers to the
deferred tax asset amount (Ozkan, 2009).

DTL Deferred tax liability: It refers to the future transferrable amount of taxable | 3 Category
temporary differences, which are added to the tax base in the future because
even though the accounting principles register them as income in the current
period, the Tax Legislation considers them to be income in the future periods
(Oxner et al., 2018).

Net DTL Net deferred tax liability: When we subtract the deferred tax liability amount | 3 Category
from the deferred tax asset amount, the remaining amount refers to the
deferred tax liability amount (Ozkan, 2009).

DTI/ECO Deferred tax income/expense effect due to continuous operations: For | 3 Category
companies applying TAS-TFRS, the concept refers to the deferred tax effects
which are added in the other comprehensive income section in the
comprehensive profit/loss table and which arise from the transactions/events
resulting from the continuing operations at the current period (Kog, 2018).

TAS-TFRS Profit/loss based on Turkish accounting standards-Turkish financial reporting | 3 Category
P/L standards: It refers to the profit/loss of the period before tax expense (Kohavi,
1995).
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2.2. Data Preprocessing

Data preprocessing is done in order to standardize the data set. In data processing, each feature
composing the data set is examined in itself. First, the average value is calculated based on a feature,
and the average value is subtracted from those feature values, thus it is ensured that the average of all
the values is 0. This process is called centralization. The variance of the values that make up the feature

is calculated and those values are divided by the standard deviation value.
2.3. Machine Learning Algorithms

Machine learning (ML) is a subfield of artificial intelligence and consists of a number of
methods that make up computer programs that automatically learn from data gained from experience
(Alpaydin, 2009). There are three basic types of learning: supervised, unsupervised and reinforcement.
This study uses supervised learning and the process is shown in Figure 2. The raw data are primarily
divided into two subgroups, training and testing. The training data is executed using a predefined
learning algorithm. After the training process, a trained model is formed. The trained model is subjected
to test data, and the performance metric is calculated by calculating how true and how false it is. The
learning algorithms to be used in this section are explained.

Figure 2. The flow of Supervised Learning

Learning Algorithm

Training Data Test Data

Trained Model Test

Performance Metric

The K-nearest neighbors’ algorithm (KNN) is a learning algorithm that works on the basis of
the values of the nearest K neighbor. The KNN algorithm is a non-parametric method for classification
and regression (Altman, 1992). It was first applied to the classification of news articles (Masand et al.,
1992). When learning with the KNN algorithm, the distance between the data in the examined data set
is first calculated when learning with the KNN algorithm. This length calculation is performed with a
distance function (Euclidean, Manhattan, Hamming, etc.). Then the mean value of the nearest K
neighbors is calculated for the data. The K value is the only hyperparameter of the KNN algorithm. If

the K value is too low, the boundaries flicker and overfitting occur, whereas if the K value is too high,
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the separation boundaries are smoother and underfitting occurs. The disadvantage of the KNN algorithm
is that it increases the processing load as the number of data increases during the distance calculation.
The KNN algorithm also provides ladder like output values with far apart data point regression. In this
paper, the KNN classification was used to estimate the parameters for the next year parameters. The
hyperparameter K for the KNN classifier is chosen as 5.

The Random Forest (RF) method is designed as a forest consisting of more than one decision
tree [24]. Each decision tree in this forest is formed as a result of selecting a sample from the data set
with the bootstrap technique and randomly selecting all the variables in each decision node. The RF
algorithm consists of four stages. In these stages, first of all, n features are randomly selected from a
total of m features. In the second step, the d node with the best split point is calculated among the n
features selected in the previous step. In the third stage, it is checked whether the final number of nodes
has reached the target number. At this stage, if the final node number does not reach the target number,
it returns to the first stage. However, if the final node number reaches the targeted number, the fourth
stage is started and a forest is formed by repeating the steps in the first and third stages n times (Breiman,
2001; Seckin, Se¢kin, and Coskun, 2019). In this paper, the RF classifier was used to estimate next year
parameters. The number of trees which is the hyperparameter of the RF classifier is chosen as 10.

The Adaptive Boosting (AB) Algorithm is an ML algorithm called the ensemble method. With
this algorithm, it is aimed to create a strong learning structure by using weak learners. The EU generally
uses a one-step decision tree algorithm to detect weak learners. However, the AB algorithm consists of
four stages. In the first stage, it is aimed to run N weak algorithms and learn the data set, and at this
stage, 1/N weight values are assigned to N weak learning algorithms. In the second step following this
step, the error value in each of the learning algorithms is calculated. In the third stage, the weight value
of the algorithm is increased with a high error amount. In the fourth and last stage, the learning
algorithms are collected with weights, and if the target metric limit is reached, the general algorithm
output is taken, or if the targeted metric limit cannot be reached, it is returned to the second stage (Freund
and Schapire 1997; Segkin et al., 2019). In this paper, the decision tree algorithm is used as a weak
learner. The number of weak learners that is the hyperparameter of AB is chosen as 100.

Figure 3. General Structure of The Artificial Neural Network

l Input Layer
@ 4
Hidden Layer
X5 o
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Reference: (Maind and Wankar, 2014).
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In this general structure of ANN Fig. 3, some neurons are connecting outside in order to receive
input and some in order to present the output. All the remaining neurons compose the hidden layers and
only connect within the network. Consequently, although successful networks with a single layer can
be created, networks that have an input layer, a hidden layer and an output layer are needed in general.
In that process, input layer includes the neurons receiving input from outside. While the input and output
layers are composed of a single layer, there may be more than one hidden layer, which include many
neurons connected only to other neurons in the network, between these two layers. When a neuron in
the hidden layer completes its job, it transmits its output to all the neurons of the next layer and this
structure creates a feedforward path in terms of the network’s output (Anderson and McNeill, 1992;
Balcioglu et al., 2015; Detienne et al., 2003).

2.4. Machine Learning and Performance Metrics

The K-fold cross validation method is used to evaluate the performance of learning algorithms
(James et al., 2013). In the application of this method, the performance of the model that updates the
learning with the training data in the test dataset is tested by creating a test data set with training.
However, the training and test data in the data set may not always have the same distribution, or the
outliers may be differently distributed. In such cases, a reliable performance evaluation may not be
possible. The K-fold cross validation method was developed for this purpose. In this method, all data is
divided into K equal parts determined by the user. In this context, learning and testing was carried out
for each of the K subsets by determining the K value as 20 in the study; In this context, one of the subsets
is used for testing and the others for training. As a result of this method applied, performance metrics
were obtained for each subset. Here, the averages of the performance metrics are considered as the
performance metric of the K-fold cross-validation. A visualization of the classification performance
metrics obtained through the confusion matrix is presented in Figure 4. The true positive (TP) value in
a two-class confusion matrix here represents the number of predictions where the predicted value is 1
(correct) when the true value is also 1. (NS). The true negative (TN) value represents the number of
predictions where the predicted value is O (false) while the true value is 0 (false). The false positive (FP)
value represents the number of predictions where the true value is 0 (false) while the predicted value is
1 (correct). The false negative (FN) value represents the number of predictions where the true value is
1 (true) while the predicted value is O (false) (Se¢kin and Coskun, 2019; Segkin et al., 2019).

TN+TP

Accuracy= ——————— 1)
TP+TN+FP+FN
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Figure 4. Confusion Matrix

Predicted
Positives Negatives
8
& | True Positives Nelzzaal‘rsi?/es
'z TP
=] & (TP) (EN)
i g
2 True
k5 False Negatives
%ﬂ Positives (FP) (TN)

3. THE RESEARCH FINDINGS AND DISCUSSION

In this study, 2020 annual probable deferred tax assets/liabilities, net deferred tax
assets/liabilities, deferred tax income/expense and TAS-TFRS profit/loss values of a total of 31
companies operating in 3 different sectors (wholesale trade, retail trade and restaurants/hotels) in BIST

were attempted to be estimated.

3.1. DTA Prediction Results

DTA output values are divided into three categories with the labels 0, 1 and 2. The reference
ranges for these values are introduced under the title 3.1. Dataset and Properties. Accuracy performance
metric comparison from the estimation results of machine learning algorithms can be seen at Table 4.
Thereafter, the RF algorithm is the highest performing estimation with an accuracy rate of 0.823. The
confusion matrix of the estimation results using the RF method can be seen in Figure 5. As it can be
seen here, the most compared results are in sequential labels in general. That is to say, for example,
while a value labelled 1 is estimated as O six times, the value labelled 2 is estimated as O twice. Since
the value distribution of DTA labels can be considered equal, it can be said that the RF algorithm

performs DTA estimation with a high accuracy.

Table 4. Classification Results of DTA

Machine Learning Algorithm Accuracy
RF 0.823
ANN 0.798
AdaBoost 0.718
KNN 0.645
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Figure 5. DTA Confusion Matrix for RF

Predicted
o 1 2 T
Actual 0 48 4 2 54
1 6 32 4 42
2 2 4 22 28
Tz 56 40 28 124

3.2. Net DTA Prediction Results

Net DTA output values are divided into three categories with the labels 0, 1 and 2. Accuracy
performance metric comparison from the estimation results of machine learning algorithms can be seen
in Table 5. Thereafter, the ANN algorithm is the highest performing estimation with an accuracy rate of
0.790. The confusion matrix of the ANN method's estimation results can be seen in Figure 6. As it can
be seen here, the most compared results are in sequential labels in general. That is to say, for example,
while the value labelled 1 is estimated as 0 eight times, the value labelled 2 is estimated as 0 twice.
However, it is seen that the labels are not equally distributed.

Table 5. Classification Results of Net DTA

Machine Learning Algorithm Accuracy
ANN 0.790
RF 0.764
AdaBoost 0.685
KNN 0.629

Figure 6. Net DTA Confusion Matrix for ANN

Predicted
o 1 2 b2
Actual 0 64 6 2 T2
1 8 16 4 28
2 2 4 18 24
z 74 26 24 124

3.3. DTL Prediction Results

DTL output values are divided into three categories with the labels 0, 1 and 2. Accuracy
performance metric comparison from the estimation results of machine learning algorithms can be seen
in Table 6. Thereafter, the RF algorithm is the highest performing estimation with an accuracy rate of
0.823. The confusion matrix of the RF method estimation results can be seen in Figure 7. In terms of
DTL estimation, labeling distribution can be considered equal and false estimation is quite rare in distant

labels. Thus, it can be said that the RF algorithm provides a high success rate in DTL estimation.
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Table 6. Classification Results of DTL

Machine Learning Algorithm Accuracy
RF 0.823
ANN 0.790
AdaBoost 0.75
KNN 0.718

Figure 7. DTL Confusion Matrix for RF

Predicted
0 1 2 b2
Actual 0 43 5 3 51
1 8 20 3 3
2 2 1 39 42
z 53 26 45 124

3.4. Net DTL Prediction Results

Net DTL output values are divided into three categories as 0, 1 and 2. Accuracy performance
metric comparison from the estimation results of machine learning algorithms can be seen in Table 7.
Thereafter, the RF algorithm is the highest performing estimation with an accuracy rate of 0.887. The
confusion matrix of the RF method estimation results can be seen in Figure 8. As it can be seen here,
the most compared results are in sequential labels in general. That is to say, for example, while the value
labelled 1 is estimated as O four times, the value labelled 2 is estimated as O three times. Since the value
distribution of net DTL value can be considered equal, it can be said that the RF algorithm performs

DTA estimation with a high accuracy rate.

Table 7. Classification Results of Net DTL

Machine Learning Algorithm Accuracy
RF 0.887
ANN 0.863
AdaBoost 0.815
KNN 0.733

Figure 8. Net DTL Confusion Matrix for RF

Predicted
0 1 2 b2
Actual 0 62 2 0 64

4 15 3 22
3 2 33 38
69 19 36 124

Mo -
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3.5. Prediction Results of Deferred Tax Income/Expense due to Continuing Operations

The effect output value of deferred tax income/expense due to continuing operations is divided

into three categories as 0, 1 and 2. Accuracy performance metric comparison from the estimation results

of machine learning algorithms can be seen in Table 8. Thereafter, the RF algorithm is the highest

performing estimation with an accuracy rate of 0.492. The confusion matrix of the RF method estimation

results can be seen in Figure 9. As it can be seen here, the most compared results are in sequential labels

in general. That is to say, for example, while the value labelled 1 is estimated as 0 eight times, the value

labelled 2 is estimated as 0 fourteen times. However, it is seen that the labels are not equally distributed.

Table 8. Classification Results of Deferred Tax income/Expense Effect due to Continuous Operations

Machine Learning Algorithm Accuracy
RF 0.492
AdaBoost 0.483
KNN 0.452
ANN 0.419
Figure 9. Deferred Tax Income/Expense Effect due to Continuous Operations Confusion Matrix for
RF
Predicted
0o 1 2 ¥
Actual 0 25 3 13 41
1 8 8 16 32
2 14 9 28 51
z 47 20 57 124

3.6. TAS-TFRS Profit/Loss Prediction Results

TAS-TFRS profit/loss output values are divided into three categories as 0, 1 and 2. Accuracy

performance metric comparison from the estimation results of machine learning algorithms can be seen

in Table 9. Thereafter, the RF algorithm is the highest performing estimation with an accuracy rate of

0.629. The confusion matrix of the RF method estimation results can be seen in Figure 10. As it can be

seen here, the most compared results are in sequential labels in general. That is to say, for example,

while a value labelled 1 is estimated as 0 six times, the value labelled 2 is estimated as 0 six times.

However, it is seen that the labels are not equally distributed.

Table 9. Classification Results of TAS-TFRS Profit/Loss

Machine Learning Algorithm Accuracy
RF 0.629
ANN 0.532
KNN 0.524
AdaBoost 0.5
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Figure 10. TAS-TFRS Profit/Loss Confusion Matrix for RF

Predicted
0o 1 2 )2
Actual 0 19 5 9 33
1 6 23 10 39
2 6 10 36 52
)2 31 38 55 124

3.7. 2020 Prediction Results

The estimated results of the 2020 deferred tax and TAS/TFRS profit/loss values of the
companies examined in the study are presented in Table 10 below. According to Table 10, it is seen that
most successful algorithms in estimations are as follows; RF with an accuracy value of 0.823 for DTA
value, ANN with an accuracy rate of 0.790 for net DTA value, RF with an accuracy rate of 0.823 for
DTL value and RF with an accuracy rate of 0.887 for net DTL value. It can be seen that the most
successful algorithm for the future estimation of DTIECO value is the RF with an accuracy rate of 0.492.
For TAS-TFRS P/L value, the most successful algorithm is the RF with an accuracy rate of 0.629. When
the prediction results are evaluated in terms of each output parameter, it is predicted that in terms of
DTA and net DTA values, Intema and Selguk companies (with their abbreviated company names) in the
wholesale trade sector will report more DTA and net DTA within the range of category 2 compared to
other companies in the same sector. Carrefoursa and Sok companies (with their abbreviated company
names) in the retail trade sector are predicted to report more DTA and net DTA within the category 2
compared to other companies in the same sector. And for the restaurants and hotels sector, it is predicted
that Mart1 will report more DTA and net DTA within the category 2 compared to other companies in
the same sector. Thus, we can say that those companies who are estimated to have more DTA value

compared to other companies in the sector will have more tax advantage in the future.

When the companies are evaluated by their future DTL values; Sanko and Selguk in wholesale
trade, Milpa and Mepet in retail trade, Altinyunus, Avrasya, Tek-Art and Utopya in restaurants and
hotels sectors are predicted to be reporting higher DTL values and in the category 2. It can also be said
that, because of the DTL values to be reported by these companies, they will have more tax liability next

year compared to others in the sector.

When the companies are evaluated by their Net DTL prediction results; Sanko in wholesale
trade, Mepet, Milpa and Vakko in retail trade, Altinyunus, Avrasya, Tek-Art and Utopya in restaurants

and hotels sectors are predicted to be reporting more DTL and in the category 2.

When the companies are evaluated by their DTIECO prediction results; Dogus, Intema, Selguk
and Uzertas in wholesale trade, Carrefoursa, Casa and Sok in retail trade, Mart1 and Ulaglar in restaurants
and hotels sectors are predicted to be reporting higher deferred tax expense in the category 2, thus

reducing the total tax revenues the government will collect. It is estimated that all other companies in
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the sector will report deferred tax income in the categories 0 and 1, thus increasing the total tax revenues

the government will collect.

When the companies are evaluated by their TAS-TFRS profit/loss values; Dogus, Metal and
Uzertas in wholesale trade, Adese, Carrefoursa, Mepet, Sok and Teknosa in retail trade, Altinyunus,
Etiler, Mart1, Metemtur, Tek-Art, Ulaslar and Utopya in restaurants and hotels sectors are predicted to
be reporting TAS-TFRS loss in the category 2 next year. All the other companies in the sector are
estimated to report TAS-TFRS profit in the categories 0 and 1.

Table 10. Estimated Categorical Ranges of 2020 Deferred Taxes and TAS-TFRS Profit/Loss
Calculated with the Most Successful Algorithms

c pta | N pm [N briEco ﬁss
Company ocrgsgny Sector DTA DTL K/Z
RF ANN RF RF RF RF
Dogus DOAS Wholesale 1 0 0 0 2 2
Intema INTEM Wholesale 2 2 0 0 2 1
Metal METAL Wholesale 1 1 0 0 0 2
Pergamon PSDTC Wholesale 1 1 0 0 0 1
Sanko SANKO Wholesale 0 0 2 2 1 1
Selguk SELEC Wholesale 2 2 2 0 2 1
TGS TGSAS Wholesale 1 1 0 0 0 1
Uzertas UZERB Wholesale 1 0 1 1 2 2
Adese ADESE Retail 1 0 1 1 0 2
Bim BIMAS Retail 1 0 1 1 0 0
Bizim BIZIM Retail 1 0 0 0 0 1
Carrefoursa CRFSA Retail 2 2 0 0 2 2
Casa CASA Retail 0 0 1 1 2 1
Mavi MAVI Retail 1 0 1 0 0 0
Mepet MEPET Retail 0 0 2 2 1 2
Migros MGROS Retail 0 0 1 1 0 0
Milpa MIPAZ Retail 0 0 2 2 1 1
Sok SOKM Retail 2 2 0 0 2 2
Teknosa TKNSA Retail 1 1 0 0 0 2
Vakko VAKKO Retail 0 0 1 2 0 1
Altin Yunus AYCES Restaurants and 0 0 5 5 0 9
Hotels
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Avrasya AVTUR Restaurants and 0 0 2 2 0 1
Hotels

Etiler ETILR Restaurants and 1 0 0 0 0 2
Hotels

Kustur KUSTUR Restaurants and 0 0 1 1 0 1
Hotels

Marmaris MAALT Restaurants and 0 0 0 0 0 1
Hotels

Marti MARTI Restaurants and 2 2 0 0 2 2
Hotels

Merit MERIT Restaurants and 1 0 1 0 0 1
Hotels

Metemtur METUR Restaurants and 1 0 0 0 2 2
Hotels

Tek-Art TEKTU Restaurants and 0 0 2 2 1 2
Hotels

Ulaslar ULAS Restaurants and 1 0 0 0 2 2
Hotels

Utopya UTPYA Restaurants and 0 0 2 2 1 2
Hotels

4. CONCLUSION

The translation of IAS/ IFRS to Turkish as TAS/TFRS and their adoption in Turkish accounting
practices have revealed certain temporary differences between the existing accounting practices and
accounting standards resulting from timing and valuation. With this study, using the machine learning
method, it is aimed to estimate the next year's temporary differences of 31 companies in wholesale trade,
retail trade and restaurants/hotels sectors based on the values in their financial reports for the 2015-2019
period as well as twelve main economic parameters. Estimated future values were obtained by using the
artificial neural networks, the Random Forest, the KNN and the AdaBoost methods as part of machine
learning. In this context, when the companies are evaluated in terms of their future DTA and net DTA
values, Intema and Selcuk (with their abbreviated company names) in the wholesale trade sector;
Carrefoursa and Sok (with their abbreviated company names) in the retail trade sector and Mart1 (with
its abbreviated company name) in the restaurant and hotels sector will report more DTA and net DTA
within the category 2 compared to other companies in the same sector. Thus, it can be said that these
companies will benefit from high tax advantage next year. As a result of the study, it was concluded that
the deferred tax values for the next year are estimated with a high success rate using the classification
method in machine learning. In addition, the categorical results of the deferred tax values and the TAS-
TFRS profit/loss values which are predicted for each sector are tabulated with the most successful

algorithms.
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