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Abstract 

Biometric data is the key for many security applications. Authentication relies on the individual’s measurable 

biometric properties collected as features. In this study, a face authentication system is built to be used in opening 

the entrance door accessing to the apartments and housing estates. The proposed system consists of three stages. 

In the first stage, landmarks on the face are captured using a deep neural network. Then six selected features from 

the landmarks are extracted and traditional machine learning algorithms are used to authenticate users. In the last 

stage, a user interface is built. Face recognition tests achieved an accuracy rate of 89.79%. 
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1. Introduction 

The physiological or behavioral characteristics of an individual is referred as biometrics [1]. They are preferred 

in security systems or applications, due to their advantages over traditional systems in authentication. They are 

unique and inseparable for an individual, thus they cannot be lost nor forgotten. Therefore, it is the effective 

authentication method that allows authenticating the user directly, rather than her/his smartphone, smart card, or 

any secret she/he knows. Face is one of the physiological characteristics which is now frequently used in 

smartphone unlock screens [2]. 

The first facial recognition system was designed in the 1960s under the leadership of Woody Bledsoe. The 

system, which could identify forty people per hour at that time [3], can now recognize people in times measured 

in milliseconds. A facial recognition system is a technology capable of matching a human face from a digital 

image or a video frame against a database of faces, which works by pinpointing and measuring facial features 

from a given image or video [4]. In the early 1970s, facial recognition was considered as a two-dimensional 

pattern recognition problem [5, 6]. A recent review of the technology discussing the future development direction 

can be found in [7]. 

Basically, there are three steps in the face recognition process. These are face detection, extraction of attributes, 

and recognition. Face detection is defined as the process of extracting face/faces from images or frames. It is 

difficult to determine the detection methods precisely because most of the algorithms are designed to work with 

other methods, e.g., object detection, in order to improve the performance computed based on accuracy and/or 

speed [8]. Generally, detection methods can be divided into two categories: knowledge-based and image-based 

[9]. Knowledge-based methods are rule-based methods. These methods use information about face features, skin 

colors or template matching. Some rules are easy to guess, e.g., a face generally has two symmetrical eyes, and 

the eyes are darker than the cheeks. The image-based method uses a training-learning approach to make 

comparisons between face and non-face images. These kinds of methods have to be trained with large number of 

face and non-face images to increase the accuracy of this system. There are various face detection algorithms in 

the literature using Eigenface, AdaBoost, Neural Networks, and Support Vector Machines (SVMs) [10-13]. 

Recognition consists of preprocessing the face image, vectorizing the image matrices, creating a database of 

images, and finally classifying the image. Because face recognition is a pattern recognition problem, a learning 

method should be utilized to compare faces. The most common methods for two-dimensional recognition are 

Linear Discriminant Analysis (LDA), Principal Component Analysis (PCA), Gabor wavelet, and spectral feature 

analysis [14, 15]. The two-dimensional methods generate features for each individual and then classify them. It is 

also important to generate abstract feature vectors in order to reduce the size of the input images. Lighting is 

another important aspect where image enhancement techniques are used to suppress the bad lighting conditions 

by a logarithm transformation and normalization [9]. The illumination difference between the left and right sides 

of the face is eliminated by using the mirror of the average illuminated part [16]. Promising results using deep 

learning approaches on different conditions such as lower and upper face occlusions, misalignment, varying head 

posture angles have been reported [17-19]. 

The aim of this study is to strengthen the security in the entrance of the apartments with a biometric system. 

Biometrics are basically measurable biological traces of a person. By considering the biometric data as the basis 
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of the face recognition system, landmarks are extracted using deep neural networks. Authentication is based on 

the extracted features from the landmarks where machine learning algorithms are used to establish identification. 

A simple user interface is also generated for ease of common usage. 

The remainder of the paper is organized as follows: Section 2 explains the system architecture and 

implementation of the proposed face recognition system including the landmark extraction and user interface. 

Section 3 reports the accuracy performance of the system. Section 4 summarizes and concludes the paper. 

2. Methodology  

This section presents the information about the proposed system, determining landmarks, extraction of features 

from landmarks, and the implementation of the graphical user interface (GUI).  

2.1. Landmark detection 

The semantic meanings of facial contours and facial components are delivered via facial landmarks positioned 

around those contours and components, as well as the subject's face [20]. Facial landmark detection has attracted 

a lot of interest in the field of computer vision as a crucial step for a variety of face-related applications [21]. It 

can be basically stated as predicting the coordinates of the center of eyes, nose tip, eyebrows, and mouth for a 

given face. The most important step of the facial recognition system is the determination of the key points on the 

face.  

Improvements in landmark detection have been made recently thanks to the use of convolutional neural 

networks (CNNs). Because of its fault tolerance and self-learning capabilities, this type of feedforward neural 

network with shared weights and local connections has been widely used in the field of image processing. 

Therefore, in this study, landmark detection is applied by deep CNN models.  

In literature, an efficient CNN model approach for facial key points detection has been offered [22]. In this 

approach, they augmented the image data with horizontally flipping, then vertically stacked. The image is pre-

processed with the pixels by normalizing in the range of [0,1], and then the training targets are zero centered to 

take the values in the range of [-1,1]. They have created fifteen different so-called NaimishNet models. Each of 

the fifteen different models has been filtered out the non-missing values. They have shown that the predicted 

locations are very close to the actual locations. 

The facial key points detection model of this study is based on the NaimishNet model. The dataset used in the 

training of the landmark model belongs to Dr. Yoshua Bengio [23]. The dataset is augmented in order to 

artificially increase the number of training samples. However, it is found that in NaimishNet model, insufficient 

light affects the performance as shown in Figure 1.  

 

   

Figure 1. Images with normal (left) and low light (right) conditions with detected key points. 

 

Therefore, we propose a 45-layer CNN model instead of 25-layer, and train models with artificially 

manipulated brightness values in order to increase accuracy in any poor light conditions while augmenting data. 

The proposed CNN architecture is shown in Figure 2. 

http://www.iro.umontreal.ca/~bengioy/yoshua_en/index.html
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Figure 2. CNN architecture. 

 

The proposed architecture is different from the NaimishNet architecture. This model includes additional 

LeakyReLU and BatchNormalization layers after each of the Conv2D layers. The number of total model 

parameters is 7,264,318. In order to avoid overfitting, the number of epochs for the training of the neural network 

was determined as 100, where the validation and training error values were started to increase. 

2.2. Feature extraction 

The landmark model returns an array of coordinates which are then converted to distances including the golden 

ratio [24], which were also selected in previous studies [25, 26]. The features are extracted based on the key points 

by proportioning the calculated distances to each other. In this study, two different approaches are considered for 

feature extraction, with twenty features and six features, respectively. The first approach with twenty features was 

found too complex for standard machine learning algorithms. Especially if the number of data (image dataset in 

this study) is not sufficient, the algorithm may not be able to learn and may memorize the data what is known as 

“overfitting” [27]. In cases of overfitting, very high accuracy values may be observed when training, however 

very low scores will most likely occur when testing. Besides, similar features are highly correlated. For example, 

the eye center distance and mouth midpoints are reflected in five features, while nose to eye points are reflected 

in three features. Therefore, it affects three or five features for each unit pixel estimation that will be found faulty. 

This may end up with inconsistent results, leading the trained model to make inaccurate predictions. 

The features are reduced to six in order to avoid overfitting and to satisfy that the landmark model predicts 

with the higher accuracy. For example, the deviation in the pupil is more than that in the eyebrow ends. These 

ratios given in Table 1 are also expected to be less than one, eliminating the necessity of normalizing the data. 

 
Table 1. Extracted features. 

Feature name Feature 

f1 Eyebrow Mid to Nose / Eyebrow Left Out to Mouth Left 

f2 Nose to Mouth Right / Eyebrow Distance 

f3 Mouth Width / Eyebrow Mid to Nose 

f4 Eyebrow Distance / Eyebrow Right In to Mouth Right 

f5 Nose to Mouth Left / Nose tip to Eyebrow Mid 

f6 Right Eyebrow / Mouth Width 

2.3. Proposed face recognition system 

After the extraction of six features from the ratios of the landmarks, the collected biometric data is used to 

perform the recognition step. The traditional machine learning algorithms are available to be used but SVM is 

found to have the best performance.  

The basis of the SVM algorithm used for recognition in this study is based on finding the optimal hyperplane 

of the separable two classes with the maximum margin [28]. The goal of classifying is to find a line that divides 

the input space into distinct areas. Assuming the independent and identically distributed input-output training data 

pair (𝑥, 𝑦) follows an unknown probability distribution, 

 

(𝑥1, 𝑦1), … , (𝑥𝑛, 𝑦𝑛) ∈ 𝑅𝑁, 𝑦𝑖 = {−1, +1}            (1) 
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If the training data can be separated by a hyperplane, the margin is the shortest distance between a sample and the 

decision hyperplane. A kernel function is used to translate the input data to a high-dimensional feature space, and 

then a linear classifier is created in this space to solve the following optimization problem 

 

𝑚𝑖𝑛𝑤,𝑏
1

2
‖𝑤‖2 + 𝐶 ∑ 𝜉𝑖

𝑛
𝑖=1                                                                (2) 

 

where 𝑤 is the weight vector, and 𝑏 is a scalar (bias), subject to, 

 

𝑦𝑖(𝜑(𝑥𝑖)𝑤 + 𝑏) ≥ 1 − 𝜉𝑖,    𝜉 ≥ 0, 𝑖 = 1, … , 𝑛,    𝐶 > 0                                            (3) 

 

where 𝜑 is a function mapping the input data to feature space, 𝜉𝑖 is slack variable and C is the trade-off parameter 

between the error and margin. Then, the discriminant function can be used to predict the label of unknown data 

using a kernel function 𝑘(𝑥𝑖, 𝑥) by  

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛(∑ 𝛼𝑖𝑦𝑖𝑘(𝑥𝑖, 𝑥) + 𝑏)𝑛
𝑖=1                                                      (4) 

 

where 𝛼𝑖 is the Lagrange multiplier. 

As a summary, we propose a system consisting of three essential stages, including deep CNN for landmark 

extraction, six features derived from the landmarks, and machine learning algorithms, in particular SVM, for 

recognition and authentication. Figure 3 illustrates the proposed system architecture.  

    

 
 

Figure 3. Proposed system architecture. 

2.4. Graphical user interface  

A graphical user interface is built to merge all the processes for simplicity and ease of use. For this purpose, 

PyQt5, a set of Python bindings is considered. It consists of over thirty-five extension modules [29] that allow 

Python to be used as an alternative to C++ for application development on all supported platforms, including iOS 

and Android. The interface consists of three main pages. The first page allows the user to create a dataset. The 

camera is deployed in the middle captures images and a new folder is created with a hundred cropped gray-level 

face photos that are taken. In the second page, the model can be trained by selecting a machine learning algorithm 

with the users added to the database, later to be used in the authentication. The classification accuracy, confusion 

matrix, and classification report can be observed in the lower right corner. If the model is trained as desired without 

overfitting or underfitting, the model can be saved as shown in Figure 4. 
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Figure 4. Training page. 

 

The third page is designed for authentication as an automatic door lock. As shown in Figure 5, there is a live 

camera view on the left, and there is a keypad and a menu on the right, where the trained machine learning 

algorithm can be selected. If the user is known and recognized as a valid user, the text “Welcome User” will be 

displayed. If the user is not in the database and is accepted as an intruder, the text “Access Denied” will appear in 

the text box and the photo of the person trying to log in is sent to the e-mail address of the host, with the time and 

date information included. 

 

 
Figure 5. Authentication page. 

3. Results 

The deep CNN experiments were made with NVIDIA Tesla K80 Graphics Processing Unit on the Google 

Colaboratory cloud system. The deep CNN model used in landmark detection was trained by monitoring the mean 

absolute error and accuracy values. Loss functions are used to determine how well an algorithm matches the data 

it is trained on. The difference between the anticipated and actual values is used to calculate the loss. The loss 

function will generate a very big number if the projected values are distant from the actual values. The basic goal 

of a learning model is to change the weight vector values using different optimization approaches, such as 

backpropagation in neural networks, to minimize the loss function's value with regard to the model's parameters. 

At the end of the 100 epoch, the best loss values in the training set were 2.779 while 1.1952 in the validation set, 

respectively. Figure 6 shows the training and validation loss variations, and it is seen that 100 epochs were enough 

for the models to converge. 
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Figure 6. Loss for training and validation. 

 

In the tests, the key points from wide angles were detected with high accuracy even with the moving head and 

obtained consistent results. This model, which is quite ahead of other models, can make consistent predictions in 

changing conditions. The importance of consistency of results is vital because the landmarks that do not change 

in the same pose would be helpful in the face recognition part. The test results of the trained landmark model are 

shown in Figure 7. 

 

 
 

Figure 7. Landmark model test results. 

 

The proposed system is developed and tested in Python Software, on an eight-core Intel i5 2.50 GHz computer 

on a database consisting of images of five people and forty-nine test photos with a resolution of 200x200 pixels. 

All the test photos were taken at a distance of fifty-five cm from the camera and in the same pose. Five of the 

results from forty-nine test photos independent of the training data are wrongly classified. Therefore, the 

recognition rate is obtained as 89.79% with a linear SVM kernel. 

4. Conclusions 

Artificial intelligence, machine learning, and deep learning started to change our lives day by day and shape 

our future. This new ecosystem touches every aspect of our lives, disrupts our habits, and makes our work easier. 

Facial recognition systems are becoming more important as they become a part of biometric systems, where a 

physical need such as a key is ended, time is saved and security is increased by providing instant information to 

the host. 

The main purpose of this work is to build and implement a facial recognition system to be used in automatic 

door unlocking. Face detection and recognition procedures were used to determine the landmarks of the face by 

the deep learning model. The biometric data was obtained by using the distances and ratios between the landmarks, 

and the authentication was carried out by the recognition process performed by the machine learning model. As 

facial expression, imaging condition, and poor illumination can affect the proposed system, augmentation of data 

to combat these conditions were proposed. The realization of the recognition was processed in a very short time 

and the rapid provision of security constitute the advantages of the system. On the other hand, misrecognition of 
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the face due to different pose angles was found as the major disadvantage. The solution was to take an image at 

the same distance and at the same angle. In this way, the system has achieved an accuracy of 89.79%. 

In the future this study might be extended to be used in banks, in ATM’s, for identification of users, or in 

factories for workers’ entry pass as of today most of the working places still use signature or card based systems. 

Moreover, this system can be set out to be used in classrooms for attendance control with crowd analysis.  
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