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Abstract  
 
The threshold model allows expression with different Autoregressive Moving Average (ARMA) models 

sorted according to the threshold value of the observations. In this study, nineteen years of observed 

wind speed data have been modeled with the Self Exciting Threshold Autoregressive (SETAR) model. 

Two different Autoregressive (AR(3)) models have been obtained for the situation where the wind speed 

was below and above 2.5 m / s of the previous observation in the time series. In addition, in the SETAR 

(1,3,3) model, it has been determined that the residual terms have the effect of GARCH (1,1) and a range 

has been estimated for model predictions. 

 

 

Keywords: Threshold autoregressive Model, GARCH, wind speed, SETAR prediction, weibull 
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1. Introduction 
 

There are many researches on wind energy studies in the literature. It is possible to reach many 

studies on the technologies [1,2,3] and local potentials [4,5,14] of alternative energy resources. 

Karaman is 328 km away an important international oil transportation line ( Bakü (Azerbaijan) 

-Tbilisi (Georgia) - Ceyhan (Turkey) ) in Turkey. In this study, a different statistical analysis 

of wind energy data of Karaman has been made. Karaman is located at 37.18 north latitude and 

33.23 east longitude and is 1039 m above sea level. Although the region is an agricultural area, 

it has been developing in industry especially in recent years with state support. Especially food 

industry investments have been increasing in recent years. In parallel with the industrial 
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investments in the region, investments made in alternative energy resources with the support of 

the state have increased remarkably in recent years. Currently, there are many privately owned 

solar power plants in the region. In this study, nineteen years of data obtained from General 

Directorate of Meteorology (MGM) for Karaman were evaluated with the SETAR model. 

 

Wind speed data moves by following per under in accordance with the Weibull probability 

distribution [14]. In this study, it has been studied to model as a time series instead of estimating 

Weibull parameters for daily compiled data.  

 

The SETAR model of wind speed is useful in modeling time series in many areas according to 

the range where the data of the observations allow for different models. Mostly, the SETAR 

model was created in stock market data and financial data [6,7, 9, 10, 13, 17, 18,19, 21, 25, 29], 

and it was also applied in biological and medical data ([8, 16, 28, 30]), climate and meteorology 

data ([20]), traffic data ([32]). 

 

2. SETAR model 

 
SETAR models are among the most widely used nonlinear time series models [27]. The 

threshold model was first discussed by Tong [23] and later Tong and Lim [24] developed the 

model. 

 

A SETAR  1 2; , ,..., kd p p p  model with k regime is established 𝑌𝑡 = 𝜙0
(𝑘)

+ ∑ 𝜙
𝑝𝑘
𝑗=1 𝑗

(𝑘)
𝑌𝑡−𝑗 +

𝑎𝑡
(𝑘)

 [33]. Here, k (k>1) is the number of regimes in the model. 𝑟𝑘−1 < 𝑌𝑡−𝑑 < 𝑟𝑘, d > 0 delay 

parameter and ip  are the order of the autoregressive process in the i th regime of the model. 

Threshold parameters satisfy limits  0 1 2 1... k kr r r r r         . Normal independent 

and identical distribution (iid) random variables )(i

ta  in each i th regime have zero mean and 

),...,2,1(2 kii   constant variance. The superscripts in the model show the regimes. The 

dynamic behavior of the time series variable in each regime is a linear autoregressive process. 

 

If kppp  ...21 and (1) (2) ( )... k

i i i     , pi ,...,1,0 is and then the SETAR model 

transforms into a linear autoregressive process with p in-line. To test the existence of a nonlinear 

threshold state, Tsay [22] has developed a test based on the sequential autoregression process. 

Sequential autoregressions are generally separated by the variable, which dtY  is the regime 

indicator of the SETAR model. Here, for each j, one step forward prediction error dje  )1(
ˆ  can 

be calculated. Under the assumption that the model has a linear AR (p) process, standardized 

predictive errors are not only independent and uniformly distributed, but it is also orthogonal 

to 
( 1) 1 ( 1){ ,..., }j d j d pY Y     

 regressors. But if the real model is a nonlinear SETAR process, the 

orthogonality is broken. Using this feature, the   Ye  regression model is created. Here 

e  is the )ˆ,...,ˆ( )()1(


 dpndm ee  vector, Y  is the matrix of regressors 
( 1) 1 ( 1){ ,..., }j d j d pY Y     

with 

1,...,1,  pnmmj ,   is the p-dimensional parameter vector,  is the error vector. The F 

statistic, which is used to test 0 : 0H    the hypothesis in the regression model, can also be 

used to test orthogonality and SETAR type nonlinearity. The F statistic is calculated with the 

help of the variance analysis table that tests the significance of the linear regression model. To 
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apply the F test, p and d values must be given. However, in practice,  these are generally 

unknown. 

 

For the selection of p, it is suggested to use the partial autocorrelation function (PACF) of the 

𝑌𝑡 series. After determining the p-value, d is chosen which gives the highest F statistic value. 

The scatter plot of the 𝑌𝑡 series against a 𝑌𝑡−𝑑 variable can be examined to determine the location 

of the regime number k and threshold parameters [27]. In the graph, the regression line obtained 

by the locally weighted regression (loess) method, where 𝑌𝑡 is the dependent variable, gives 

information about the number of regimes and the threshold value. The loess method is a non-

parametric method created by converting the linearity condition in classical regression methods 

to flexible [11].  

The least-squares estimates 
)( j

 can be obtained by the classical least squares method for 

kj ,...,2,1 . Hence, it is in the shape.  

)()(ˆ '1')(

jjjj

j

YAAA   (1) 

After the model is estimated, the ACF plot and Ljung-Box statistic for residuals provide 

information on whether residuals contain models. 

 

3. Autoregressive (ARCH) models with conditionally variable variance 
 

The model that allows varying variance in time series is a conditionally varying autoregressive 

(ARCH) model. In the first-order ARCH model, 

 

ℎ𝑡 = 𝜔 + 𝛼1𝑎𝑡−1
2       (2) 

 

in the form. Clearly, the ℎ𝑡 (conditional) variance should not be negative. To guarantee this, the 

parameters of the ARCH (1) model must satisfy the states 𝜔 > 0 and 𝛼1 ≥ 0. By adding ℎ𝑡−1 

to the ARCH (1) model, (1,1) ordered generalized ARCH (GARCH) model is obtained. 

ℎ𝑡 = 𝜔 + 𝛼1𝑎𝑡−1
2 + 𝛽1ℎ𝑡−1         (3) 

In this model, for ℎ𝑡 ≥ 0  to be, the states 𝜔 > 0, 𝛼1 > 0, and 𝛽1 ≥ 0 must be satisfied. The 

general form of the GARCH (p, q) model is given as ℎ𝑡 = 𝜔 + ∑ 𝛼𝑖𝑎𝑡−𝑖
2𝑞

𝑖=1 + ∑ 𝛽𝑖ℎ𝑡−𝑖
𝑝
𝑖=1 . 

ARCH-LM method is based on an autoregressive model for residuals squares. ARCH-LM 

model is 𝜀�̂�
2 =  𝜔 +  ∑ 𝛼𝑖

𝑞
𝑖=1 �̂�𝑡−𝑖

2 + 𝑣𝑡. Here, 𝑞 shows the lag length of the autoregressive 

model. The appropriate delay length can be determined by pattern determination criteria such 

as AIC or SIC. The null hypothesis is defined as 𝐻0: 𝛼1 = 𝛼2 = ⋯ = 𝛼𝑞 = 0. When the 𝐻0 

hypothesis is true, the value 𝑛𝑅2 has asymptotically a chi-square distribution with q degrees of 

freedom (𝑛𝑅2~𝜒𝑞
2)[12]. Here, 𝑛 is the number of observations, 𝑞 is the constraint number and 

it is the number of lags in which the ARCH effect is investigated. If the obtained chi-square 

value is greater than the table value, the null hypothesis is rejected. 
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4. Wind speed time series 
 

Wind speed data has n = 6940 observations and was shown as series {𝑌𝑡}. Here 𝑡 = 1, … , 𝑛. 

The series are daily observations from 1.1.2000-30.12.2018. In order to demonstrate the 

seasonality structure in the ARIMA model, the series was made weekly. Weekly data were 

obtained as an average of 7 days. In this case, the number of observations is n = 992 and the 

model created was found to be SARIMA (0,1,3) (2,0,0) [52] as in Table 1. series related 

graphics are given in Figure 1. 

 

Table 1. SARIMA (0,1,3) (2,0,0) [52] model information 

 MA(1) MA(2) MA(3) SAR(1) SAR(2)  

 -0.7018 -0.0717 -0.0448 0.0963 0.0064  

s.e. 0.0334 0.0437 0.037 0.0349 0.0362  

       

sigma^2 estimated as 0.3967:  log likelihood=-943.35 

AIC=1898.7   AICc=1898.79   BIC=1928.08 

 

 

 

Figure 1. Weekly wind speed graphs 
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A serial correlation analysis was made of the residuals obtained from models for weekly data 

(Figure 1). According to the Ljung-Box for weekly data; 𝜒2 = 13.624, df = 10, p-value = 

0.1908 it appears that the residuals are not serially dependent (p > 0.05) 

 

 

Figure 2. ACF graphs for residuals of weekly data 

 

 

5. SETAR model estimation 
 

The F statistic, which tests whether there is nonlinearity in the weekly series and gives 

suggestions for the AR order p, was calculated (F = 2.635, p = 0.0006).  According to the F 

statistics, a nonlinear structure is observed in the data and the recommended number of p lags 

is 5. This value is also observed from the PACF chart of the series. Later, Tsay test was used to 

reveal the threshold structure in the data [22]. 

 

Table 2. Tsay’s F test 

   

5 1 3.8073* 

5 2 1.1161 

5 3 2.5724* 

5 4 1.8575 

5 5 1.1233 

                                           *: Significant at 5% level 

 

According to the test of Tsay applied to reveal the threshold structure, 𝑌𝑡−1 with the value of d 

= 1, which has the highest F statistic value in weekly data, is taken as the threshold variable 

(Table 2). 

When the scatter plot of 𝑌𝑡 series against 𝑌𝑡−1 variable (Figure 3) is examined, the nonlinear 

representation the data is observed. It was decided to split the data into two regimes and 

estimates were obtained. 
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Figure 3. Graph of threshold value determination 

 

 

The threshold value for the two-regime model is estimated as 2.46. The significant model 

coefficients with the lowest AIC value for the two regimes of the SETAR model are given in 

the table. In the model, it is calculated as AIC = 1822 (Table 3). 

 

Table 3. SETAR (1,3,3) model 

  

Constant 0.75786 Constant 1.48053       

AR(1) 0.38528 AR(1) -0.0301 

AR(2) 0.15180 AR(2) 0.11051 

AR(3) 0.09361 AR(3) 0.33012 

 

 

The residuals of the SETAR model obtained for weekly data do not contain autocorrelation 

(Ljung-Box test; 𝜒2 = 7.8283, df = 10, p-value = 0.6456). 

6. GARCH model estimation for residuals 

 

Since the information criterion AIC is at a lower level in the estimates obtained with weekly 

data, the residuals estimated from weekly data were examined. The ACF and PACF graphs 

(Figure 4) generated for the residuals' squares indicate that there may be autocorrelation in the 

residuals. 
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Figure 4. ACF and PACF values for SETAR (1,3,3) model residual squares 

 

 

The ARCH (LM) test statistic applied to see if there is any ARCH effect on residuals was 

calculated as 84.242 (p = 0.000). There is varying variance in the series. 

 

Estimates of the GARCH (1,1) model with the lowest AIC value are given in Table 4. The AIC 

value of the model is 1,752. According to the Ljung-Box and ARCH (LM) tests, autocorrelation 

and ARCH effects were eliminated (Table 5). 

 

Table 4. GARCH(1,1) model coefficient estimates  

OMEGA ALPHA(1) BETA(1) 

0.02660** 0.16811** 0.77055** 

*: Significant at 1% level 

 

Table 5. Remaining tests 

 
  

Statistic p-Value 

Ljung-Box Test R Q(10) 10.86855 0.367851 

Ljung-Box Test R Q(15) 12.96366 0.605105 

Ljung-Box Test R Q(20) 28.33866 0.101622 

Ljung-Box Test R^2 Q(10) 14.16865 0.165437 

Ljung-Box Test R^2 Q(15) 16.8809 0.326034 

Ljung-Box Test R^2 Q(20) 22.3538 0.321625 

LM Arch Test R TR^2 14.77919 0.253735 

 

 

7. SETAR Model Prediction 
 

SETAR model estimated for weekly data can be given as in Equation (4). Contrary to the linear 

time series models, in nonlinear models, when the prediction length is greater than 1, there is 
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usually no formula to predict from the obtained model [26]. For this reason, the parametric 

bootstrap method will be used to make predictions in the SETAR model. The averages of the 

60-unit predictive value obtained from the SETAR model and the prediction interval are given 

in the graph (Figure 5). 

𝑌𝑡 = {
0.75786 + 0.38528 ∗ 𝑌𝑡−1 + 0.1518 ∗ 𝑌𝑡−2 + 0.09361 ∗ 𝑌𝑡−3,      𝑌𝑡−1 ≤ 2.46

1.48053 − 0.0301 ∗ 𝑌𝑡−1 + 0.11051 ∗ 𝑌𝑡−2 + 0.33012 ∗ 𝑌𝑡−3,       𝑌𝑡−1 > 2.46   
 

ℎ𝑡 = 0.0266 + 0.16811 ∗ 𝜀𝑡−1
2 + 0.77055ℎ𝑡−1      (4) 

 

Figure 5. SETAR (1,3,3) -GARCH (1,1) model prediction interval 

 

 

8. Conclusion 
 

In the study, the predictive values were obtained by predicting the wind speed data with the 

SETAR model. The SETAR model was obtained for the average estimation of the time series 

by converting the wind speed into weekly data. However, by revealing the changing variance 

structure in residual terms with a GARCH model, a range has been stipulated for the predicted 

values. The resulting SETAR (d = 1, 𝑝1 = 3, 𝑝2 = 3) - GARCH (1,1) model has a lower AIC 

value than the wind speed time series from the SARIMA (0,1,3)(2,0,0) [52] model and residues 

of the model do not contain autocorrelation and variance problems. 

 

Threshold autoregressive models among nonlinear time series models are preferred because 

they allow data to be modeled in different values. In this study, it has been shown that the 

SETAR model is useful in predicting wind speed. 
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