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Abstract 
 

Direct current (DC) motors are commonly used to control position or speed in many applications. The speed of 

the DC motors is adjustable in a wide range with advantages such as easy control theorems and high 

performances. DC motors are used in industrial branches like transportation, electrical train, vehicle, crane, 

printer, drivers, paper industry in which adjustable speed and sensitive position handling are necessarily. In 

recent years, these applications are commonly used for household appliance in which low power and low cost 

are required with adjustable speed and sensitive position handling as well. In this study, permanent magnet direct 

current motor actuator is implemented by using fuzzy neural network structure. Particle Swarm Optimization 

(PSO) algorithm is used as training algorithm of fuzzy neural network controller. Learning and control in real 

time is executed in Matlab. Dynamic performance of the system is observed for constant and variable reference 

trajectory of speed. 
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1. Introduction 

 

In this article, ANFIS (Adaptive Network Based 

Fuzzy Inference System) is used as fuzzy neural 

network which is equivalent to Sugeno fuzzy logic  

 

model. Such these network structures are known as 

“fuzzy inference system based applied artificial 

neural network” or “adaptive fuzzy-neural inference 

system” [1]. The learning and control block used is 

shown below, Figure 1. In Fig. 2 is shown the block 

that ANFIS network controller is trained and used.    

 

 
e    

 

u  Fuzzy-Neural 

Networks py  
Permanent Magnet 

DC motors 
py  

ry  

Compatibility 

criteria 

PSO training 

of networks 

 

Figure 1. Teaching of Fuzzy Neural Network 
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Figure 2. Control of the System by using Fuzzy Neural Network 

 

 

 

 

 

 

2. Adaptive Network Based Fuzzy Inference 

System, ANFIS 



M. KUNCAN/APJES 5-1 (2017) 15-22 

 
 

 

 

ANFIS (Adaptive Network Based Fuzzy Inference 

System) is used as fuzzy neural network which is 

equivalent to Sugeno fuzzy logic model. First order 

Sugeno fuzzy model which has two input x, y and 

an output z are analyzed to figure out fuzzy 

inference system in ANFIS. Two rules which are 

commonly used in rule sets are shown below for 

first order Sugeno fuzzy model.  

Rule 1: If 𝑥 𝑖𝑠 𝐴1 and 𝑦 𝑖𝑠 𝐵1 then 𝑓1 = 𝑝1𝑥 +
𝑞1𝑦 + 𝑟1 

Rule 2: If 𝑥 𝑖𝑠 𝐴2 and 𝑦 𝑖𝑠 𝐵2 then 𝑓2 = 𝑝2𝑥 +
𝑞2𝑦 + 𝑟2 

 

Basic inference principle of Sugeno fuzzy model is 

in Fig. 3. The equivalent model in ANFIS of 

Sugeno fuzzy model is shown below as well, Fig. 4. 
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Figure 3. Sugeno fuzzy model with 2 inputs and 2 rules [1] 
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Figure 4.The equivalent model in ANFIS of Sugeno fuzzy model in Fig.3 [1, 2] 

 

PSO parameters which are shown below and used 

to teach are necessary to control the speed of DC 

motor. In steady state conditions, system is run with 

sample as 0.3 sec. Training procedure is repeated 

40 times with random ANFIS parameters for a 

default value which is continuously changing 

sinusoidal. 

 

• Number of particle or swarm size = 60 

• Moment of Inertia, linear decreasing values which 

are depends on iteration in the range of 𝑤 =
[1,2 0,8]. 
• Coefficients of learning 𝑐1 = 𝑐2 = 2 

 
In ANFIS network structure, there are 8 parameters 

for 4 membership functions which is Gaussian as 

input, 12 parameters for 4 rules and total 20 

parameters. Every particle in set (swarm) has 20 

parameters and is used so. 

 

3. Particle Swarm Optimization Algorithm 

 

Most of the physical problems have a nonlinear 

relation. Having the high degree of difficulty of the 

variables in the problem reduce the performance of 

the classical solution methods. In addition to the 

usage of fuzzy logic in nonlinear problems with 

such as genetic algorithm and artificial neural 

network in addition to the effective use of methods 

such as genetic algorithms and neural networks 

methods, many methods are used to solve these 

types of problems by inspiring from the system of 

nature revealed. One of these methods is heuristic 

search based on swarm [3].  
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Particle swarm optimization (PSO) is random 

search algorithm which based on population and is 

improved by inspiring bird flocks. It is used for the 

solution of nonlinear problems. PSO algorithm 

starts to work with an initial population and 

refreshes its individuals (particle to find final and 

most appropriate solution. Potential solutions called 

particles in the algorithm of PSO scan all 

workspace by using current optimal solution. The 

most important difference of PSO from classical 

one is that derivation is methods not required. This 

advantage of PSO provides less complex processing 

load which is necessary for solutions of many 

problems. The usage of PSO is quite simple 

because there is less number of parameters to set. 

PSO can be applied successfully in such areas 

function optimization, fuzzy system control and 

learning of artificial neural networks [4-8].  

 

PSO tries to find final and most appropriate 

solution by repeating of each steps. According to 

the two best particles, positions of particles are 

refreshed in each step. The first is currently the best 

coordinates which are obtained until that time for 

each particle. This particle is called “𝑃𝑏𝑒𝑠𝑡” and 

should be recorded. The second is the best 

coordinates obtained so in swarm and provide best 

solution. This is the best global value and called 

“𝐺𝑏𝑒𝑠𝑡” [9]. For instance, it is shown below that the 

positions X and the speeds V of S particle which 

are the member of a space that has N parameter and 

S particle which means is N-dimensional space.  

 

𝑿 = [

𝑥11𝑥12   ….      𝑥1𝑁

𝑥21𝑥22   ….      𝑥2𝑁

…     …    ….         … 
𝑥𝑆1𝑥𝑆2   ….      𝑥𝑆𝑁

]

𝑆𝑥𝑁

  

        (1) 

 

𝑽 = [

𝑣11𝑣12   ….      𝑣1𝑁

𝑣21𝑣22   ….      𝑣2𝑁

…     …    ….         … 
𝑣𝑆1𝑣𝑆2   ….      𝑣𝑆𝑁

]

𝑆𝑥𝑁

  

      (2) 

 

Local best (Pbest) matrix is represented just like 

below. 

 

𝑷𝒃𝒆𝒔𝒕 = [

𝑝11𝑝12   ….      𝑝1𝑁

𝑝21𝑝22   ….      𝑝2𝑁

…     …    ….         … 
𝑝𝑆1𝑝𝑆2   ….      𝑝𝑆𝑁

]

𝑆𝑥𝑁

  

      (3) 

The series of particle position, particle speed, 𝑃𝑏𝑒𝑠𝑡 

and 𝐺𝑏𝑒𝑠𝑡  of i which is index of particle are shown 

below respectively; 

 

 

𝑿𝑖 = [𝑥𝑖1 𝑥𝑖2   ….      𝑥𝑖𝑁]   
     (4) 

 

𝑽𝑖 = [𝑣𝑖1 𝑣𝑖2   ….      𝑣𝑖𝑁]   

     (5) 

 

𝑷𝒃𝒆𝒔𝒕𝑖
= [𝑝𝑖1 𝑝𝑖2   ….      𝑝𝑖𝑁]  

     

 (6) 

 

𝑮𝒃𝒆𝒔𝒕 = [𝑝1 𝑝2   ….      𝑝𝑁]   

     (7) 

 

After the two best are determined, positions and 

speeds of particle are updated by the equation 

below [10]. 

 

𝑣𝑖,𝑛
𝑘+1 = 𝑤. 𝑣𝑖,𝑛

𝑘 + 𝑐1. 𝑟𝑛𝑑1
𝑘  (𝑃𝑏𝑒𝑠𝑡 𝑖,𝑛

𝑘 − 𝑥𝑖,𝑛
𝑘 ) +

𝑐2. 𝑟𝑛𝑑2
𝑘(𝐺𝑏𝑒𝑠𝑡

𝑘 − 𝑥𝑖,𝑛
𝑘 )           (8) 

 

𝑥𝑖
𝑘+1 = 𝑥𝑖

𝑘 + 𝑣𝑖
𝑘+1,    𝑖 =

1, 2, … , 𝑆;   𝑛 = 1, 2, … , 𝑁            (9) 

 

In Eq. (8), w which is moment of inertia should be 

selected in certain range and decreases linear in the 

each step of iteration. 𝑐1 and 𝑐2 are learning 

coefficients and acceleration parameters which lead 

every particle to the 𝑃𝑏𝑒𝑠𝑡  and 𝐺𝑏𝑒𝑠𝑡  position i.e. 𝑐1 

represents parameter which regulates the movement 

cause of its own experience and 𝑐2 represents 

parameter which regulates the movement cause of 

other particle’s experience. These parameters are 

often selected in range from 0.2 to 2 and are 

positive as well [11]. 𝑟𝑛𝑑 in equation is the 

numbers which are uniformly distributed in range  

[0,1]. 𝑘 represents number of iteration and 𝑖 
represents the particle index. Thus, each particle in 

swarm uses not only its own experience but also 

every other particle’s experience [12]. Linear 

decreasing of 𝑤 can be calculated by Eq. 10 [13]. 

 

 

𝑤 = 𝑤𝑚𝑎𝑥 − 𝑖𝑡𝑒𝑟.
𝑤𝑚𝑎𝑥−𝑤𝑚𝑖𝑛

𝑖𝑡𝑒𝑟𝑚𝑎𝑥
  

       (10) 

 

 

Changes of PSO in search space are shown in Fig. 5 

as vector [14]. Flowchart of PSO is given in Fig. 6. 
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Figure 5. Representation of PSO parameters as vector 𝑥𝑘, current position; 𝑥𝑘+1, next position; 𝑣𝑘, current 

speed; 𝑣𝑘+1, next speed; 𝑣𝑃𝑏𝑒𝑠𝑡, speed based 𝑃𝑏𝑒𝑠𝑡, 𝑣𝐺𝑏𝑒𝑠𝑡, speed based 𝐺𝑏𝑒𝑠𝑡 . 𝑃𝑏𝑒𝑠𝑡𝑖
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Figure 6.  Flowchart for the algorithm of PSO 
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4. Determination of Global Minimum and 

Maximum Points 

 

To test the success of the improved PSO algorithm, 

the global minimum and maximum points of the 

solution was carried out with the mathematical 

expression on the surface and equations including 

many local maximum and minimum points in Eq. 

11. Particles is defined as 𝑃 = [𝑥1 , 𝑥2 ] since this 

function depends on two variables. 

 

𝑦 = 3(1 − 𝑥1)2𝑒−(𝑥1
2+(1+𝑥2)2) − (2𝑥1 −

10(𝑥1
3 + 𝑥2

5))𝑒−(𝑥1
4+𝑥2

4) −
1

3
𝑒−((1+𝑥1)2+𝑥2

2) (11) 

 

In order to find the global minimum and maximum 

points for surface defined by the function, 10 

particles and 100 iteration were used for PSO 

training. Position value of the piece in the first and 

the hundredth operations are given in the Table 1. 

 

At the end of PSO training, the solution of 

minimum points are found as in Eq. 12 and the 

solution of minimum points are found as in Eq. 13 

It can be seen in Fig. 7 and Fig. 8 that  the results of 

function is very close to min/max points. 

 

(
𝑥1

𝑥2
) = (

0.4870
−1.0618

)    ⇒   𝑀𝑖𝑛𝑥𝑦 = −2.9224

     (12) 

 

(
𝑥1

𝑥2
) = (

−0.2169
1.0486

)    ⇒   𝑀𝑎𝑥𝑥𝑦 = 3.8783 

     (13) 

Table 1. The First and Last Position Value for 

Global Minimum Points 

1. Iteration Position 100. Iteration Position 

𝑥1 𝑥2 𝑥1 𝑥2 
   -1.0928 

   -0.5286 

   -1.6138 

   -0.7880 

   -0.1533 

   -0.5657 

   -2.1950 

   -0.2389 

   -1.1736 

   -1.0244 

    0.0243 

   -0.2248 

   -0.1029 

    0.1565 

    0.1728 

   -0.5811 

    1.0851 

    1.9996 

   -1.2964 

   -1.2227 

    0.4869 

    0.4870 

    0.4870 

    0.4870 

    0.4870 

    0.4870 

    0.4870 

    0.4870 

    0.4870 

    0.4908 

   -1.0618 

   -1.0617 

   -1.0617 

   -1.0617 

   -1.0617 

   -1.0618 

   -1.0617 

   -1.0618 

   -1.0618 

   -1.0662 

 

Table 2. The First and Last Position Value for 

Global Maximum Points 

1. Iteration Position 100. Iteration Position 

𝑥1 𝑥2 𝑥1 𝑥2 

    0.4818 

    0.6383 

    0.0504 

   -0.9331 

    0.4724 

    0.1852 

   -0.2825 

   -1.5402 

    0.0238 

   -0.8552 

   1.6187 

    0.4572 

    1.8080 

    0.1063 

   -0.2848 

   -0.5866 

   -0.5760 

   -0.3962 

    1.3984 

   -1.1535 

   -0.2169 

   -0.2168 

   -0.2169 

   -0.2168 

   -0.2169 

   -0.2170 

   -0.2169 

   -0.2169 

   -0.2169 

   -0.2169 

    1.0486 

    1.0486 

    1.0486 

    1.0485 

    1.0487 

    1.0486 

    1.0486 

    1.0486 

    1.0486 

    1.0486 

 

 
Figure 7. Global Minimum Points 
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Figure 8. Global Maximum Points 

 

During this study, real-time data were collected 

using NI USB 6218 DAQ card. According to the 

reference motor speed, motor speed was controlled 

by ANFIS controller. In Matlab, optimization of the 

parameters of the ANFIS controller carried out 

using closed loop control block in Fig. 9. After 

training phase, PMDC motor speed is controlled 

with ANFIS which is operated with these 

parameters   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. ANFIS Controller and PMDC Motor 

Control Block 

 

 

 

 

 

5. Experimental Results 

 

Fig. 10 shows ANFIS control surface. ANFIS 

implements the control surface after 100 training 

iterations, the controller (fuzzy-neural network) 

seems to bring about a completely different position 

in space. When default value in the positive great 

value, if the output of the system is a negative 

value, the controller output the system will be 

applied to a big positive control signal to bring the 

system to the desired positive value. Similarly, if 

the default value is negative and the system output 

is positive, this time the controller system will 

generate a negative output control signal to bring 

the desired value. System output and the default 

value of the response to the controller for a specific 

range of values is the soft transition surface shape 

as shown in the figure. 
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PC 

(MATLAB

) 
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Figure 10. ANFIS control surface 

 

Fig. 11 shows comparison in engine-speed-control 

output graph, cost function-iteration graph, error 

between the reference speed and engine speed 

graph. It is observed that the motor speed followed 

the reference speed with error rate as shown in 

figure.  

 

 
Figure 11. Motor-speed-control output graph, Error-time graph, cost function-time graph 

 

6. Conclusion 

 

Mainly in this study training of fuzzy-neural 

networks with particle swarm optimization 

algorithm and interpretation of the results was 

performed. There are 8 parameters for 4 Gaussian 

shaped membership function in the input of the 

network of ANFIS structure and the output side has 

12 parameters for 4 rules. As a result of repeated 

100 times with 0.3 sec sampling period, successful 

21 



M. KUNCAN/APJES 5-1 (2017) 15-22 

 
 

 

control results shown in Fig. 11 are obtained. When 

looking at response speed of the DC motor for 

variable default value, the system seems to sit on 

the desired value in a short time with less 

suspended and steady-state error. Reference interval 

is selected as 0 − 5 V range. Values above or below 

the reference value from the controller are rounded 

to the value in the specified reference range. This 

study used two input membership function ANFIS 

structure, better results by increasing the input 

membership functions are expected to be obtained 

subsequent studies. Except sinusoidal reference 

signals as input can be made for experimenting 

performance comparisons. 
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