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Abstract  Keywords 

Diabetes Mellitus which is considered as one of the deadliest is a common, chronic 

disease. It also causes the emergence of many diseases, especially neuropathy, 

nephropathy, and retinopathy. In this context, initiating a rapid treatment process is 

very important by accurately evaluating the symptoms and making an early diagnosis 

of the disease. This study aims to provide an effective model that can determine the 

risk of diabetes at an early stage with the best accuracy. For this purpose, classification 

algorithms frequently used in diabetes risk prediction are supported by ensemble 

approaches. Firstly, the performance of Naive Bayes (NB), Trees-J48, k Nearest 

Neighbor (kNN), and Sequential Minimal Optimization (SMO) classifiers are 

analyzed separately by using a dataset of 520 samples collected with direct 

questionnaires from Sylhet Diabetes Hospital patients in Sylhet, Bangladesh. Then, 

the effects of Adaboost, Bagging and Random Sub-Space (RSS) algorithms on 

classifier success are investigated and it is shown that the J48 classifier based on 

Adaboost approach has the best accuracy. Finally, the Wrapper Subset Eval (WSE) 

feature extraction algorithm is applied to reduce the estimation cost and increase 

classification success. Thus, the best accuracy (99%) is achieved using reduced data 

set with proposed classifier method. 
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1. INTRODUCTION 
 

The body uses carbohydrates, proteins and fats within foods as an energy source. While these nutrients, 

which are broken down into small particles to be absorbed, are digesting, a simple sugar called glucose 

is released. Glucose is an important nutrient source for all organs, especially the mammalian brain. Thus, 

glucose must be taken into the cell to be used the energy. It is the insulin hormone located behind the 

stomach and released from the pancreatic gland, which allows glucose to enter the cell and be stored as 

glycogen [1-2]. Diabetes Mellitus is a disease caused by excessively high levels of glucose as a result 

of the pancreas not producing enough insulin for the body, or the insulin produced by the pancreas not 

being used effectively by the body [3]. Thus, the glucose that passes from food into the blood cannot be 

used and the sugar level in the blood increases. This situation causes damage to many tissues and organs 

in the long term. Moreover, it triggers many diseases such as heart diseases, kidney problems and 

blindness. 

 

According to the 2021 International Diabetes Federation (IDF) data, around 537 million adults aged 20-

79 years live with diabetes worldwide in 2021 and this number is expected to increase to 643 in 2030 

and 784 million in 2045. According to the Federation's report, one in 11 adults has diabetes and one in 

every two adults is unaware they have diabetes [4-5]. Early diagnosis of the disease is extremely 
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important to prevent or slow the progress of advanced complications by allowing rapid intervention [6]. 

However, diagnosis is a very complex stage as it requires the evaluation of many factors together [7-9]. 

Machine learning algorithms, such as Naive Bayes (NB), Decision Trees (DT), k Nearest Neighbor 

(kNN) and Support Vector Machine (SVM) are frequently performed in healthcare systems to predict 

various disorders such as Diabetes Mellitus and they provide a great contribution to progress of the 

diagnosis process rapidly and accurately [10]. In addition, automatic taking of the patient's history and 

computer-aided decision-making provides a significant benefit in the physician's ability to initiate an 

effective and rapid treatment process, as possible problems are detected in early. 

 

Many studies have been performed about early diagnosis by using data mining and statistical analysis 

methods that consider the general complaints of the patient and the prominent symptoms of the disease. 

For instance, Khafaga et al. [11] analyzes the diabetes dataset with NB, Logistic Regression (LR), and 

Random Forest (RF) Algorithms. Authors obtain the best accuracy using RF method on this dataset after 

applying 10-Fold Cross Validation and Percentage Split evaluation techniques. Similarly, Islam et al. 

[12] proposed a methodology using three ensemble techniques, AdaBoost, Bagging, and RF for 

estimation of the early diabetes risk. To test the success of the classification algorithms, the same 

diabetes dataset in the UCI machine learning repository is used and it is shown that RF algorithm 

provides maximal accuracy, precision, recall, and F-measure. Then Laila et al. [10] present an 

integrative approach that combines classification algorithms with association rules to improve prediction 

accuracy. Namely, they present a method by using Local Outlier Factor, Balanced Bagging Classifier, 

and association rules for early-stage prediction of diabetes. As a result, they obtain the prediction 

accuracy (97.36%).  Pima Indians Diabetes dataset is another dataset which is widely used in much 

research. [Sisodia D and Sisodia DS [13] compare the performance of NB, SVM and DT classifiers in 

early diagnosis of diabetes according to various parameters such as Recall, F-Measure, Accuracy and 

ROC using this dataset in the UCI database. It is shown that the NB method achieves the highest correct 

classification success (76.30%). Naz and Ahuja [14] present a study comparing data mining 

classification techniques as Artificial Neural Network (ANN), NB, DT and Deep Learning (DL) and the 

accuracy is obtained by these functional classifiers within the range of 90–98%. Peker et al. [15] present 

a study by using diabetes data obtained from Köycegiz and Dalaman State Hospitals of Mugla in Turkey 

and comparing different algorithms as RF, Feed Forward Neural Network (FFNN), DT, kNN and SVM. 

 

In this study, firstly, Early-Stage Diabetes Risk Prediction dataset in the UCI machine learning repository 

is analyzed with NB, Trees-J48, kNN and sequential minimal optimization (SMO) algorithm. Then, the 

effects of ensemble algorithms on the performance of these classifier are examined in detail by using three 

different methods (Adaboost [16], Bagging [17], Random Sub-Spaces (RSS) [18]). The success of 

classifiers and the effect of ensemble algorithms on classification performance are compared for 4 different 

criteria (Accuracy, Kappa, Root Mean Squared Error (RMSE) and Area Under of Curve (AUC)). In 

addition, to reduce the cost in the collection of data related to the detection of diabetes risk and increase 

the detection speed, the importance ratios of the features are determined by using the Wrapper Subset 

Eval (WSE) algorithm When the attributes are removed from the data set according to these rates, 

classification success is increased. Thus, the features ae reduced in the preprocessing step, allowing the 

training and testing steps to be executed faster. A higher success is achieved in a shorter time. 

 

2. MATERIAL AND METHOD 

 

"The first sentence of Section 2 should be changed as "The Early-Stage Diabetes Risk Prediction 

dataset" in "UC Irvine Machine Learning Repository database" is analyzed in this study. This dataset 

has been collected using direct questionnaires from the patients of Sylhet Diabetes Hospital of Sylhet 

province in Bangladesh and approved by a consultant. It contains the sign and symptom data of newly 

diabetic or would be diabetic patient [19]. The content of the training data consists of 520 examples of 

17 attributes shown in Table 1. 
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All results are obtained through with the “Waikato Environment for Knowledge Analysis (WEKA)” 

machine learning software. 

 
Table 1. For the Early-Stage Diabetes Risk Prediction dataset, the attributes, which indicative the risk factors, and 

value type of attributes. 

 
 Attribute Value Type 

1  Age (Age) Numeric 

2  Gender (Male/Female) Nominal 

3  Polyuria (Yes/No) Nominal 

4  Polydipsia (Yes/No) Nominal 

5  Sudden weight loss (Yes/No) Nominal 

6  Weakness (Yes/No) Nominal 

7  Polyphagia (Yes/No) Nominal 

8  Genital thrush (Yes/No) Nominal 

9  Visual blurring (Yes/No) Nominal 

10  Itching (Yes/No) Nominal 

11  Irritability (Yes/No) Nominal 

12  Delayed healing (Yes/No) Nominal 

13  Partial paresis (Yes/No) Nominal 

14  Muscle stiffness (Yes/No) Nominal 

15  Alopecia (Yes/No) Nominal 

16  Obesity (Yes/No) Nominal 

17  Class (Positive/Negative) Nominal 

 

2.1. Feature Extraction 

 

First, 17 risk factors expressed in Table 1 are considered as features. A feature vector with 520x17 is 

obtained by using 520 positive (class1) and negative (class2) records with diabetes or symptoms in the 

20-65 age range. The performance of classifiers and the effects of ensemble algorithms on classification 

success are investigated by using this vector. Then, feature extraction is performed using WSE–Greedy 

Stepwise (GS) algorithm among 17 features and the importance ratio of the features is determined as 

shown in Table 2. The performance criteria are evaluated again for the same methods ignoring 6th, 13th, 

16th risk factors. 

 

2.2. Classification 
 

In this study, 4 classification algorithms, namely NB, Trees-J48, kNN, and SMO are used, and the 

classification performances of these algorithms are evaluated and presented comparatively. To improve 

the success of classification, Adaboost, Bagging, RSS algorithms, which are ensemble learning methods, 

are used together with the classifiers. 

 

2.2.1. Naïve Bayes 

 

Naive Bayes classifier that is a statistical classification method based on Bayes theorem finds the class 

to which the samples belong, assuming that the attributes are independent of each other. To do so, it 

determines the conditional probability P(A|B) of event A for given event B. Namely, the case P(Ci|Y) 

for the class Ci that maximizes the probability is calculated as below [20]: 

                                                              𝑃(𝐶𝑖|𝑌) =
𝑃(𝑌|𝐶𝑖)𝑃(𝐶𝑖)

𝑃(𝑌)
                                                             (1) 

P(Ci|Y) is the posterior probability of Ci given Y. P(Y|Ci) is the conditional probability of Y given Ci. 

P(Ci) is the prior probability of ith C class. P(Y) is the prior probability for Y [21]. 
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2.2.2. Trees-J48 

 

In decision tree methods, the training set is recursively divided into subsets from root to leaves 

considering certain criteria. The leaf level of the tree represents the class labels. The most important 

problem in decision trees is that determining the root node and the order of branching to the leaves. For 

this purpose, the entropy measurement shown in Eq.2 is frequently used. Accordingly, the division 

criterion from root node to leaves is determined by calculating the entropy-dependent information gain 

[22-24]. 

                                                𝑯(𝑿) = −∑ (𝒑𝒊)𝒍𝒐𝒈𝟐(𝒑𝒊)
𝒏
𝒊=𝟏                                                                (2) 

Here, X is an attribute, pi is each element with ith position of each X element. A small entropy value 

indicates that the uncertainty and indecision about the result is small.  So, a class or attribute has a small 

entropy is selected for another step [25]. 

 

2.2.3. k-Nearest Neighbor (kNN) 

 

The kNN classifier is an instance-based method. Accordingly, the distance (d) of the relevant sample to 

jth sample in the training set is calculated to determine the class of ith x sample in p-dimensional space. 

The class has the most samples, which has the smallest d value among the k samples, is determined as 

the target class. The Euclidean Distance method shown in Eq.3 is frequently used in distance 

measurement [26-27]. 

                                   𝒅(𝒊, 𝒋) = √|𝒙𝒊𝟏 − 𝒙𝒋𝟏|
𝟐
+ |𝒙𝒊𝟏 − 𝒙𝒋𝟐|

𝟐
+⋯+ |𝒙𝒊𝟏 − 𝒙𝒋𝒑|

𝟐
                             (3) 

3. RESULTS 

 

In the study, for the purpose of predicting the risk of early diabetes, the values recorded for 520 samples 

are examined in terms of 17 features that may be associated with the disease. In the dataset, positive and 

negative case of diabetes or symptoms are labeled as 'class1' and 'class2'.   

 
Table 2. Evaluation of classification success of NB, J48, kNN and SMO algorithms and comparison of 

performance criteria of classifiers based on ensemble approaches. 

 
Ens Classifier Accuracy (%) Kappa RMSE AUC 

None 

NB 88 0.742 0.316 0.95 

J48 95 0.887 0.222 0.96 

kNN 98 0.951 0.149 0.98 

SMO 93 0.854 0.263 0.92 

Adaboost 

NB 88 0.745 0.296 0.96 

J48 98 0.963 0.129 0.99 

kNN 98 0.951 0.149 0.98 

SMO 93 0.849 0.229 0.98 

Bagging 

NB 87 0.738 0.316 0.95 

J48 97 0.927 0.171 0.99 

kNN 97 0.939 0.152 0.99 

SMO 93 0.841 0.244 0.96 

RSS 

NB 88 0.738 0.311 0.94 

J48 96 0.907 0.196 0.99 

kNN 98 0.959 0.158 0.99 

SMO 89 0.754 0.279 0.96 

 

In classification step, NB, J48, kNN and SMO classifier performances are investigated using k (15) fold 

cross-validation method. In this context, accuracy rate, kappa coefficient, RMSE and AUC performance 
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measures are obtained. Then, the effect of ensemble algorithms (Ens), Adaboost, Bagging, RSS, to the 

success of classifier is evaluated separately using these performance parameters as shown in Table 2. 

 

Here, accuracy represents the rate at which the class of each sample is correctly labeled and is calculated 

as in Equation 4. 

                                                           𝑨𝒄𝒄𝒖𝒓𝒂𝒄𝒚 =
𝒕𝒑+𝒕𝒏

𝒕𝒑+𝒕𝒏+𝒇𝒑+𝒇𝒏
                                                         (4) 

 

In the equation, fp, fn, tp, and tn are the number of false positives, false negatives, true positives and true 

negatives, respectively. 

 

When ensemble algorithms are not used, the best estimates of diabetes risk are obtained using kNN 

(97.69%). However, the accuracy rate for J48 increases significantly when classification performances 

are supported by ensemble algorithms. In particular, the J48 classification based on the Adaboost 

algorithm provides the maximum accuracy rate among all methods. 

 

 
 

Figure 1. Confusion matrix and distribution of correctly and incorrectly classified samples explaining the 

classification accuracy of J48 algorithm based on Adaboost ensemble approach. 

 

As shown in Figure 1, the classes of 315 positive and 196 negative samples are correctly labeled. On 

the other hand, only 5 positive and 4 negative samples are labeled in incorrect class. As a result, 98.26 

% correct classification success is achieved. 

 

Similarly, the highest value of the Kappa coefficient (ĸ) is also obtained by the J48 classifier based on 

the Adaboost approach. Kappa coefficient is mainly used to calculate the classification accuracy. To 

calculate ĸ value, two different probabilities, Pr(a) and Pr(e), are used as follows [29]. 

                                                                      ĸ =
Pr(a)+Pr(e)

1−Pr(e)
                                                                  (5) 

Here, Pr(a) is the actual observed agreement, while Pr(e) is the probability of this fit occurring by chance. 

"1" indicates a perfect fit, and "0" indicates a poor fit. 

 

Third performance criteria RMSE is calculated using the square root of mean squares error (MSE). It 

measures the mean size of errors and deals with deviations from the true value. So, the lower of RMSE 

is the better prediction and "0" indicates a perfect fit [30]. As seen in the Table 2, all ensemble algorithms 

decrease the RMSE value of the J48 classifier and Adaboost has ensured that the best RMSE is obtained. 

Lastly, AUC criteria are examined for all classification algorithms in the table. AUC is the area of the 

two-dimensional measure under the ROC (Receiver Operating Characteristic) curve and its value ranges 
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are [0, 1]. Accordingly, if a model prediction is 100% wrong, AUC is "0"; a model predictions are 100% 

accurate, AUC is "1" [31-33]. 

 

More specifically, in ROC curve, the true positive rate (sensitivity is calculated by Eq. 6) is plotted as a 

function of the false positive rate (specificity is calculated by Eq. 7) for different cut-off points [34-36]. 

 

                                                              𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑡𝑝

𝑡𝑝+𝑓𝑛
                                                           (6) 

 

                                                               𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑡𝑛

𝑡𝑛+𝑓𝑝
                                                           (7) 

 

Thus, each point on the curve correspond to a sensitivity/specificity pair. If 100% sensitivity and 

specificity value is obtained, the ROC curve, which is very close to the upper left corner (the area under 

the curve is larger), shows a perfect separation without overlapping in the two distributions [37]. 

 

Accordingly, Figure 2 (a-b-c-d) shows the ROC curves for NB, J48, kNN and SMO classifiers, 

respectively. As can be seen from these figures, the most obvious distinction between the classes and 

the left-justified graph is provided in panel (c) by the kNN method. Then, the best success is achieved 

with J48 in (b), NB in (a), and SMO in (d), respectively. 

 
           Y: True Positive Rate (Num) 

 

 

                       

 

 

 

 

 

                      (a)                               (b) 

 
 

        X: False Positive Rate (Num)     

       (c)                                 (d) 

 
Figure 2. ROC curves include sensitivity/specificity pair representation which expresses the classification success 

of four different classification methods (a) NB, (b) J48, (c) kNN, (d) SMO. 

 

In Figure 3, classifier performances based on Adaboost algorithm are evaluated. Here, the distinction 

between classes can be seen quite clearly in panel (b). In addition, the curve leans almost entirely to the 

left. In (c) and (d), the kNN and SMO methods have similar distribution and steepness. In (a), NB is the 

graph where the curve is furthest to the left side.    
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                                                      Y: True Positive Rate (Num) 

 

    

 

 

 

 

 

  (a)                              (b) 

 
     X: False Positive Rate (Num)     

   (c)                               (d) 
 

Figure 3. ROC curves of classifiers based on Adaboost ensemble algorithms (a) NB, (b) J48, (c) kNN, (d) SMO. 

 

In Figure 4, the classifier performances based on the Bagging algorithm show that in panel (b) and (c), 

J48 and kNN classifier achieve the highest performance with left-justified ROC curves and a similar 

separation between classes. Then, SMO in (d) and NB in (a) with the worst performance are shown. 

 
                                                       Y: True Positive Rate (Num) 

 

      

 

 

 

 

 

    (a)                              (b) 

 
                                                               X: False Positive Rate (Num)     

                     (c)                               (d) 
Figure 4. ROC curves of classifiers based on Bagging ensemble algorithms (a) NB, (b) J48, (c) kNN, (d) SMO. 

 

The ROC curves obtained by the RSS algorithm in Figure 5 are quite like the Bagging algorithm, so 

the performance order is obtained as (b)=(c)>(d)>(a). 
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                                                        Y: True Positive Rate (Num) 

 

 

 

 

 

 

 

                                                  (a)                              (b) 

 
       X: False Positive Rate (Num)     

     (c)                                (d) 
 

Figure 5. ROC curves of classifiers based on Bagging ensemble algorithms (a) NB, (b) J48, (c) kNN, (d) SMO. 

 

As a result, both the AUC values obtained in Table 2 and the ROC curves shown in Figure 2-3-4-5 

indicate that ensemble algorithms increase the classifier performance. In other words, as seen in the 

table, the performance of classifiers based on ensemble algorithms in general resulted in AUC values 

close to “1”. J48 classifier provides the maximum AUC value for all ensemble algorithms. On the other 

hand, ROC curves very close to the upper left corner are obtained with a perfectly discriminating 

distribution as seen in panels (b) of the four figures presented. In addition, it becomes very difficult to 

perform the machine learning task or gain insight into the data in the case of very large datasets. Because 

the complexity of the model and the time required to train the model also increase by the reason of 

increasing data size. Moreover, inaccurate, or less reliable results may be obtained. In this context, 

feature selection algorithms provide to obtain a better classification performance in a shorter time by 

removing some features that are unrelated or less important to the dependent variable from the data set. 

 
Table 3. The significant rates of attributes which are obtained with the WSE algorithm. 

 
 Attribute Significant Rate (%) 

1 Age (Age) 100 

2 Gender (Male/Female) 100 

3 Polyuria (Yes/No) 100 

4 Polydipsia (Yes/No) 100 

5 Sudden weight loss (Yes/No) 67 

6 Weakness (Yes/No) 20 

7 Polyphagia (Yes/No) 40 

8 Genital thrush (Yes/No) 47 

9 Visual blurring (Yes/No) 40 

10 Itching (Yes/No) 53 

11 Irritability (Yes/No) 47 

12 Delayed healing (Yes/No) 100 

13 Partial paresis (Yes/No) 13 

14 Muscle stiffness (Yes/No) 40 

15 Alopecia (Yes/No) 87 

16 Obesity (Yes/No) 0 

 

For instance, when "wrapper feature selection algorithm (Wrapper Subset Eval-WSE) following the 

greedy search approach based on bi-directional elimination (Stepwise Selection)" is used, it is 
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determined that "obesity" as an uncorrelated feature (0%) in the original data set consisting of 17 

attributes belonging to each individual. In addition, "weakness" and "partial paresis" are less correlated 

features (20% and 13%) as seen in Table 3. When these features are removed from the dataset and the 

same algorithms are run again, the effect of WSE on the correct classification performance is clearly 

seen. 

 
Table 4. The effect of WSE algorithm to classifiers ‘performance criteria. 

 

Ens  Classifier Accuracy (%) Kappa RMSE AUC 

Adaboost 

 NB 89 0.775 0.288 0.96 

 J48 99 0.967 0.120 1.00 

 kNN 98 0.947 0.255 0.98 

 SMO 92 0.834 0.228 0.98 

 

As can be seen in Table 4, an overall increase in performance measures is observed for the NB, J48 and 

kNN classifiers. More specifically, the accuracy of J48 classifier increases to 99% by using Adaboost 

ensemble algorithm with 15-fold cross validation. In addition, improvement is observed in other 

performance criteria as well. 

 
Table 5. The comparison of the studies’ performance on Early-stage diabetes risk prediction dataset published by UCI. 

 

Method input number Techniques Accuracy 

[11] 12 kNN 97.36% 

[12] 16 RF+10-Fold Cross Validation+ Percentage Split 

Evaluation 
99.00% 

[38] 16 Adaboost and Bagging+NBTree 98.65% 

[39] 16 Multi-Layer Perceptron+Improved Crow Search 

Algorithm 

*one hidden layer 

*two hidden layer 

 

 

97.69% 

96.92% 

proposed 13 WSE+Adaboost +J48 99.00% 

 

In [11], 97.36% classification success is achieved by using the kNN classifier with 12 input features. To 

increase the success in [12], the RF classifier is supported by the Percentage Split Evaluation method 

and 99% accurate classification is provided with 16 inputs. In [38], 98.65% success is obtained by using 

16 inputs with Adaboost, Bagging, NBTree algorithms. [39] uses Multi-Layer Perceptron and Improved 

Crow Search Algorithm. The method has 97.69% and 96.92% success for one and two hidden layers for 

16 inputs. On the other hand, the proposed method, not only saves time and memory as it uses less input, 

but also achieves a very high success rate of 99%. 

 

4. DISCUSSION 

 

Diabetes Mellitus, which is at the forefront of the diseases of the age, is a type of disease that is very 

common all over the world. Moreover, long-term high blood sugar due to diabetes can cause permanent 

damage to the whole body, especially the cardiovascular system, kidneys, or eyes. For this reason, early 

diagnosis of the disease and initiation of the treatment process are also vital for the prevention of other 

diseases. In this paper, it is aimed that a prediction system is modeled for detection of early-stage 

diabetes. To do so, firstly, the performances of NB, J48, kNN, SMO classifiers are compared for four 
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performance criteria which are Accuracy, Kappa, RMSE, AUC. 98% accuracy rate is achieved with the 

kNN algorithm. Then, classifier performances are examined separately based on Adaboost, Bagging and 

RSS ensemble approximations. The results show that the highest classification success of 98% is 

obtained when the J48 classifier is used together with the Adaboost algorithm. The other performance 

criteria Kappa, RMSE and AUC values are 0.963, 0.129 and 0.99, respectively. Finally, the WSE feature 

extraction algorithm is applied to the data set and the irrelevant or least relevant "obesity" (0%), 

"weakness" (20%) and "partial paresis" (13%) attributes are removed from the diabetes dataset. Thus, 

the classification success of the J48 algorithm based on the Adaboost ensemble approach increases to 

99% when 13 inputs are used. In addition, Kappa, RMSE and AUC values are 0.967, 0.120 and 1.00, 

respectively. 

 

Thus, it has been shown that the Adaboost ensemble algorithm can contribute to obtaining effective 

results in the training of different artificial intelligence models to be defined in diabetes risk prediction 

in the future. 
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