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Abstract: The study investigated the impact on student engagement and 

achievement of a "formative thresholded" continuous assessment strategy in which 

students had to meet a modest threshold, but their continuous assessment marks did 

not contribute to their final grade. Students were free to choose their own blend of 

tutor-marked and computer-marked assignments provided they met the threshold in 

a minimum number of assignments. For students reaching this threshold, the final 

grade was determined solely by an end-of-year examination. This assessment 

strategy was compared with one in which summative assignments contributed to the 

final grade alongside the final examination. The methodology took the form of data 

analysis of assessment records from more than 3500 anonymized students over a 

period of 7 years. Evidence was found for improved student engagement under the 

formative thresholded assessment strategy, with students choosing to complete many 

more computer-marked assignments, balanced by slightly fewer tutor-marked 

assignments. There was no change in overall retention. Many students made use of 

the capability to repeat different versions of the computer-marked questions. There 

was some evidence of students gaming the system (repeating questions until they 

obtained a version they had seen before), though most students did not do this at all 

and only a small number did so regularly. Students appeared to make better use of 

model answers, provided in response to three incorrect tries at a question, than of 

hints provided after each try. It was noted that the formative thresholded assessment 

strategy has potential for wider use. 

1. INTRODUCTION 

During the Covid-19 pandemic, much university teaching and assessment that previously took 

place in face-to-face settings was moved online.  Despite some concerns, students were 

generally satisfied with the quality of the assessment they received (Şenel & Şenel, 2021). The 

adjustments made during the pandemic were remarkable, and it is now recognized that, beyond 

the immediate crisis response, there are longer-term lessons for sustainable online learning 

(Adedoyin & Soykan, 2023; Yang & Xin, 2022). While the early focus was on the immediate 

affordances brought by online assessment, it is now appropriate to consider longer term 

implications (St‐Onge et al., 2022). In order to do this, it is necessary to move beyond a 

consideration of which assessment tools to use and instead to start from evidence-based 

assessment design and strategy (Morris et al., 2021). 

 

*CONTACT: Sally Jordan    sally.jordan@open.ac.uk    School of Physical Sciences, The Open University, 

Milton Keynes, MK7 6AA, United Kingdom 

e-ISSN: 2148-7456 /© IJATE 2024 

https://doi.org/10.21449/ijate.1428025
https://dergipark.org.tr/en/pub/ijate
https://orcid.org/0000-0003-0770-1443
https://orcid.org/0009-0004-7191-6283


Jordan & Bolton                                                                       Int. J. Assess. Tools Educ., Vol. 11, No. 1, (2024) pp. 1–19 

 2 

This paper draws lessons from earlier (pre-Covid) data obtained at a university which has taught 

at a distance for more than 50 years and has made increasing use of online teaching and 

assessment through recent decades. In this environment, which much of the sector found itself 

engaging with seriously for the first time in 2020, it is particularly important that students are 

supported and well engaged in their learning. It has been argued that regular assignments, in 

particular computer-marked assignments with instantaneous and targeted feedback, might 

provide distance-learning students with the equivalent of a tutor sitting right beside them (Ross 

et al., 2006). For this reason, modules at the university in the study are usually assessed by way 

of both continuous assessment through the year and an end-of-module assessment, frequently 

an examination. The continuous assessment element has learning and motivation as its primary 

purpose, and comprehensive feedback is provided, but historically it usually also contributed 

towards a student’s grade for the module and hence to their overall result. However, as 

discussed further in Section 2, when assessment has both formative and summative functions, 

the relationships between the two are often complex and sometimes confusing, so it was decided 

to trial a different assessment strategy. 

The new “formative thresholded” assessment strategy studied here required students to reach a 

modest threshold on continuous assessment tasks, but the marks for these did not contribute to 

the final grade. The strategy was designed to enable students and their tutors to focus on the 

formative function of the assignments, freed from anxiety over the minutiae of the score 

received. The formative focus meant that concerns about plagiarism were reduced, so 

assignments could be re-used from year to year and computer-marked assignments could be 

repeated as many times as a student wished. The detailed feedback and indicative scores 

enabled students to monitor their progress and self-regulate. Thus, in several senses of the word, 

the assessment could be considered to be sustainable (Boud & Soler, 2016). 

As Holmes (2018) suggests, assessment can be used to increase student engagement and 

motivation and thus to contribute to the quality of the overall student experience, but concern 

has been expressed that student engagement with assessment might decrease without the 

perceived incentive of a contribution towards a student’s final module grade (Kibble, 2007). 

Thus, the key research question to be addressed was: What is the impact on student engagement 

and achievement of a modest threshold on assignments, compared with a previous situation in 

which some assignments had been summative and some had been purely formative? 

The assignments under consideration were electronically submitted tutor-marked assignments 

and interactive computer-marked assignments. A variety of feedback was provided on both and, 

for the computer-marked assessment, the feedback was instantaneous, and students had an 

opportunity to try the questions again, bringing alignment with Gibbs and Simpson’s (2005) 

conditions under which assessment supports learning. The secondary research question was 

thus: What use do students make of different types of feedback on computer-marked 

assignments, varying from hints to model answers, with the opportunity to attempt questions 

again? 

The remainder of the paper is structured as follows. Section 2 reviews relevant literature. 

Section 3 gives further details of the computer-marked assignments and the formative 

thresholded assessment architecture in which they were embedded. This section also describes 

the datasets and outlines the detailed research questions addressed in the paper. Section 4 

contains the results of the data analysis and Section 5 discusses the results and draws 

conclusions. 

2. LITERATURE REVIEW 

The literature underpinning the work we describe is wide-ranging and extensive. For this 

reason, our review is necessarily selective, concentrating on significant recent contributions, 

meta-analyses, and independent literature reviews. 
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2.1. Student Engagement 

In recent years, much has been written about student engagement, especially in an online 

environment (Bond et al., 2020). The meaning of “student engagement” has evolved over time, 

with widely accepted components including time on task, quality of effort and involvement in 

productive learning activities (Kuh, 2009). Student engagement has been recognized as one of 

the most important drivers of academic success (Kahu, 2013) and is associated with improved 

achievement and retention (Kuh et al., 2008), with disengagement having negative 

consequences on a student’s outcomes and being a predictor of drop-out (Finn & Zimmer, 2012; 

Ma et al., 2015). It is widely accepted that digital educational technologies offer the potential 

to improve engagement (Chen et al., 2010), but the relationships are complex (Rashid & 

Asghar, 2016) and care must be taken in the design and integration of the technology to ensure 

that it is effective (Bond & Bedenlier, 2019; Englund et al., 2017; Kirkwood, 2009). Guo et al. 

(2023) identified eight specific factors which can encourage engagement or act as a barrier to 

it. 

2.2. A Role for Computer-Marked Assessment? 

The term “e-assessment” can refer to any use of a computer as part of the assessment process 

and terms such as “digital assessment”, “online assessment”, “computer-based assessment” and 

“technology-enhanced assessment” are similarly broad. More specifically, “computer-marked 

assessment” refers to situations in which students’ responses are automatically marked. It is 

important to note that, while early computer-marked assessment relied on students indicating 

their responses to multiple-choice questions on a machine-readable form, for marking at a later 

stage, by the 21st Century, the focus had become online computer-marked assessment, enabling 

instantaneous interaction between a student and the system on which the assessment sits 

(Jordan, 2023). At the same time, the range of question types that are available has extended 

beyond selected-response question types such as multiple-choice, multiple-response and drag-

and-drop to include automatically marked constructed-response question types with answers 

comprising numbers and algebraic expressions (Sangwin, 2013; Sangwin & Harjula, 2017), 

words and sentences (Burrows et al., 2015; del Gobbo et al., 2023), and even essays (Ramesh 

& Sanampudi, 2022; Süzen et al., 2020). 

The interactivity of modern computer-marked assessment brings potential for it to motivate and 

engage students (Holmes, 2015). Riegel & Evans (2021) report on positive emotions 

experienced by students following a computer-marked assessment, contrasting with the 

negative emotions experienced following a conventional quiz. Feedback can be provided 

instantaneously, and, in principle, students can then repeat the question or a similar one, thus 

enabling them to learn from the feedback while it is still fresh in their minds (Gibbs & Simpson, 

2005; Nicol & McFarlane-Dick, 2006). Students report that they prefer receiving feedback from 

a computer because it is perceived to be unbiased, non-judgmental and impersonal (Sim et al., 

2004) and enables them to make mistakes in private (Miller, 2008). However, the mere act of 

taking online tests has been shown to improve subsequent performance more than additional 

study of the material, even when the tests are given without feedback. This is the so-called 

“testing effect”; Roediger and Karpicke’s (2006) review of work in this area has been updated 

in Roediger and Karpicke (2018) and Yang et al. (2019). 

2.3. Importance of Assessment Strategy 

Although computer-marked assessment brings potential to improve student engagement, it is 

not uniformly well received by either students or educators (Ghabraie, 2020; Kumar & Sajja, 

2021). Factors that have been identified as significant include the choice of an appropriate 

question type for each item, and the need to take care in writing and checking questions (Benson 

& Brack, 2010; Jordan, 2023). However, here we concentrate on the importance of assessment 

design and strategy, which we take to include the relationship with the rest of the assessment 

on the module and program, whether the focus is formative or summative, and the way in which 
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the computer-marked assessment operates (e.g. whether students can repeat questions and 

assignments). Nguyen et al. (2017) found that assessment design and strategy can have a 

significant impact on student engagement and pass rate, while highlighting the dangers inherent 

when assessment design alters between different but closely associated modules. It is also 

important that assessment is well aligned with learning activities (Barthakur et al., 2022). 

Many authors have highlighted the complex interrelationships between the formative and 

summative functions of assessment (e.g. Lau, 2016). Where formative and summative functions 

co-exist, there is a danger that the purpose will be confused (Boud, 2000) and, in particular, that 

the summative function will dominate (Lipnevich & Smith, 2009). There may be poor 

alignment of student and staff perceptions, with staff seeing the purpose as primarily formative, 

while students are primarily concerned with the grade (Winstone & Boud, 2022). When 

assessment is delivered or marked by electronic means there can be further confusion and lack 

of trust (Rolim & Isias, 2019). 

When assessment has a formative focus, concerns over plagiarism are reduced, which is 

particularly relevant given the growth in contract cheating (Ahsan et al., 2022) and in the use 

of generative artificial intelligence (Farrelly & Baker, 2023). In formative use, computer-

marked assignments can be repeated multiple times, which means that students can act on the 

feedback provided by immediately revisiting the same question or a similar one (Lefevre & 

Cox, 2017). Formative assessment can help students to monitor their progress, encourage 

further study and increase their learning and understanding (McCallum & Milner, 2021). 

3. METHOD 

The investigation was based on a detailed analysis of student interactions with assessment 

collected over a period of seven years. The context in which the study took place is described 

in Section 3.1 while the data analysis methodology is described in more detail in Section 3.2. 

3.1. Context 

The investigation was conducted at the Open University, which is based in the UK, and focused 

on two of its upper-stage undergraduate modules: The Quantum World and Electromagnetism, 

key components of any physics degree. These modules piloted the formative thresholded 

assessment strategy prior to Faculty-wide adoption. Each of the modules counted for 30 points 

in the UK Credit Accumulation and Transfer Scheme (CATS), meaning that each was 

equivalent to a quarter of a year’s study time for a full-time student, spread over a nine-month 

period. The modules could be studied alone or concurrently with each other or with other 

modules. Most Open University students study part-time alongside employment and/or caring 

responsibility and therefore study at an intensity of 30 or 60 CATS points per year. Students on 

the two modules investigated here had a wide range of ages from 18 to over 65, with the 

distribution peaking around age 30. The male: female ratio on both modules was about 4:1. 

The Open University offers supported distance learning to students who may be studying 

anywhere in the world. Primary teaching resources are supplied in printed form and online, and 

students are supported by tutors who offer non-compulsory tutorials (usually online) as well as 

marking assignments and providing feedback comments electronically. Continuous assessment 

is completed in students’ own homes and at a time of their choosing. Furthermore, although the 

students on the modules in question were strongly advised to study recommended lower-level 

mathematics and physics modules, the University’s “open” mission extends to it having no 

entry qualifications and students could not be forced to study prerequisite modules. 

The two modules shared the same overall assessment pattern. In each case, the continuous 

assessment consisted of four tutor-marked assignments and six interactive computer-marked 

assignments, and in order to pass the threshold, students were required to score more than 30% 

in seven of the ten assignments, two of which had to be tutor-marked assignments. Students 



Jordan & Bolton                                                                         Int. J. Assess. Tools Educ., Vol. 11, No. 1, (2024) pp. 1–19 

 5 

passing the threshold could then sit a final examination, and their overall module grade was 

determined solely by the result of this. 

In guidance material, students were encouraged to use the continuous assessment as a resource 

to help them to develop skills and understanding, with the focus being on learning rather than 

marks. Each of the tutor-marked assignments included several questions assessing key physics 

learning outcomes, and required written answers from students, usually with extensive 

mathematical content. Tutors provided detailed feedback on each student’s work as well as a 

summary of the main points requiring attention. Each of the six computer-marked assignments 

included eight questions, comprising a variety of question types, with constructed response 

questions (i.e. free-text entry) being favored over selected response question types such as 

multiple-choice. In line with their pedagogic function, the computer-marked assignments gave 

students many opportunities to re-try questions after receiving feedback. Each student received 

a particular version of each question and had three opportunities to get the correct answer. The 

opportunities were interspersed with increasingly detailed hints, wherever possible tailored to 

the errors made, and a fully worked solution was provided whenever a student completed a 

question, either by getting it right or by having had three tries. The functioning of a sample 

question is illustrated in Figure 1. 

Figure 1. A computer-marked question as attempted by a student, showing the tailored feedback 

generated after incorrect student responses at (a) the first try and (b) the second try; (c) the complete 

solution offered after a third incorrect try or a correct response. 
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After completing a question, students could immediately make an attempt at a different version 

of the question. For brevity, we refer to attempting a fresh version as repeating a question. All 

versions of a question covered the same knowledge and skills, and were of similar difficulty, 

but they differed sufficiently to make students think afresh, even after seeing a model solution, 

as illustrated in Figure 2. Each question had between three and eight versions of similar 

difficulty, arranged in a cyclic order so that a student was presented with fresh versions for as 

long as is possible, until the cycle repeated itself. The initial version of each question was 

chosen at random so repeating an assignment generally led to a different set of question versions 

for a student to tackle. Students were encouraged to make fresh attempts until they were 

confident of having the relevant skills and knowledge. To promote this, the mark awarded for 

the question was that for the most recent attempt; the system therefore rewarded eventual 

success rather than any initial failure. 

Figure 2. A different version of the question illustrated in Figure 1. 

 

At any stage, students could click a “Finish” button, whether or not they had answered all the 

questions in the assignment. This generated an overall score and a summary report of their 

strengths and weaknesses. However, students could then tackle the whole assignment again, as 

many times as they wished and it was their highest overall score that was used to determine 

whether the threshold had been met. Although the threshold was modest, students were 

encouraged to aim well above this by submitting all the assignments and repeating individual 

questions and/or whole assignments until they achieved scores of around 75% or more. 

3.2. Data Analysis 

In this study, the extent of student engagement was measured by: the number of completed 

assignments, the number of times questions and entire assignments were repeated and the 

effects of these repetitions in boosting marks above the modest required threshold. The depth 

of engagement was evaluated by considering the extent to which hints and model answers were 

acted on. Student achievement was measured by the marks obtained in the continuous 

assessment and the examination, and by the overall retention rate. 

Data were analyzed from a number of presentations of the two modules which, for The Quantum 

World, bridged the changes in the assessment strategy, as shown in Table 1. Unfortunately, the 

Open University’s student population also altered, in particular as a result of significant changes 

to higher education funding in England in 2012. To minimize the impact of the changing student 
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population, only presentations of the modules up to those starting in October 2013 and February 

2014 were considered in the study. The dates were chosen so as to maximize the dataset while 

not considering presentations likely to have attracted students who had commenced their studies 

in October 2012 or later, acknowledging that students usually studied the modules in question 

towards the end of their degrees. These two modules were selected for the study because they 

used both tutor-marked and computer-marked assignments and were the initiators and first 

users of the new assessment strategy. In addition, it was reasonable to assume that by this stage 

in their study, most students would be familiar with the University’s approach and would have 

taken the recommended prerequisite modules, although the open entry policy meant that this 

could not be forced. The modules had the same recommended pre-requisites and belonged to 

the same degree structures. Because of student choice over study paths and study intensity, the 

modules did not share a single cohort, though many students studied both modules, either 

concurrently or in different (usually consecutive) presentations. 

Most of the reported analysis relates to the module The Quantum World, before and after the 

changes to its assessment strategy, with later presentations included for verification purposes. 

We have only included comparison with the module Electromagnetism where interesting 

differences were found between the modules. Where outcomes on subsequent presentations 

were found to be similar, data were combined to increase the size of the dataset. 

Table 1. Key features of the presentations of the modules included in the investigation. 

Module Presentation 

abbreviation 

Start date Number 

of 

students 

Characteristics of continuous assessment 

The 

Quantum 

World 

QW Old 1 Feb 2007 383 Summative tutor-marked assignments, no 

computer-marked assignments 

QW Old 2 Feb 2009 380 Summative tutor-marked assignments, purely 

formative computer-marked assignments 

QW New 1 Feb 2010 207 Formative thresholded tutor-marked 

assignments and computer-marked 

assignments 

QW New 2 Feb 2011 290 

QW New 3 Feb 2012 243 

QW New 4 Feb 2013 323 

QW New 5 Oct 2013 365 

Electro-

magnetism 

EM New 1 Feb 2010 286 Formative thresholded tutor-marked 

assignments and computer-marked 

assignments 

EM New 2 Feb 2011 182 

EM New 3 Feb 2012 333 

EM New 4 Feb 2013 278 

EM New 5  Feb 2014 313 

Several specific investigations were conducted, as outlined in the following sub-sections. 

3.2.1. Module completion rates 

The overall completion rates for students on The Quantum World were compared for the 

presentations before and after the change in assessment strategy i.e. the presentations 

abbreviated to QW Old 1 and QW Old 2 (see Table 1) were compared with QW New 1-5. 

3.2.2. Assignment submission rates and grades 

Analyses were conducted, again for The Quantum World over a range of presentations, into: 

1. The impact of the switch to formative thresholded assessment on overall submission rates. 

2. The extent to which students did more than the bare minimum required, as measured both 

by the number of assignments submitted and the grades achieved relative to the threshold. 
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3. Whether there was a relationship between the number of assignments completed and the 

student’s final module result, based on examination performance. Note that we would 

expect there to be a strong correlation between the number of assignments submitted and 

the final examination mark, but this is not necessarily evidence of a causal link between 

these two factors; conscientious students are likely to study harder, resulting in both com-

pletion of more assignments and a better mark in the final examination. However earlier 

work (Bolton, 2010a) had shown that the single most important predictor of success in 

The Quantum World was performance on the recommended mathematics prerequisites. 

This allowed us to explore how completing a given combination of assignments increases 

or decreases a student’s examination mark, on average, relative to other comparable stu-

dents. The details of this analysis are given in Section 4.2.3. 

3.2.3. Repetition of computer-marked questions and the use of feedback 

Analyses were conducted into the extent to which students repeated computer-marked questions 

and the use they made of the feedback provided. Because some differences in behavior were 

noticed between the students on the different modules, The Quantum World and 

Electromagnetism, we report and discuss both, in considering: 

1. The use made of hints by students prior to a second and/or third try at a question. 

2. The extent to which students repeated complete questions (in different versions). 

3. The extent to which students were “gaming the system” by repeating a question without 

making a serious attempt to answer it until they had seen the full answers to all versions 

of the question, at which point their next attempt was correct at the first try. As a proxy 

for this, we looked for a pattern of behavior which generated a repeated score of zero 

within the system for exactly the same number of attempts at the question as there were 

versions of that question, immediately followed by an answer that obtained full marks. 

4. RESULTS  

4.1. Module Completion Rates 

60.3% of the students who commenced study of QW Old 1 (summative tutor-marked 

assignments and no computer-marked assignments) completed it, while 70.9% of the students 

who started the next presentation, QW Old 2 (summative tutor-marked assignments, purely 

formative computer-marked assignments), completed the module. This is a significant result   

(p = 0.0034 that such an outcome might arise by chance) and there is no reason to suspect that 

the student population changed significantly between the two presentations. It therefore seems 

likely that the introduction of the computer-marked assignments had a positive effect. 

In contrast, the completion rates following the change to formative thresholded assessment 

(70.5% for QW New 1 and 69.5% for the 1221 students on all remaining presentations in the 

study) were very close to those for QW Old 2, indicating that the move to formative thresholded 

assessment had no significant impact on student retention. Completion and pass rates showed 

almost no correlation with age or gender. 

4.2. Assignment Submission Rates and Grades 

4.2.1. Overall submission rates 

Figure 3 shows the assignment submission rates for QW Old 2 (summative tutor-marked 

assignments, purely formative computer-marked assignments) compared with the remaining 

five presentations in the study (formative thresholded tutor-marked and computer-marked 

assignments). The new thresholded assessment strategy gave students more flexibility than the 

previous strategy of summative tutor-marked assignments and optional computer-marked 

assignments. Figure 3 shows that students used this flexibility to complete many more 

computer-marked assignments, balanced by slightly fewer tutor-marked assignments. The 
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number of students attending the examination was unaffected by the change in continuous 

assessment strategy. 

Figure 3. Submission rates for assignments on the module The Quantum World. Figure 3(a) shows the 

four tutor-marked assessments (TMA1 – TMA4) and the examination. Figure 3(b) shows the six 

computer-marked assignments (CMA1 – CMA6). The labeling of the different presentations of the 

module is as given in Table 1. 

 

4.2.2. Are students doing more than the bare minimum? 

Of the 1036 students who submitted and achieved the threshold of 30% in seven assignments, 

on the presentations of The Quantum World from QW New 1 to QW New 5, 865 (83.5%) did 

more than the minimum i.e. submitted at least eight assignments, and 499 (48.2%) of the 

students submitted all ten assignments available. 

The scores recorded for assignments were also, on average, very much higher than the minimum 

of 30% required. Figure 4 illustrates that there was no consistent difference between the 

percentage scores for summative tutor-marked assignments (QW Old 2) and formative 

thresholded tutor-marked assignments (QW New 1), and the outcomes have been similar for all 

for subsequent presentations. Since QW New 1, mean scores of 80% or above have been 

observed on all computer-marked assignments, with a small but consistent increase in mean 

score in the years following the move to formative thresholded assessment. 

Figure 4. Mean percentage scores for tutor-marked assignments (TMA 1 – TMA 4) before and after the 

change in assessment strategy on the module The Quantum World. 

 

4.2.3. Relationship between the number of assignments submitted and examination score 

Table 2 shows the mean examination marks for the students who were in each assignment 

submission category for QW New 1 and QW New 2 combined. Cells left blank in the table 

correspond to combinations that did not meet the continuous assessment threshold (so students 

could not obtain credit), though it is noteworthy that very few students who studied to the end 

of the module were in these categories. Non-zero entries along the uppermost diagonal 

correspond to the minimum allowed number of assignments with scores over 30%. Note, for 

example, that the 58 students who had submitted just three tutor-marked assignments (TMAs) 

and four computer-marked assignments (CMAs) had a mean examination mark of 49.4% while 
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the 478 students who had submitted all four tutor-marked assignments and all six computer-

marked assignments had a mean examination mark of 74.1%. As expected, students who did 

more assignments during the year also did better on the examination, but it would be dangerous 

to attribute this outcome to a simple causal link between engagement with continuous 

assessment and final examination score. 

Table 2. Mean examination score for students who successfully completed given combinations of 

assignments in The Quantum World. In each cell n is the number of students. Blank cells indicate 

combinations that fall short of the threshold requirement for sitting the examination. 

 2 TMAs 3 TMAs 4 TMAs 

3 CMAs   55.8% (n = 20) 

4 CMAs  49.4% (n = 58) 62.7% (n = 49) 

5 CMAs 52.0% (n = 58) 56.2% (n = 54) 66.8% (n = 93) 

6 CMAs 44.0% (n = 55) 53.9% (n = 88) 74.1% (n = 478) 

Table 3 presents the results of the more subtle investigation based on the difference between 

actual and reference examination scores, averaged over students in each cell of the table. The 

reference score for each student is the average examination score for all students with the same 

grade in the mathematics prerequisite module. A previous study (Bolton, 2010a) showed that 

this is a strong predictor of final outcome. Because the analysis is based on a redistribution of 

marks, cells can have positive or negative values, averaging to zero across the whole student 

cohort. Cells with positive (or negative) values indicate combinations of assignments that 

deliver better (or worse) results than predicted on the basis of prior performance. For example, 

the 478 students who completed all available assignments had an average uplift in their 

examination score of 6.6 percentage points compared to the average for all students who 

matched their achievement in the prerequisite module. By contrast, the 58 students who 

submitted just three tutor-marked assignments and four computer-marked assignments did 

worse than their peers by 12.0 percentage points. 

Table 3. Average differences between actual and reference examination scores for students with given 

combinations of completed assignments. In each cell n is the number of students.  

 2 TMAs 3 TMAs 4 TMAs 

3 CMAs   ˗7.0 (n = 20) 

4 CMAs  ˗12.0 (n = 58) +0.1 (n = 49) 

5 CMAs ˗8.7 (n = 58) ˗7.8 (n = 54) +2.4 (n = 93) 

6 CMAs ˗15.4 (n = 55) ˗8.3 (n = 88) +6.6 (n = 478) 

4.3. Repetition of Computer-Marked Questions and Use of Feedback 

4.3.1. Use of hints 

Table 4 shows the percentage of all computer-marked question attempts which were correct at 

the first, second and third try. Overall, 61.4% of question attempts on The Quantum World and 

51.7% of question attempts on Electromagnetism were correct by the third try. It is noteworthy 

that most correct question attempts were correct at the first try, without any need for hints. For 

students who initially got the answer wrong, the first hint was more effective than the second, 

though many students failed to benefit from either. It is also noteworthy that, on average, 

students were less likely to get the correct answer for Electromagnetism questions, even after 

three tries. 
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Table 4. Percentage of responses that were correct at first, second and third try, for all available 

questions on The Quantum World (QW) and Electromagnetism (EM). 

 QW (as % of all 

question 

attempts) 

QW (as % of 

those making this 

try) 

EM (as % of all 

question 

attempts) 

EM (as % of 

those making this 

try) 

Correct at 1st try 43.0 43.0 34.3 34.3 

Correct at 2nd try 12.9 22.7 12.2 18.5 

Correct at 3rd try 5.5 12.4 5.2 9.8 

Correct at 1st, 2nd 

or 3rd try 

61.4  51.7  

Table 5 illustrates the extent to which the feedback provided in the hints appears to have been 

ignored, as implied by student responses being identical from one try to the next. This behavior 

is surprisingly common, and indeed a total of 20.8% of all student attempts at questions on The 

Quantum World and 28.7% of all student attempts at Electromagnetism questions offered three 

identical responses. Interestingly, while for The Quantum World most of these instances 

comprised situations where a response had been entered at first try but was not then 

subsequently altered, for Electromagnetism it was more common for students to enter no 

response at all. 

Table 5. Percentage of responses that were identical at first, second and third try, for all available 

questions on The Quantum World (QW) and Electromagnetism (EM). 

 QW (as % of 

all question 

attempts) 

QW (as % of 

those making 

this try) 

EM (as % of 

all question 

attempts) 

EM (as % of 

those making 

this try) 

Identical response at 1st & 2nd try. 21.7 38.1 30.4 46.3 

Identical response at 2nd & 3rd try. 24.9 56.5 34.1 63.7 

Three blank responses. 6.4 14.4 19.4 36.3 

Three identical but non-blank 

responses. 

14.4 32.7 9.3 17.4 

4.3.2. Repetition of questions 

We now report the extent to which students made repeated attempts at different versions of 

whole questions. For The Quantum World, over all questions and all presentations, the mean 

number of attempts at each question was 2.1, while for Electromagnetism the mean number of 

attempts was 2.5. However, these figures mask huge variation between different questions and 

different students. Unsurprisingly, questions which had a lower mean first attempt score were 

more likely to be repeated than higher scoring questions. It is also noteworthy that the mean 

number of attempts was very slightly higher for constructed-response questions, in which 

students construct their own answer (2.1 for The Quantum World and 2.6 for Electromagnetism) 

than for selected-response questions such as multiple-choice, in which students select from 

options provided in the question (2.0 for The Quantum World and 2.3 for Electromagnetism). 

Figure 5 shows the overall distribution of question attempts for students on QW New 5 and EM 

New 5. Most students attempted most questions just once, but a small number of students 

attempted questions very many times. Note the very different pattern of Figure 5(a) (for The 

Quantum World) and Figure 5(b) (for Electromagnetism). For Electromagnetism, a larger 

number of students attempted the questions precisely four times than would be expected from 

the overall trend. Since all Electromagnetism questions have three versions, this may be as a 

result of students “gaming the system” i.e. writing down the correct answer to the first version 

they received then waiting for the same version to appear again. This point is further explored 

in the next section. The Quantum World questions had a variable number of versions. 
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Figure 5. Distribution of the number of attempts made by all students on all questions for (a) QW New 

5 and (b) EM New 5. 

 

Figure 6 illustrates the impact of repeating questions on the final scores for each computer-

marked assignment. Students on both modules appeared to have taken very seriously the advice 

that they should aim for at least 75%, and they repeated questions to achieve this.  The first 

attempt score for a typical assignment had a mean of around 50% for The Quantum World and 

around 45% for Electromagnetism (shown by the blue bars in Figure 6); this  increased to 

around 80% for both modules on the final attempt (shown by the red bars). 

Figure 6. The boost in marks achieved by repeating computer-marked questions in CMA1-CMA6 for 

(a) The Quantum World (data from QW New 2 to QW New 5 combined) and (b) Electromagnetism (data 

from EM New 2 to EM New 5 combined.) Blue bars show the first attempt, red bars the last. 

 

4.3.3. Gaming the system 

From a baseline of 566 registered students on the QW New 3 and QW New 4 presentations of 

The Quantum World, 65.5% never exhibited the behavior of repeating questions for exactly the 

same number of times as there are versions and then getting the question correct immediately 

afterwards (a signature of “gaming the system”). The corresponding percentage from a baseline 

of 611 registered students on the equivalent presentations of Electromagnetism was 52.8%. A 

further 9.8% of the students on The Quantum World and 11.2% of those on Electromagnetism 

exhibited this behavior on just one of the 48 questions. A minority of students exhibited the 

behavior more widely. On The Quantum World, 12.9% did so for 5% of the questions, 6.9% 

for 10% of the questions and 1.8% for more than half of the questions. The corresponding 

percentages for the Electromagnetism module are slightly larger: 19.8%, 9.1% and 1.8%.  

5. DISCUSSION and CONCLUSIONS 

We were seeking to investigate the impact on student engagement of allowing students freedom 

in choosing a blend of tutor-marked and computer-marked assignments, subject to modest 

thresholds on grades. This compared with a more rigid previous system based on summative 

tutor-marked and formative computer-marked assignments.  At the whole module level, a 

critical measure of student engagement is whether students are retained to the end of the 
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module. If the change in assessment strategy had resulted in a reduction in retention, this would 

have been a real cause for concern, while an increase in retention would have been pleasing. 

However, there was no significant change in retention at all. 

In contrast, the introduction of computer-marked assignments in the first place coincided with 

a significant increase in retention for that presentation of The Quantum World, and the improved 

retention rate was maintained through the change in assessment strategy. This is particularly 

pleasing in the light of the Open University’s open entry policy. Care must be taken in 

attributing causality for the improvement, because other changes were made at the same time 

as computer-marked assignments were introduced, but a student survey conducted at that time, 

to which 53 students responded, illustrated strong student satisfaction with the computer-

marked assignments (Bolton, 2010b). 83% of respondents agreed that computer-marked 

assignments helped them to acquire skills and knowledge, while 79% agreed that computer-

marked assignments helped them to prepared for the examination, and 75% agreed that 

computer-marked assignments helped them to understand what they needed to study further. 

Although feedback from humans, in this case the students’ tutors, is inevitably more flexible 

than the automated hints provided by the computer-marked assignments, only a minority of 

respondents (42%) agreed that tutor-marked assignments taught them more than computer-

marked assignments. The positive reaction to computer-marked assessment is in line with the 

findings of Holmes (2015) and Ghabraie (2020).  

When a modest threshold was introduced, most students were observed to do considerably more 

than was required, both in terms of the number of assignments submitted and as measured by 

the marks obtained for each assignment (noting that, provided the threshold had been reached, 

the mark did not contribute to students’ results). Most starkly, the computer-marked assignment 

submission rate increased markedly when the threshold was introduced, and students repeated 

computer-marked questions in order to achieve an improvement in their score, leading to a 

marked increase in the mean score for each assignment. By these measures it appears that the 

modest threshold, accompanied by advice to aim for a much higher score, was effective in 

encouraging engagement. 

After considering other reasons for the correlation between the number of assignments 

submitted and examination score, it appears that submitting more assignments had a genuinely 

positive impact on final outcome for most students. This contrasts with Kibble’s (2007) finding 

that a significant number of students who scored 100% on quizzes in response to incentives 

(credit of between 0.5% and 2% per quiz) did not subsequently perform well on summative 

examinations. The quizzes, like ours, had a primarily formative function and Kibble describes 

the student usage as “inappropriate”, with a suspicion that students had copied from their peers, 

meaning that they were taking approaches in which “quiz points are scored, but which 

circumvent learning” (Kibble, 2007, p. 259).  

Less positively, on both of the modules in our study, but in particular Electromagnetism, it 

seems that many students were not making as much use as had been hoped of the hints provided 

after one or two unsuccessful tries at computer-marked questions, relying rather more on the 

full answers provided after three unsuccessful tries. This result is in line with a survey in which 

students on The Quantum World were asked to rank eight features of the computer-marked 

assignments in terms of their helpfulness: “Being given a full solution” was reported as the 

most helpful aspect by 50% of the 53 respondents, compared with “Being given hints when my 

answer was incorrect” which was only considered to be the most helpful aspect by 23% of 

respondents (Bolton, 2010b, p. 85). These findings contrast with those from another Open 

University module, where hints were found to be more useful than the full answers (Jordan, 

2011). However, that module used a very different assessment strategy to that considered here: 

the computer-marked assignments were summative and students were not able to repeat 

complete questions, meaning that students were not able to act on the final answers given (Gibbs 
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& Simpson, 2005). This serves to illustrate the importance of assessment strategy in 

determining the outcome of a change in assessment practice (Nguyen et al., 2017). 

Some interesting insights can be obtained by comparing the use that was made of feedback on 

the two modules in the study. Electromagnetism students were less likely to get the correct 

answer after three tries, and considerably more likely to enter a blank response at each try, 

though students on The Quantum World were more likely to enter identical but not blank 

responses. Electromagnetism students were also more likely to make repeated question 

attempts, more likely to make precisely four attempts at questions, and more likely to repeat 

questions with zero score until one attempt more than the number of versions available, at which 

point they got a previously seen version of the question correct. There are several possible 

explanations for this differing behavior, each supported by some evidence, so all the 

explanations are worthy of consideration and of further investigation. 

Firstly, Electromagnetism was generally considered to be a more difficult module than The 

Quantum World. We have already noted that questions with a lower mean first attempt score 

were more likely to be repeated than higher scoring questions, and students were plausibly 

repeating the difficult questions in order to learn from the full answers provided after three 

unsuccessful tries. 

It has been noted elsewhere that students leave blank responses when they do not understand 

the question or the feedback provided (Jordan, 2014). Prior to the study reported here, student 

responses to the computer-marked assessment questions on The Quantum World had been 

analyzed in detail which had led to the removal of some questions, the rewording of others and 

additional tailored feedback for common incorrect responses. This detailed analysis had not 

taken place for Electromagnetism, and the difference in question behavior on the two modules 

points towards the importance of writing high quality questions, monitoring their use, and 

iterative development (Benson & Brack, 2010; Jordan, 2023). 

It is to be expected that students will be more likely to enter a response of some sort rather than 

leaving a blank response when the answer is easier to guess. Therefore, we would expect more 

blank responses to constructed-response questions than to selected-response questions, in which 

students are provided with options from which to guess. Overall, 18.8% of the 

Electromagnetism questions are selected response, while 30.0% of The Quantum World 

questions are selected response. 

Despite some concern that students were “gaming the system”, for both The Quantum World 

and Electromagnetism, the majority of students never repeated questions for exactly the same 

number of times as there were different versions and then got the answer correct immediately 

afterwards. Where students did exhibit this behavior, it was usually just on a small number of 

questions, with only a handful of students doing so on most questions. It seems likely that the 

behavior was a “helpless reaction” because they did not know how to proceed by other means 

(Jordan, 2014). One of the factors that has been associated with increased incidence of cheating 

is a student’s perceived inability to complete the assessment task themselves to the standard 

they feel is required (Sevnarayan & Bridget Maphoto, 2024). It is reassuring that, in general, 

students who occasionally in early assignments repeated questions unsuccessfully until they 

obtained a version that they had seen before did not then go on to do so regularly. This gives 

some optimism that most students appreciated that the assessment’s formative focus meant that 

obtaining the right answer by this method was only cheating themselves (Ashworth et al., 1997). 

Although the problem is a relatively minor one, it is worth monitoring questions that seem to 

provoke this behavior and make changes where necessary. It is also advisable for questions to 

have a variable number of versions. 
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5.1. Limitations and Future Work to Address These 

A known limitation of the study is its reliance on data gathered from a changing student 

population. We selected student cohorts that were as stable as possible, but we could not entirely 

remove the risk of impact. In addition, while we hypothesize plausible explanations for some 

of the different student behaviors on the two modules in the study, it has not been possible to 

test these hypotheses. The physics curriculum at the Open University is currently being 

redeveloped, providing an opportunity for further investigation, on a more stable student 

population, into the impact of assessment strategy on student engagement. However, as the 

educational community considers future assessment practice beyond the Covid-19 pandemic, 

we also encourage colleagues in other institutions to conduct similar investigations into the 

effectiveness of formative thresholded assessment and also to research the impact of a range of 

apparently minor factors, such as the level of the students and the guidance provided to them 

on assessment strategies. 

5.2. Conclusions 

In response to our first research question, we found no detrimental impact following the 

introduction of modest thresholds for tutor-marked and computer-marked assignments, 

compared with a previous situation in which some assignments had been summative and some 

had been purely formative.  There was some evidence of improved engagement under the 

revised assessment strategy, but no change to overall retention on the modules included in the 

study. Computer-marked questions could be repeated, using a number of versions, as many 

times as a student wished prior to the deadline, and students were found to repeat questions to 

improve their score, well beyond what was required in order to reach the required threshold.  

In answer to our second research question, students were found to make better use of the model 

answer provided after three tries than the hints provided after each unsuccessful try. There was 

evidence that on some occasions some students repeated a question until they obtained a version 

that they had seen previously, but most students exhibited this behavior not at all or on a very 

small number of occasions. 

More generally, the study provided evidence of the need to address assessment strategy in 

addition to question type when moving toward online assessment. In addition, it has highlighted 

the importance of considering detail when designing assessment, as apparently minor factors 

can have a disproportionate effect on student engagement. 
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