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Abstract: This study aims to apply the Apriori association rule algorithm on 14 continuous egg quality traits recorded from 
4320 eggs of three commercial white-laying chicken lines. In the study all the continuous data were discretized using Equal-
Width-Interval method based the number of intervals obtained with Rice formula. Association rules analysis on the discretized 
dataset resulted with a total of 349 rules consists of 3 and 4 items. According to the top five rules by support and confidence, 
some important associations were obtained between the certain value ranges of the traits egg weight, egg width, egg length, 
shell thickness, and shell breaking strength when compared to the others. The appropriate biological and economic 
interpretations of the obtained rules may contribute to the poultry industry in practice. 
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1. Introduction 
In the last decade, rapid advances in information 
and communication technologies have led to the 
emergence of big data and, in parallel, data mining 
has become a popular field of study. Data mining is 
a field of data science that encompasses techniques 
and methods used to discover and extract 
interesting, important and useful information and 
patterns which are hidden in large relational and 
transactional databases (Han and Kamber, 2001). 
Data mining studies are commonly examined under 
two main groups: descriptive and predictive data 
mining. Association Rules (AR) analysis is a 
descriptive data mining process aiming to find the 
associations and co-occurrences between the items 
in data sets, especially in the large transactions data 
sets (Han and Kamber, 2001; Patel and Patel, 2014). 
Market basket analysis, which is done to determine 
which goods are purchased together in retail stores, 
is a typical common example of AR. As it is well 
understood from this classical example, ARs are "if-
then" statements, showing the probability of 
associations between items. So, the rules can be 

defined as the antecedent itemset implies the 
consequent itemset. Since AR aims to discover such 
rules, it is also called to as association rule mining 
or mining associations. 

Association rules has been originally introduced 
by Agrawal, Imielinski, Swami using an algorithm 
called AIS (Agrawal, 1993; Kumbhare and Chobe, 
2014). Following the AIS algorithm many AR 
algorithms have been developed such as the Apriori 
(Agrawal and Srikant, 1994), Partition (Savesere et 
al., 1995), SET-oriented Mining of association rules 
(SETM) (Houtsma and Swami, 1995) and Closed 
Association Rule Mining (CHARM) (Zaki and 
Hsiao, 2012). The Apriori association rule 
algorithm that is the most well-known and widely 
used among them. 

Association rule algorithms have been defined 
specifically for binary and multi-categorical data in 
the databases. For instances the Apriori association 
rule algorithm works with binary data. However, in 
agriculture as well as in many fields, databases 
consist of both categorical and continuous data.       
A typical poultry dataset contains mixed data types 
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such as egg weight, shell color, albumen index, 
shell shape, etc., in egg quality parameters. This 
poses a challenge for association rule algorithms to 
apply AR with continuous variables. Fortunately, it 
is possible to convert continuous variables into 
categorical variables using discretization methods 
and apply existing AR algorithms. In order to 
address this issue, Dougherty et al. (1995), Liu et al. 
(2002), Kotsiantis and Kanellopoulos (2006), 
García et al. (2013), and more recently Ramírez-
Gallego et al. (2015) have suggested various 
discretization methods for applying AR algorithms 
with quantitative data. Cebeci and Yildiz (2017a) 
compared the performances of well-known EWI, 
EFI and K-Means Clsutering (KMC) discretization 
methods. 

Although it has been applied especially in the 
fields of marketing and medicine, AR studies are 
not often encountered in the field of agriculture and 
livestock farming. Although some studies have 
been done on rule mining in crop production, there 
are very few studies in the field of animal 
husbandry. In recent years, Nyambo et al. (2019), 
Niu et al. (2020), Balhara et al. (2021) and Patil 
(2021) have addressed association rule mining in 
livestock datasets in their studies. Additionally, 
Hahsler and Karpienko (2017), Nyambo et al. 
(2019), Wang et al. (2019), Niu et al. (2020) and 
Mehta and Bura (2020) have utilized advanced 
visualization tools within R statistical software to 
enhance the understanding of associations. 
Moreover, these previous studies were not 
conducted on continuous variables. Thus, in this 
study, a dataset of egg quality data of three white 
egg-laying chicken breeds raised at in an 
institutional poultry house was used to extract the 
rules between quantitative data. The parameters 
determining egg quality are examined in two 
categories as internal and external characteristics. 
While external quality traits include egg weight, 
shell thickness, shape index, shell color, and shell 
thickness while the internal quality traits are 
albumen index, yolk index, yolk weight, and yolk 
color (Molnar and Szöllösi, 2020; Okon et al., 
2020). Out of them, egg weight is one of the most 
important quality traits. Researchers indicate that 
moderate egg weight is better for incubation 
hatchability (Wilson, 1991; Narushin and 
Romanov, 2002) due to positive correlation 
between hatching and egg weight. Simultaneously, 
shell thickness also affects hatchability. It has been 
observed that hatchability in eggs with thick shells 
is 30% higher compared to thin shells. Shell 
thickness is crucial for table eggs as well during 
transportation, eggs with thin shells are more likely 
to break.  Another  parameter  affecting           hatchability  

is egg shape. Successful hatchability is achieved 
with normal-shaped eggs, particularly when the egg 
shape index is between 72-76% (Narushin and 
Romanov, 2002; Elibol, 2009). For consumer 
perception, not only the shape of the egg but also 
the yolk color is important, as many consumers 
believe that eggs with a dark yolk color and shell 
color are preferable (Align et al., 2023). Therefore, 
a good understanding of both internal and external 
egg characteristics provides the opportunity to 
optimize production programs, adjust feeding 
schedules, and regulate environmental conditions 
effectively. Egg quality traits s also play a pivotal 
role in influencing the reproductive function of 
poultry and are essential for ensuring the production 
of healthy chicks (Durmus, 2014). Although some 
egg quality characteristics may not directly impact 
yield, they are economically significant depending 
on the preferences. Therefore, insufficient egg 
quality characteristics can have negative effects on 
both egg quality and chick hatchability, posing a 
significant economic challenge for poultry farmers 
and egg producers. Egg quality characteristics are 
crucial factors utilized to achieve a healthy chick 
hatchability and impact the reproductive function in 
poultry (Durmuş, 2014). While some egg quality 
characteristics may not directly affect yield, they 
are still significant factors influencing economic 
profitability due to producer preferences. Eggshell 
thickness is highly important for the extended 
storage, preservation, and packaging of eggs (Gül et 
al., 2021). Therefore, insufficient egg quality 
characteristics adversely affect both egg quality and 
chick hatchability. This leads to a significant 
economic problem for poultry farmers. 

This study aims to apply AR to obtain the rules 
between egg quality traits as an example of AR 
studies in animal production. The goal of the study 
is to determine associations between the egg quality 
traits in addition to demonstrate how the Apriori 
algorithm can be applied to quantitative data. 

 
2. Materials and Methods 
2.1. Study data 

A dataset consists of 15 traits measured on 4320 
eggs of three commercial lines (Atabey, Nick and 
Decalp) at the Poultry Research and Application 
Farm in the Faculty of Agriculture, Çukurova 
University in Adana, Türkiye were used in this 
study. The dataset used comprises the line as a 
categorical variable and 14 continuous traits as 
given in Table 1. In order to ease to refer and 
analyze, the traits are renamed as short variable 
names from V1 to V14 as shown in the Table 1. 
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Table 1. The descriptive statistics and test results for the egg traits  
 Traits  TN Mean SD Min. Max. CV (%) IQR ADT(p) Outliers 
 Egg weight (g) V1 60.16 4.91 47.68 74.72 8.19 6.74 4.28e-10*** 57 
 Egg width (mm) V2 43.19 1.22 42.38 46.67 2.83 1.59 0.02* 62 
 Egg length (mm) V3 56.93 2.23 50.43 63.52 3.92 3.12 1.04e-14*** 44 
 Egg pH V4 8.46 0.20 7.89 9.04 2.38 0.28 8.28e-06*** 31 
 Yolk color index V5 81.77 5.36 66.29 97.42 6.55 7.54 0.003*** 74 
 Shell breaking strength (n cm-2) V6 4.68 1.05 1.70 7.65 22.44 1.44 1.20e-11*** 119 
 Shell thickness (µm) V7 366.4 22.64 303.3 429.4 6.18 31.3 0.0014** 42 
 Shell weight (g) V8 6.80 0.64 4.99 8.66 9.48 0.90 0.173ns 45 
 Yolk weight (g) V9 16.08 1.90 11.03 21.23 11.80 2.49 2.80e-06*** 42 
 Yolk height (mm) V10 18.36 1.07 15.43 21.26 5.84 1.44 0.056ns 37 
 Yolk width (mm) V11 39.92 2.60 32.55 47.41 6.53 3.66 1.04e-06*** 62 
 White height (mm) V12 8.64 1.15 5.32 11.78 13.32 1.60 0.0011** 39 
 White width (mm) V13 64.85 5.53 50.04 80.18 8.53 7.28 3.70e-24*** 94 
 White length (mm) V14 85.42 7.03 66.77 104.61 8.23 9.75 2.07e-10*** 31 
 Chicken line CL The class variable has three levels: A, D, N 
TN: Analysis name of trait, SD: Standart deviation, Min.: Minimum, Max.: Maximum, CV: Coefficient of variation, IQR: Inter Quartile Range,        
ADT(p): Anderson-Darling Test, *: p<0.05, **: p<0.01, ***: p<0.001, ns: Not significant 
 
2.2. Data preprocessing 

Before starting AR analysis for continuous 
variables, it is important to perform two basic data 
preprocessing tasks such as detection and removal 
of outliers, and imputation of the missing values. 
The R, a language and environment for statistical 
computing (Anonymous, 2023) was used in all of 
the steps of data preprocessing and AR analysis in 
this study. 

As the first data preprocessing task, the missing 
values were counted and imputed in the dataset. 
Although there are various methods available for 
imputation of missing values, one commonly 
efficient method is the Predictive Mean Matching 
(PMM) to apply on multivariate data (Little, 1988). 
The Predictive Mean Matching involves predicting 
missing values based on available data and 
matching them with observed values to create a 
complete dataset. It provides indispensable 
advantages such as avoiding potential loss of 
information and maintaining accuracy with 
complete data in subsequent analyses. An 
implementation of the PMM included in the "mice" 
package (Van Buuren and Groothuis-Oudshoorn, 
2011) of R statistical software was used to impute 
the missing values of the traits in the study dataset.  

For outlier detection, various statistics-based, 
distance-based, density-based, cluster-based and 
graph-based methods are available in the literature. 
Although the motivation to these methods is beyond 
the scope of this study, the boxplot method based on 
Tukey's interquartile range (IQR= Q3-Q1) statistics 
is one of the simplest methods that can be used 
successfully on many data. The boxplot method 
allows identifying potential outliers lying beyond 
the quartiles Q1 and Q3 in addition to visually 
inspection of data distribution. As described by 
Wang et al. (2019), the values below Q1-1.5 IQR 

and above Q3+1.5 IQR are evaluated as outliers 
with this method. The outliers for each trait were 
detected using boxplot function of R based on 
Tukey's IQR method, and they were removed from 
the dataset using a custom R script. The numbers of 
outliers detected and removed from the dataset are 
given in Table 1 according to the traits. 
 
2.3. Normality tests and normalization 

After missing value imputation and outliers 
removal in the dataset, a normality check was 
applied using Anderson Darling Test (ADT) in 
order to decide which discretization method will be 
employed in the study. In addition to the descriptive 
statistics of the traits, the normality test results were 
also provided in the Table 1. According the results 
of ADT, since all of the traits except yolk height 
were normal, only a normalization was applied for 
the trait of yolk height. In this way, deviations that 
may arise from different distributions of the 
examined traits were avoided. 

 
2.4. Discretization of continuous data 

Various unsupervised and supervised learning 
methods can be used for discretization of 
continuous variables for AR analysis. The 
supervised discretization, mainly Chi-square based, 
methods use the class information for setting 
discretization intervals which is mostly missing in 
practice (Cebeci and Yildiz, 2017b). On the other 
hand, the unsupervised methods need not class 
information and thus directly applied on the study 
data (Cebeci and Yildiz, 2017a). In this study, two 
unsupervised discretization methods called Equal 
Width Interval Discretization (EWI) and Equal 
Frequency Interval Discretization (EFI) were 
applied to discretize the continuous traits. 



299 Türkiye Tarımsal Araştırmalar Dergisi - Turkish Journal of Agricultural Research       11(3): 296-304

CERİTOĞLU and CEBECİ

 

 

Equal Width Interval Discretization method is 
an effective and straightforward discretization 
method that transforms continuous features into 
discrete ones. This method divides the continuous 
data range into a fixed number of k intervals, as 
determined by the user. The width of each interval 
is obtained by dividing the data range by the number 
of intervals. In other words, the width of each 
interval is calculated using the Equation 1. 

Width= [max(X)-min(X)]/k                           (1) 

Where, X is a continuous data set and k is the 
number of intervals. 

Equal Frequency Interval Discretization method 
is a widely used and effective discretization 
technique. In this method, the continuous dataset is 
transformed into categorical data by dividing it into 
intervals of equal frequency. The width of each 
interval is obtained by dividing the number of 
continuous values in the dataset by the number of 
intervals. The width of each interval is calculated as 
shown in Equation 2. 

Frequency= n/k                                              (2) 

Where, n is the number of observations in the 
dataset X and k is the number of intervals 
(Hacibeyoglu and Ibrahim, 2018; Putri et al., 2023). 
The number of intervals for discretization were 
computed using ten different methods listed in 
Table 2. 

The function "discretize" from the R package 
"arules" (Hahsler et al., 2016) was used to discretize 
the continuous traits on the filtered or cleaned 
dataset from previously described data 
preprocessing stage. 
 

2.5. Association rules and Apriori algorithm 
Association rule analysis, is a rapidly emerging 

field of study in data mining which is used to 
discover the interesting associations as the rules in 
large data sets. Consider a set of items                       
𝐼𝐼𝐼𝐼 =  {𝐼𝐼𝐼𝐼1, 𝐼𝐼𝐼𝐼2, … , 𝐼𝐼𝐼𝐼𝑚𝑚𝑚𝑚}. Let 𝑇𝑇𝑇𝑇 represent transactions 
containing sets of items, where 𝑇𝑇𝑇𝑇 ⊆  𝐼𝐼𝐼𝐼. If 𝐴𝐴𝐴𝐴 is a set, 
then in transaction 𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖 ,𝐴𝐴𝐴𝐴 𝐴  𝑇𝑇𝑇𝑇𝑖𝑖𝑖𝑖 . Association rules are 
represented as 𝐴𝐴𝐴𝐴 ⇒  𝐵𝐵𝐵𝐵; where 𝐴𝐴𝐴𝐴 is termed the 
antecedent and 𝐵𝐵𝐵𝐵 is the consequent of the rule. An 
𝐴𝐴𝐴𝐴 ⇒  𝐵𝐵𝐵𝐵 association rule indicates that 𝐴𝐴𝐴𝐴 ⊂  𝐼𝐼𝐼𝐼 and 
𝐵𝐵𝐵𝐵 ⊂  𝐼𝐼𝐼𝐼, with 𝐴𝐴𝐴𝐴 ∩  𝐵𝐵𝐵𝐵 =  ∅ (Qiao et al., 2017). 

The performance of ARs is evaluated through 
some metrics such as support, confidence. Support 
(s) quantifies the usefulness of the rule, while the 
confidence value (c) signifies the strength of the 
rule (Bhatia and Gupta, 2014). Let 𝐷𝐷𝐷𝐷 be a database 
with different transaction records, and 𝐴𝐴𝐴𝐴, 𝐵𝐵𝐵𝐵 be items 
within that database. The support value of the 
association rule 𝐴𝐴𝐴𝐴 ⇒  𝐵𝐵𝐵𝐵, denoted as 𝑠𝑠𝑠𝑠(𝐴𝐴𝐴𝐴 𝐴 𝐴𝐴𝐴𝐴), 
expresses the proportion of transactions involving 
𝐴𝐴𝐴𝐴 𝐴 𝐴𝐴𝐴𝐴 to the total transactions (N) in 𝐷𝐷𝐷𝐷. It is 
computed as a ratio in Equation 3. 

𝑠𝑠𝑠𝑠(A⇒ B) = 𝑠𝑠𝑠𝑠(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)
𝑁𝑁𝑁𝑁

                      (3) 

Similarly, the confidence value (c) of 
association rule 𝐴𝐴𝐴𝐴⇒ 𝐵𝐵𝐵𝐵 is denoted by 𝑐𝑐𝑐𝑐 (𝐴𝐴𝐴𝐴 𝐴 𝐴𝐴𝐴𝐴), and 
it expresses the ratio of transactions involving 𝐴𝐴𝐴𝐴 𝐴
𝐵𝐵𝐵𝐵 to transactions containing 𝐴𝐴𝐴𝐴. 𝑐𝑐𝑐𝑐 (𝐴𝐴𝐴𝐴 𝐴 𝐴𝐴𝐴𝐴) as seen in 
Equation 4. 

𝑐𝑐𝑐𝑐(𝐴𝐴𝐴𝐴⇒ 𝐵𝐵𝐵𝐵) = 𝑠𝑠𝑠𝑠(𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)
𝑠𝑠𝑠𝑠(𝐴𝐴𝐴𝐴)

         (4)  

In this study the Apriori algorithm which has 
been                 proposed  by Agrawal and Srikant (1994) was  

 

Table 2. Methods for calculating the numbers of classes/intervals to discretize the continuous data 
   Method  Rule Formula Reference 

M1  Square root �𝑛𝑛𝑛𝑛1/2� Davies and Goldsmith (1980) 
M2  Sturges 

 Huntsberger 
⌈1 + 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙2𝑛𝑛𝑛𝑛⌉ ≅ 
⌈1 + 3.3 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙10𝑛𝑛𝑛𝑛⌉ 

Sturges (1926) 
Doran and Hodson (1975) 

M3  Brooks-Carruthers ⌈5 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙10𝑛𝑛𝑛𝑛⌉ Brooks and Carruthers (1953) 
M4  Cencov �𝑛𝑛𝑛𝑛1/3� Cencov (1962) 
M5  Rice �2 𝑛𝑛𝑛𝑛1/3� Lane et al. (2016) 
M6  Terrell-Scott �(2𝑛𝑛𝑛𝑛)1/3� Terrell and Scott (1985) 
M7  Scott �𝑅𝑅𝑅𝑅 / 3.5 𝜎𝜎𝜎𝜎 �𝑛𝑛𝑛𝑛−1/3� Scott (1979) 
M8  Freedman-Diaconis �𝑅𝑅𝑅𝑅 / 2𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝑅𝑅𝑅𝑅 𝑛𝑛𝑛𝑛−1/3� Freedman and Diaconis (1981) 

M9  Doane 1 +  𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙2𝑛𝑛𝑛𝑛 +  𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙2 �1 + |𝑔𝑔𝑔𝑔1|
𝜎𝜎𝜎𝜎𝑔𝑔𝑔𝑔1
�; 

𝜎𝜎𝜎𝜎𝑔𝑔𝑔𝑔1 = �
6(𝑛𝑛𝑛𝑛 𝑛 2)

(𝑛𝑛𝑛𝑛 + 1)(𝑛𝑛𝑛𝑛 + 3)�
1/2

 

Doane (1976) 

M10  K-means clustering The f(K) algorithm defined by Pham et al. 
(2005) 

Pham et al. (2005) 

n: Number of observations, R: Max-min, IQR= Q3-Q1, log2: 2-base logarithm, 1og10: 10-based logarithm 
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used as one of the well-known association rule 
algorithms. The Apriori is an algorithm which has 
two main steps consisting of pruning and joining as 
shown in the pseudo-code of the algorithm in Table 
3 (Raj et al., 2021). 

In each iteration, the algorithm creates a set of 
candidate items from the frequent itemsets found in 
the previous iteration as it is seen in Table 3. The 
pruning step is performed to create potential 
candidate itemsets. Ultimately, the dataset is 
scanned to count the support of candidate itemsets. 
If the support for the candidate item is greater than 
the user-defined threshold, this set of candidate 
items is called a frequent item. The support value 
refers to the frequency with which an item occurs, 
in other words, it refers to the number of 
transactions containing its item. However, in the 
Apriori algorithm, for an item set to be expressed as 
a frequent  set, all  its subsets                must also be frequent.  

 

As the name of algorithm, Apriori suggests, it uses 
prior knowledge.  

An implementation of the Apriori algorithm in 
the "arules" R package was run with the dataset 
consists of the discrete values of traits. The R 
packages "arules" and "arulesViz" (Hahsler and 
Chelluboina, 2011; Shin et al., 2015) were used to 
visualize the associations obtained from AR 
analysis. For this purpose, the apriori function of the 
"arules" package was run with the following 
parameter setting. In order to derive meaningful 
associations from the dataset, it is essential to 
establish the minimum support and confidence as 
the necessary parameters for the algorithm before 
conducting the analysis. In our analysis, we set 
minimum support and confidence to 0.001 and 0.8 
respectively. Additionally, we configured the 
minimum and maximum length of the rules as 2 and 
10 respectively. 

 
Table 3. Pseudo code of Apriori algorithm 

Algorithm: Apriori algorithm 
Input: 
 
Output: 
 

D: Input Dataset 
minSup: minimum support threshold 
All 2 to k-frequent itemsets 

L1= {1-frequent itemset}// found separately 
For (k=2; Lk-1≠φ; k++) 
Ck= apriori_gen(Lk-1)// finds k-candidate itemsets by joining and pruning Lk-1 with itself 
 for each transaction t in D 
C1=subset (Ck, t)// finds k-candidate itemsets in t 
for each c in Ct 
c.count++ 
end for each 
end for each 
Lk= {c ∈ Ck | c.count≥ minSup} 

  end for 
Return Uk Lk 

 

3. Results and Discussion  
The number of intervals proposed by ten estimation 
methods (listed in Table 2) were given by the traits 
in Table 4. According to the results, M1 proposed 
the highest number of intervals while M2 proposed 
the least. On the other hand, M3, M4 and M9 
estimated the number of intervals between 16 and 
18. The remaining methods found the moderate 
values between 20 and 30. At this stage, it is critical 
to decide on the optimal number of intervals for 
discretization. A high number of intervals may lead 
to too much rule extractions and longer processing 
times, while working with a small number of 
intervals may lead to some valuable or rare rules to 
remain undiscovered. In this study, to decide the 
optimal number of intervals, the classification 
performance was calculated using the C5.0 
classification algorithm (Kuhn and Quinlan, 2023) 

on the datasets discretized with methods EWI and 
EFI for each of the suggested interval numbers in 
Table 4. The test accuracy performance of the 
trained models on the test data was examined. 
Running the C5.0 algorithm we built the models 
using the independent discrete values for each trait 
and chicken line as independent or class variable as 
explained in Pandya and Pandya (2015) and Cebeci 
and Yildiz (2017a). For this purpose, 80% of the 
data, randomly selected, was used as training data 
and the remaining 20% as test data. 

Table 5 shows the test accuracies obtained with 
the C5.0 algorithm. According to the results the test 
accuracies were computed around 50% almost for 
all of the discretization methods. Although these 
test accuracies for each dataset are at a moderate 
level, they are valuable in terms of revealing the 
relative performance of the            discretization methods.  
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Table 4. Number of intervals to be used in discretization 
       Methods      Discretization methods V1 V2 V3 V4 V5 V6 V7 V8 V9 V10 V11 V12 V13 V14 

M1 EWI 59 59 59 59 59 59 59 59 59 59 59 59 59 59 
EFI 59 59 59 59 59 59 59 59 59 59 59 59 59 59 

M2 EWI 13 13 13 13 13 13 13 13 13 13 13 13 13 13 
EFI 13 13 13 13 13 13 13 13 13 13 13 13 13 13 

M3 EWI 18 18 18 18 18 18 18 18 18 18 18 18 18 18 
EFI 18 18 18 18 18 18 18 18 18 18 18 18 18 18 

M4 EWI 16 16 16 16 16 16 16 16 16 16 16 16 16 16 
EFI 16 16 16 16 16 16 16 16 16 16 16 16 16 16 

M5 EWI 30 30 30 30 30 30 30 30 30 30 30 30 30 30 
EFI 30 30 30 30 30 30 30 30 30 30 30 30 30 30 

M6 EWI 20 20 20 20 20 20 20 20 20 20 20 20 20 20 
EFI 20 20 20 20 20 20 20 20 20 20 20 20 20 20 

M7 EWI 24 25 26 25 26 25 25 25 24 24 25 25 25 24 
EFI 24 25 26 25 26 25 25 25 24 24 25 25 25 24 

M8 EWI 30 33 32 31 31 32 31 31 31 30 31 30 32 29 
EFI 30 33 32 31 31 32 31 31 31 30 31 30 32 29 

M9 EWI 16 14 16 15 15 14 13 15 13 15 15 15 16 16 
EFI 16 14 16 15 15 14 13 15 13 15 15 15 16 16 

M10 EWI 34 28 35 30 27 33 24 31 39 33 37 33 23 34 
EFI 34 28 35 30 27 33 24 31 39 33 37 33 23 34 

EWI: Equal Width Interval, EFI: Equal Frequency Interval 
 
Table 5. The test accuracies by the discretization and the interval number estimation methods 

Ds Continuous 
data EWI M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 

Ta (%) 48 50 51 51 50 52 51 50 50 51 48 

Ds Continuous 
data EFI M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 

Ta (%) 48 50 51 49 51 52 51 53 51 50 49 
Ds: Dataset, Ta: Test accuracies 

 

However, since M5-EWI, M5-EFI and M7-EFI 
resulted with slightly higher test accuracy when 
compared to the remaining, it was deemed 
appropriate to use one of them in discretization 
process. So, the dataset populated with the discrete 
values from EWI discretization based on the 
number of intervals from M5 (Rice method) was 
used in AR analysis in this study. As a result of this 
decision the rules were inferred for 30 
classes/intervals for each trait. 

As a result of AR analysis on the selected 
discretized dataset, totally 349 rules were obtained, 
of these rules, 134 were 3-items and 215 were 4-
items. The top five rules with the highest support 
values are given in Table 6. Similarly, the top five 
rules having the highest confidence        values are listed  

 

in Table 7. In these tables the left hand side (LHS) 
and right hand sides (RHS) represent the antecedent 
and consequent of the obtained rules. The rules plot 
and parallel coordinates plot of the obtained rules 
are also shown in Figure 1 and Figure 2. Figure 1 
illustrates the composition of rules in terms of their 
elements and visually depicts which elements are 
shared among rules. In parallel coordinate plots, the 
intensity of colors represents confidence, while the 
width of the arrows indicates support. 

In Table 6, the first rule is V1[60.3,61.2), 
V2[43.5,43.7), V6[5.27,5.47) ⟹ V3[56.5,57.0). 
This rule indicates if egg weight (V1), egg width 
(V2) and shell resistance (V6) are in the ranges        
of [60.3,61.2) and [43.5,43.7) respectively,                    
the then  egg  length                 (V3) will be within a range of  

Table 6. The top 5 rules with high support values 

No LHS  RHS Support Item 1       Item 2       Item 3       Item 4 
1 V1 [60.3,61.2) V2 [43.5,43.7) V6 [5.27,5.47) ⇒ V3 [56.5,57.0) 0.0020 
2 V1 [51.3,52.2) V3 [56.5,57.0) V6 [5.27,5.47) ⇒ V2 [43.5,43.7) 0.0020 
3 V2 [40.9,41.2) V7    [371,375)     ⇒ V1 [51.3,52.2) 0.0017 
4 V2 [42.3,42.5) V3 [53.0,53.5)   ⇒ V1 [53.1,54.0) 0.0017 
5 V2 [41.6,41.8) V14 [71.8,73.1)   ⇒ V1 [52.2,53.1) 0.0017 

LHS: Left hand side, RHS: Right hand side 
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Table 7. The top 5 rules with high confidence values

No LHS RHS ConfidenceItem 1 Item 2 Item 3
1 V1 [47.7,48.6) V3 [52.6,53.0) ⇒ V2 [40.0,40.2) 1
2 V5 [87.0,88.1) V7      [312,316) ⇒ V8 [5.60,5.72) 1
3 V5 [70.4,71.5) V14 [71.8,73.1) ⇒ V6 [5.27,5.47) 1
4 V3 [59.2,59.6) V5 [80.8,81.9) ⇒ V1    [66.6,67.) 1
5 V10 [18.5,18.7) V11 [34.5,35.0) ⇒ V14 [79.4,80.6) 1

LHS: Left hand side, RHS: Right hand side

Figure 1. Rules plot for ten top rules

Figure 2. Parallel coordinates plot for ten top rules

[56.5,57.0). Similarly, in Table 7 the first rule 
V1[47.7,48.6), V3[52.6,53.0) ⟹ V2[40.0,40.2). 
This rule implies if the traits egg weight (V1) and 
egg length (V3) are in the ranges of [47.7,48.6) and 
[52.6,53.0) respectively, then egg width (V2) will 
be in a range [40.0,40.2). It is seen that V1, V2, V3, 
V6, V7 and V14 traits are frequently included 
together as antecedent or consequent in the top or 
important rules obtained according to both support 
and confidence criteria. This means that more 
supported associations do exist between the certain 
value ranges of the traits egg weight, egg width, egg 
length, shell thickness, and shell breaking strength 
when compared to the others. 

In this study, association rule analysis, which is 
a data mining field of study was applied on egg 
traits dataset. The necessary data preprocessing and 
discretization processes to perform rules mining on 
a multivariate dataset containing a set of continuous 
variables are introduced. In this regard, this study 
not only provides a guide for rule mining in 
livestock continuous data, but also provides some 
interesting rules for chicken egg traits.

4. Conclusions
As a general conclusion, some important 
associations were obtained between the certain 
value ranges of the traits egg weight, egg width, egg 
length, shell thickness, and shell breaking strength 
when compared to the others. In fact, there are 
numerous research reporting strong correlations 
between these traits. However, previous studies 
conducted on the continuous values of the egg traits, 
reported only the correlations that indicate general 
measures of relations calculated on the all 
observations in the datasets. However, association 
rules analysis can provide more interesting and 
useful results in terms of showing which 
associations exist between which value ranges of 
the interested traits. The appropriate biological and 
economic interpretations of the rules may 
contribute to the poultry industry in practice. In this 
context, it is obvious that more comprehensive 
studies covering both categorical and continuous 
traits are also needed.
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