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 The optimization of a parabolic trough solar power plant is conducted using a multi-objective 

optimization algorithm in this study. Initially, the design of the plant, planned to be built in 

Afyonkarahisar province, is developed. Thermodynamic and thermo-economic analyses are 

performed based on this design. Key variables significantly affecting the system's outputs are 

identified as the fluid flow rate used in the Organic Rankine Cycle (ORC) and the turbine inlet 

pressure. A parametric study is carried out for these variables. However, optimizing the system 

requires more than just these parameters. The system is optimized multi-objectively, considering 

all relevant variables. A graphical multi-objective optimization algorithm is applied in this process. 

For the base case values of a 30 kg/s flow rate and 3500 kPa turbine inlet pressure, the net energy 

production, exergy efficiency, and unit energy cost are 0.8443 MW, 2.32%, and 0.2230 $/kWh, 

respectively. After optimization, the best results are achieved at a flow rate of 42 kg/s and a 

pressure of 4000 kPa. For the optimized case, the net energy production, exergy efficiency, and 

unit energy cost improve to 1.228 MW, 3.37%, and 0.1781 $/kWh, respectively. 
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1. Introduction 

The importance of renewable energy is undeniable. For 

this reason, many organizations aim to transition to zero-

emission energy production methods by the 2050s [1]. 

Among the many studies on renewable energy, solar 

energy research holds a significant share. Solar energy 

systems are continuously diversifying, and among them, 

concentrator solar energy systems are particularly 

important due to their high power density. Parabolic 

trough collectors (PTCs) are one of the most extensively 

studied systems in the literature. 

Some studies focus on detailed designs and the 

development or improvement of components for energy 

facilities [2]. Others conduct system analyses to evaluate 

the most efficient configurations using designed 

components. To maximize energy utilization, exergy 

analyses are often performed to achieve maximum 

efficiency [3]. Optimized systems aim to determine the 

most efficient operating ranges to achieve the highest 

possible performance. However, as system complexity 

increases, the number of variables and outputs also grows. 

For instance, optimizing efficiency and energy production 

in a system with a single power-producing turbine may 

also reduce costs. However, in more complex systems, the 

points where maximum efficiency and minimum cost align 

may differ, or a highly efficient system may fail to produce 

sufficient power. At this stage, algorithms capable of 

optimizing multiple variables simultaneously are needed 

[4,5]. Multi-objective optimization algorithms address this 

challenge by optimizing several objective functions 

concurrently [6]. In various studies, both basic and multi-

objective optimization algorithms have been employed 

[7,8]. Some studies utilize complex algorithms through 

software packages and built-in tools [9]. For example, 

Desai and Bandyopadhyay [10] designed a PTC-based 

system without a separate storage unit. The system 

included a hot fluid cycle and a Rankine cycle, using 

variables such as turbine inlet temperature, turbine inlet 

pressure, design radiation, and system size. Optimization 

efforts resulted in a minimum energy cost of 0.188 $/kWh. 

In another study [11], a more complex system was 

analyzed. Heat from parabolic collectors was transferred 

via an intermediary fluid and then stepwise into a Rankine 

cycle, producing energy through both high-pressure and 

low-pressure turbines. Using the Combined Energy-
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Exergy Control Method, which integrates energy and 

exergy analysis, system efficiencies of 36.06% were 

achieved, alongside a 25.09% improvement in system 

response time. After a triple optimization, energy 

efficiency, exergy efficiency, and response time improved 

to 34.02%, 28.25%, and 17.63%, respectively. Colakoğlu 

and Durmayaz [12] designed a complex solar energy 

system featuring energy production through a gas turbine 

and secondary utilization of the remaining energy via 

systems such as the Kalina Cycle and Organic Rankine 

Cycle (ORC). The system also provided heating and 

cooling. Optimization efforts enhanced the exergetic 

quality factor. Georgousis et al. [13] performed multi-

objective optimization of a polygeneration system using a 

geometric approach, a method similar to the one used in 

this study. Modabber and Manesh [14] examined a 

trigeneration system incorporating a solar PTC, producing 

power, desalination, and heat. They analyzed parameters 

like unit energy cost, environmental impact, and exergy 

efficiency using both a multi-objective genetic algorithm 

and a water cycle algorithm. The latter achieved a 12.66% 

increase in exergy efficiency, with total operating costs of 

47.4 $/h and an environmental impact of 49.2 pts/h. 

Esfahani et al. [15] conducted an energy, exergy, 

economic, and environmental analysis of a solar energy 

system designed for Iran. Their study showed the highest 

energy efficiency in July (73.6%) and the highest exergy 

efficiency in January (20.11%). The lowest unit exergy 

cost was 70.17 $/GJ in June, and CO₂ savings were 

0.0193$/h. Multi-objective genetic algorithm optimization 

improved exergy efficiency by 6.27% and reduced total 

system costs by 20.36%.In another study [16], a system 

using different heat transfer fluids in PTCs was optimized. 

Mixtures like aluminum oxide, MgO, TiO, and ZnO were 

employed, and exergy analyses were conducted for 

systems combined with the Kalina Cycle. Multi-objective 

genetic algorithm optimization determined optimal system 

parameters. These studies demonstrate the critical role of 

multi-objective optimization in energy, efficiency, and 

cost analyses, especially for multi-generation systems. 

Complex applications like ammonia and hydrogen 

production, pure water generation, electricity production, 

and heat production require even more intricate analyses. 

While many researchers rely on software packages, 

traditional methods like one-dimensional genetic 

algorithms and graphical techniques are still widely used. 

 The novelty of this study lies in the combining 

conventional PTC calculations and energy system 

integration with economic analyses, particularly multi-

objective optimization algorithm. Under the conditions of 

Afyonkarahisar, this modeled system not only offers a 

regionally applicable design but also serves as a reference 

for other renewable energy studies through the 

optimization system to be implemented. For this purpose, 

in this study, a parabolic trough solar energy system was 

designed and integrated with an ORC for energy 

production. In addition to traditional graphical 

optimization methods, a normalization algorithm was 

applied to the graphical data, creating a unified objective 

function. Energy, exergy, and economic analyses were 

performed to determine optimal operating conditions. 

 

2. Method  

2.1 System Description 

A solar power system is being designed for 

implementation in Afyonkarahisar province, a region with 

significant solar energy potential. The system schematic is 

presented in Figure 1. Due to its continental climate, 

Afyonkarahisar experiences minimal haze, allowing 

abundant use of clear sunlight. According to the literature, 

solar irradiation values during summer range from 600 to 

1000 W/m² [17]. For this study, an average irradiation value 

of 800 W/m² was used, consistent with common practices in 

reputable publications [18]. Calculations were based on a 

steady-state system independent of time, a standard approach 

for such analyses. Parabolic trough collectors (PTCs) are 

employed to harness solar energy. The planned installation 

site has an area of 50,000 m², and an appropriate number of 

collectors has been selected for this site. Each PTC measures 

25 m by 5 m, with the system comprising 200 parallel flow 

groups, each containing two serial collectors. This 

configuration enables the achievement of high temperatures 

necessary for electricity generation. The working principle 

of PTCs involves concentrating solar energy to reach 

elevated temperatures. In the system, Therminol VP-1 is 

used as the heat transfer fluid (HTF), which is heated by the 

concentrated solar energy. The high-temperature fluid then 

transfers its heat to an ORC via a heat exchanger, enabling 

electricity generation. The ORC employs R-134a as the 

working fluid and consists of a pump, a heat exchanger, a 

turbine, and a condenser. R134a is a working fluid frequently 

used within the temperature ranges of this study. Alternative 

fluid selections can also be explored in a separate study [18]. 

Each component is modeled as a control volume under the 

open system assumption. The isentropic efficiencies of the 

turbine and pump are both assumed to be 85%. The dead 

state conditions, representing ambient reference values, are 

defined as 100 kPa and 298 K, with the subscript “0” used 

for notation. In this study, the system's energy and exergy 

efficiencies were calculated, and the system was optimized 

using a multi-objective optimization algorithm. Since solar 

irradiation was assumed to be constant, the optimization 

primarily focused on the ORC. The objectives included 

minimizing cost while maximizing net energy and exergy 

efficiencies. The optimization variables were the ORC 

turbine inlet pressure and mass flow rate. 

 

2.2 Thermal Analysis of PTC 

The maximum energy is obtained with a PTC collector is 

the total amount of irradiation per unit area (Eq. (1))[18].  

 

 .in totQ I A=  (1) 

 

Only a certain part of this energy is converted into useful 

energy. This converted energy can be measured from the 

difference between the inlet and outlet water temperatures: 

https://doi.org/10.1016/j.enconman.2020.113603
https://doi.org/10.1016/j.enconman.2021.115136
https://doi.org/10.1016/j.renene.2020.11.001
https://doi.org/10.1016/j.jclepro.2023.137821
https://doi.org/10.1016/j.solmat.2021.111322
https://doi.org/10.1016/j.renene.2016.08.058
https://doi.org/10.1016/j.renene.2022.10.064
https://doi.org/10.1016/j.renene.2022.10.064
https://doi.org/10.1016/j.renene.2022.10.064


Omer Faruk Guler., International Advanced Researches and Engineering Journal 09(01): 001-011, 2025 
 

003 

 

 
 

Figure 1. Schematic representation of the modeled system.  

 

 

 ( ), , ,. .u tot p htf htf out htf inQ m C T T= −  (2) 

 

However, it is more difficult to calculate and estimate 

without knowing the exit temperature. For this, it is 

necessary to determine the losses from the collected energy. 

First of all, there is the concept of optical efficiency, only a 

part of the incoming energy can be optically focused and 

absorbed by the surfaces [19]. It shown in Eq. (3) 

 

 .abs in opticalQ Q =  (3) 

 

The optical efficiency term encompasses various factors 

such as transmittance, reflectance, and absorbance [20]. In 

this study, these factors are not detailed individually. The 

receiver's optical efficiency is taken as 0.806 (or 80.6%), 

which aligns with values reported in the literature [19]. 

Following optical losses, thermal losses also occur and can 

be analyzed as heat flow within the pipe. Determining these 

thermal losses requires knowledge of the surface 

temperatures. The analysis involves examining the heat 

transfer between surfaces step by step. First, heat transfer 

occurs between the liquid inside the pipe and the pipe wall. 

To quantify this, the flow characteristics within the pipe and 

the Nusselt number (Nu) are calculated. This step yields the 

useful heat transfer. Next, heat transfer occurs between the 

outer surface of the pipe and the glass cover. Finally, another 

heat transfer takes place between the glass cover and the sky 

or surrounding air. The heat fluxes for these thermal losses 

are equal, and the surface temperatures of the components 

are interdependent. Using an iterative approach, the heat 

fluxes are balanced, allowing the unknown surface 

temperatures to be estimated. The final, precise values are 

obtained after several iterations. 

The outermost layer involves heat transfer between the 

glass cover and the sky. In this process, convection from the 

cover to the air and irradiation from the cover to the sky are 

considered. These two mechanisms are expressed as a 

combined heat transfer in Eq. (4) [21]. Sky temperature is Eq. 

(5) [22]; 

 

 4 4. .( ) . . .( )loss co amb c amb co c c skyQ A h T T A T T = − + −  (4) 

 

 1.50.0553.sky ambT T=  (5) 

 

The thermal convection coefficient of air can be found by 

using Nusselt correlations in Eq.(6) [19]. 

 

 0.618 0.330.193.Re .Pramb amb ambNu =  (6) 

   

To calculate the Nusselt number, the Reynolds number 

from Eq. (7) is substituted into Eq. (6). Subsequently, the 

convection coefficient is determined by substituting the 

Nusselt number into Eq. (8) [23]; 
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In the same way, another heat transfer surface occurs 

between the cover and the tube. Since this area is vacuum, 

only irradiation is involved and this showed in Eq. (9) [24]. 
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(9) 

The heat transfer between the flow in the innermost tube 

also occurs only as convection. The flow in the tube can be 

solved with the heat transfer model [24]; 

 

 
,. .( )u ri htf r htf mQ A h T T= −  (10) 

 

Total energy balance is; 

 

 
abs u lossQ Q Q= +  (11) 

   

After finding the useful heat, the solar energy output 

temperature can be found. Thus, the temperature of the HTF 

that heats the ORC cycle has been determined. 

 

2.3 Thermodynamic analysis of ORC 

The cycle is then analyzed. There is a heat exchanger 

turbine, pump and condenser in the cycle. The energy and 

exergy balance of these systems is given in Table 1[25]. 

 

2.4 Economic Analysis 

The interest value and future value of money are 

calculated according to Equations (12-15) [26]; 
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 ( )1 effF P ni= +  (15) 

 

    The "cost recovery factor" (CRF) is calculated according 

to its lifetime and interest rate in Eq. (16) [26] to calculate 

the annual recovery of a cost. 

 

 ( )1

(1 ) 1
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If the annual levelized investment cost of the component 

is calculated from here, Eq. (17) is obtained [26]. 

 

 
( )

2
. 1IC

c c n
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Z C r
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In addition to the annual levelized investment cost of the 

component, maintenance, and operating costs will also be 

included. If these costs are included, the total cost will be Eq. 

(18).  

 

 IC M

c c cZ Z Z= +  (18) 

 

Maintenance operating costs vary depending on the 

component. It is shown in Eq. (19). 

 

 
,. L MM c

c

c

k

CRF C C
Z

C
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(19) 

 

Up to this point, only the cost of the component has been 

examined, its annual levelized cost. However, the system 

produces energy and actively each unit of energy flow or 

change has a cost to the system. In short, if all these changes 

are shown as exergy and the cost of each exergy change is 

calculated, the cost of each unit of exergy or the product 

produced on the system can also be found. This method is 

called the SPECO method [26].  

The sum of the exergy and levelized cost of the 

components entering the system constitutes the cost of the 

products coming out. This can be shown mathematically as; 

 

 

2.5 Hydrogen Technology 

Hydrogen has been a highly researched topic in recent 

years, serving as a critical technology for energy storage and 

transportation [27]. Using fuel cells, chemical energy can be 

converted into electrical energy, enabling hydrogen-powered 

electric vehicles to become a reality. In addition to its 

utilization, the production of hydrogen is equally important. 

While fossil fuel-based reforming remains a common 

method, electrolysis powered by renewable energy sources 

is gaining significance. Electrolyzers, as key hydrogen 

production mechanisms, are still under development and 

expected to see broader adoption in the future [28]. In this 

study, an electrolyzer and a fuel cell were incorporated into 

the model to simulate hydrogen production and utilization. 

The modeling was conducted from a purely 

thermodynamic perspective, and the corresponding analyses 

and models are presented in Table 1. The efficiencies of the 

electrolyzer and fuel cell were assumed to be 70%. Although 

this value is below the theoretical upper limit of 83-85%, it 

aligns well with practical data commonly reported in the 
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IC M
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literature [29, 30]. Although some studies use lower values, 

the highest practical values found in the literature were 

preferred in this study to better align with future projections. 

Additionally, the efficiencies of these systems are influenced 

by factors such as operating conditions, environmental 

impacts, and system scale. These factors can involve highly 

detailed analyses within their own scope. 

 

Table 1. Thermodynamic behavior of the system components  
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2.6 Multi-objective Optimization 

Optimization plays a crucial role in many engineering 

applications [31,32]. In this study, optimization is performed 

based on cost, net work output, and exergy efficiency. To 

integrate these objectives, a multi-objective optimization 

algorithm was developed, allowing the simultaneous 

optimization of multiple variables[33]. A graphical approach 

was employed to facilitate this process, allowing different 

functions to be represented on a common graph. Initially, the 

variation range of the cost function was plotted. The 

minimum point on this graph, representing the optimal cost, 

was assigned a value of 1. Conversely, the maximum cost, 

representing the worst-case scenario, was assigned a value of 

0. This normalization process is mathematically expressed 

using the normalization algorithm provided in Eq. (21).  

 

 

The same process was applied to net work output and 

efficiency term, aiming for maximization. Values within the 

selected range were calculated, with the highest marked as 

"1" and the lowest as "0." Normalization was performed 

accordingly in Eq. (22) and Eq. (23). 
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After completing these operations, the net work output, 

cost, and efficiency were transformed into three normalized 

functions ranging between 0 and 1. A common objective 

function was then created graphically. Since this study 

involves three objectives, a weight coefficient was assigned 

to each, with their sum equaling 1. If all objectives are 

equally important, the weights are set to 1/3, 1/3, 1/3. 

However, if cost is prioritized over net work output, its 

coefficient is assigned a value greater than 1/3, while the 

other coefficients adjust to maintain the total sum of 1 (e.g., 

0.4, 0.3, and 0.3, or 0.2, 0.3, and 0.5). Similarly, if net work 

output or efficiency is prioritized, their respective 

coefficients are increased. The resulting combined objective 

function is expressed in Eq. (24). 
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3. Results 

Performing an energy analysis of the system reveals the 

amount of net power it can generate. Net power production 

depends on various parameters of the system. Some of these 

factors are external, such as the amount of solar energy, 

which cannot be altered by operators. However, there are 

also operating and design variables that affect the 

performance of the system. Particularly in the case of the 

ORC cycle, altering system parameters significantly affects 

energy efficiency. The T-s diagram of the ORC cycle for the 

base case scenario is provided in Figure 2. The turbine inlet 

pressure is 3500 kPa, and the condenser inlet pressure is 780 

kPa. The critical pressure is 4000 kPa, which has been set as 

the upper limit for optimization. At a solar irradiation level 

of 800 W/m², the solar energy system reaches a maximum 

temperature of 441 K. When this thermal energy is 

transferred to R-134a through the heat exchanger, the ORC 

system achieves a maximum temperature of 417 K. The 

minimum temperature in the ORC system is evaluated at the 

condenser outlet, calculated as 303 K. The turbine inlet 

pressure and the mass flow rate of the working fluid are 

significant variables influencing the system's outputs, 

making them the selected parameters for optimization. 

First parameter is the turbine inlet pressure. Increasing this 

pressure at certain rates can increase system performance. 

Again, the mass flow rate of the fluid in the system is also 

effective on system performance. These two variables also 

influence the system's costs. The variations in mass flow rate 

and net energy output in the ORC were analyzed at a constant 

pressure, as shown in Figure 3. In this graph, the net energy 

output reaches its maximum at a mass flow rate of 42 kg/s. 

This represents the optimal point where the energy 

transferred in the heat exchanger is most effectively absorbed 

by the working fluid. 

 

 

 
Figure 2. ORC diagram on the T-s graph of R134-a 
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Figure 3. Produced net energy vs. mass flow rate 

 
Figure 4. Unit cost of energy vs. mass flow rate 

 

 

Similarly, when mass flow rate and cost are examined 

alone, there is a cost that decreases with increasing mass flow 

rate in Figure 4. However, this decrease is not linear. After 

the value of 42 kg/s the decreasing trend is getting lower. The 

lowest cost is at 50 kg/s. 

 

 

In the previous graphs, the pressure was held constant. 

Comparable results were observed when varying the 

pressure while maintaining a constant mass flow rate, 

aligned with the base case scenario. Figure 5. illustrates how 

changes in pressure affect the net energy output. The net 

energy exhibits a polynomial trend, with diminishing growth 

as pressure increases. It peaks at 4000 kPa, the upper limit of 

the studied range. Although the curve might reach a 

maximum beyond 4000 kPa, such values were excluded 

from the study due to the onset of supercritical conditions. 

While systems operating above critical pressure do exist, a 

more detailed analysis of the system would be required for 

such scenarios. 

An economic analysis was conducted with a base case 

system flow rate of 30 kg/s, as depicted in Figure 6. A unit 

energy cost curve was generated by varying the mass flow 

rate. The results indicate that unit energy cost decreases as 

the pressure increases. 

 
Figure 5. Produced net energy vs. turbine pressure 

 

 
Figure 6. Unit cost of energy vs. turbine pressure 

 

There are two variables, and the system responds 

differently to changes in each. To analyze their effects, it is 

crucial to present all outcomes in a single graph. The net 

work produced by the system was selected as the evaluation 

criterion, and a graph was created accordingly. This variation 

is displayed in a three-dimensional graph in Figure 7. The 

maximum net work was achieved when the mass flow rate 

approached 42 kg/s, and the turbine inlet pressure reached 

4000 kPa. 

 

 
Figure 7. Net energy vs. pressure and mass flow rate 
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Similarly, the cost function can be represented with two 

parameters, as shown in Figure 8. The lowest cost is 

observed at 50 kg/s and 4000 kPa. It is important to note that 

the parameters minimizing cost differ from those 

maximizing work output. Therefore, it would be more 

appropriate to evaluate these values using a multi-objective 

optimization algorithm. 

Additionally, when examining exergy efficiency, it can be 

observed that it follows a trend parallel to the net work output, 

as shown in Figure 9. The maximum efficiency was again 

calculated at 42 kg/s and 4000 kPa. Since the system's sole 

work output is derived from the ORC, it is logical for these 

values to align. However, in more complex systems that may 

be designed in the future, these values could differ.  

Finally, the system is optimized, and values generated 

using a unified objective function are obtained (Figure 10.). 

These values range between zero and one. The expected 

optimum point lies between the parameters that directly 

maximize work output and those that minimize cost.  

 

 
Figure 8. Unit cost vs. pressure and mass flow rate 

 

 

 
Figure 9. Exergy efficiency vs. pressure and mass flow rate 

 
Figure 10. Optimization function vs. pressure and mass flow rate 

 

However, the most accurate result is achieved through 

weighted and normalized multi-objective optimization. 

Interestingly, the optimum point aligns with the one that 

maximizes work output. This is because, upon examining the 

cost graph independently, although the lowest cost is 

observed at 50 kg/s, the change beyond 42 kg/s is negligible. 

Therefore, the optimum point is determined as 42 kg/s and 

4000 kPa through the multi-objective optimization algorithm. 

The optimum point was compared with the base case 

scenario used in the initial calculation. In the first calculation, 

the mass flow rate and pressure were assumed constant at 30 

kg/s and 3500 kPa, respectively. Following the optimization, 

the most optimum values were determined to be 42 kg/s and 

4000 kPa. A comparison of these values is presented in Table 

2. Additionally, the energy storage capacity of the system 

was evaluated. The table illustrates the amount of hydrogen 

produced when the electrolyzer and fuel cell storage are 

utilized, as well as the amount of energy released when this 

hydrogen is reconverted into energy. The hydrogen produced 

can be used for various purposes. These purposes are also 

shown in Figure 1. These could include industrial facilities 

or hydrogen-powered vehicles, which are expected to 

become more widespread in the future. The purpose here is 

to explain the production cost and quantity of hydrogen from 

PTC solar energy plant. Hydrogen is an important tool in 

energy storage and storage is important for renewable 

sources. Also in this table, the unit energy cost for the 

optimum case is calculated as 0.1781 $/kWh. This value may 

be considered high in terms of cost, but it is consistent with 

the scope of this study, which focuses solely on electricity 

generation. The energy obtained from solar energy systems 

is generally more costly compared to other sources. Similar 

figures have also been found in the literature. In a similar 

study, Desai and Bandyopadhyay [10] reached a value of 

0.188 $/kWh. One way to reduce this value is by 

transforming the system into a multigeneration system with 

different aims and functions (such as heating ,cooling etc.). 
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Table 2. Base case and optimum case results 

 

 
Figure 9. Graph of net energy change with varying solar irradiation  

  

The solar irradiation value fluctuates throughout the day 

and cannot be controlled or optimized by operators. While a 

detailed discussion on this topic is beyond the scope of this 

work, the effect of solar irradiation in the final optimized 

case is briefly presented as a parametric result to guide 

researchers. As expected, net energy production increases 

with the rise in solar irradiation. This increase follows a 

parabolic curve with diminishing returns, suggesting that not 

all of the intense solar energy can be utilized efficiently. As 

the irradiation value increases, temperatures also rise, 

leading to greater temperature differences and, as a result, 

higher heat losses. 

 

3. Conclusions 

In conclusion, it is crucial to design renewable energy 

systems that can meet the rapidly growing energy demand. 

However, it is not enough to simply increase the number of 

renewable plants; ensuring that they operate efficiently is 

also essential. Each system has its own dynamics, and it is 

not feasible to model and optimize all systems using a single 

equation. The energies entering and exiting the system, along 

with other variables, significantly impact the results. In this 

study, two key variables mass flow rate and turbine inlet 

pressure were altered, and various system outputs were 

examined. These common outputs were then optimized 

using a single function. As a result of the optimization, both 

efficiency and net work increased by approximately 45%, 

while unit energy cost decreased by about 20%.  

Another important point to address is the cost of energy. 

A value of 0.22 $/kWh, or even 0.18 $/kWh when optimized, 

is quite high. The reason for the high cost is that the study is 

designed solely for electricity generation. Additionally, 

energy efficiency is quite low. Integrating functions such as 

heating, cooling, and other multigeneration applications 

would enhance system efficiency. This, in turn, could also 

lead to a reduction in costs. For example, a portion of the 

system's waste heat can be used for heating during the winter 

months. Alternatively, the system can be adjusted to operate 

more efficiently by integrating with other sources. However, 

the aim of the current study is to increase the system's 

efficiency by changing parameters within the system itself, 

rather than through external interventions. A simple system 

design has been used to observe the results and confirm the 

efficiency of the optimization method. Of course, in later 

stages and future studies, this method can be applied to more 

complex systems, and additional sources can be integrated 

into the existing PTC. Energy can also be used for different 

purposes. 

The importance of multi-objective optimization studies in 

these systems is growing. This study demonstrated that this 

method is a reliable optimization algorithm that provides 

useful results. In future research, more complex systems can 

be optimized, leading to higher efficiencies and lower costs. 
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Nomenclature 

A : Area 

𝑎 : Weight of parameter 

An : Annual 

C : Cost 

CRF : Cost Recovery Factor 

  
Base 

Case  

Optimum 

Case  
Difference  

% 

Change 

Solar 

Irradiation 
800 W/m2 800 W/m2 - - 

Area 5000 m2 5000 m2 - - 

High 

Pressure 
3500 kPa 4000 kPa 500 kPa 14.30% 

Mass Flow 

Rate in 

ORC 

30 kg/s 42 kg/s 12 kg/s 40% 

Net 

Energy 

0.8443 

MW 

1.2280 

MW 
0.3837MW 45.45% 

Exergy 

Efficiency 
2.32% 3.37% 1.02 45.45% 

Unit Cost 

of Energy 

0.2230 

$/kWh 

0.1781 

$/kWh 
0.0449$/kWh 20.13% 

Hydrogen 

Production 

Rate 

0.005023 

kg/s 

0.007307 

kg/s 
0.002284 45.45% 

Fuel Cell 

Electric 

Rate 

0.42 MW 0.61 MW 0.19 MW 45.45% 

009 



 

 
D : Diameter 

F : Future value 

HTF : Heat transfer fluid 

hn : Enthalpy 

h : Convection coefficient 

I : Solar irradiation 

i : Inflation rate 

LHV : Lower Heating Value 

�̇� : Mass flow rate 

N : Number of collectors 

Nu : Nusselt Number 
ORC : Organic Rankine cycle 

P : Present value 

Pr : Prandtl Number 

PTC : Parabolic trough collector 

Q : Heat 

Re : Reynolds Number 

SPECO : Specific exergy cost 

T : Temperature 

�̇� : Work 

Z : Total cost rate 

𝜀 : Emittance 

𝜎 : Stefan-Boltzman Number  

𝜏 : Annual operating time 

amb : Ambient 

c : Component 

co : Cover Outlet 

col : Collector 

cool : Cooling water 

dest : Destruction 

e : Exit 

eff : Effective 

H2 : Hydrogen 

htf : Heat Transfer Fluid 

in : Inlet 

max : Maximum  

min : Minimum 

n : Number 

out : Outlet 

p : Pump 

r : Receiver 

sky : Sky  

tot : Total 

turb : Turbine 

u : Useful 

IC : Investment cost 

M : Maintenance 
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