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Abstract. Nowadays, unmanned aerial vehicles (UAVs) are increasingly utilized in various civil and military
applications, highlighting the growing need for robust security in UAV networks. Cyberattacks on these networks
can lead to operational disruptions and the loss of critical information. This study evaluates five machine learning
models—Random Forest (RF), CatBoost, XGBoost, AdaBoost, and Artificial Neural Networks (ANN)—for de-
tecting attacks on UAV networks using the CICIOT2023 (Canadian Institute for Cybersecurity Internet of Things
2023) dataset. Performance metrics such as accuracy, precision, sensitivity, and F1 score were used to assess these
models. Among them, CatBoost demonstrated superior performance, achieving the highest accuracy and the fastest
prediction time of 6.487 seconds, making it particularly advantageous for real-time attack detection. This study
underscores the effectiveness of CatBoost in both accuracy and efficiency, positioning it as an ideal choice for
enhancing UAV network security. The findings contribute to addressing cybersecurity vulnerabilities in UAV net-
works and support the development of more secure network infrastructures.
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1. Introduction

Unmanned aerial vehicles (UAVs) are rapidly becoming widespread in civil and military areas, and the importance
of ensuring the security of UAV networks is increasing. UAVs are used in various critical missions such as military
reconnaissance, border security, firefighting, agriculture, and logistics. This widespread use makes UAVs vulnerable to
cyber attacks and can lead to operational disruptions and loss of sensitive information. Ensuring the security of UAV
networks is possible by detecting and preventing such attacks. However, the dynamic and complex nature of UAVs
makes traditional security measures inadequate. In particular, the constant exchange of data between UAVs and control
centers increases the risk of attackers blocking and manipulating this traffic. Therefore, machine learning techniques
emerge as an effective solution in attack detection and prevention processes.

As seen in Figure 1, the UAV network attack and detection model is shown. Within the scope of this model, the
detection of attacks against UAV networks was evaluated using the CICIOT2023 dataset. CICIOT2023 is a compre-
hensive dataset that includes various attack types and contains many attack scenarios and normal traffic data samples.
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Figure 1. UAV Network Cyber Attack and Detection Model

It usually contains network traffic features, packet data, timestamps and labels corresponding to different attack types.
This rich dataset provides an ideal source for training and testing attack detection models. The study aims to determine
the most effective method in attack detection and aims to do this by comparing the performances of different algo-
rithms. The evaluated algorithms include RFC, CatBoost, XGBoost, AdaBoost and ANN. Each model was analyzed
using performance metrics such as accuracy, precision, specificity and F1 score. Comparison of model performances
helped to identify methods that effectively detect certain types of attacks. This study focuses on the use of machine
learning models for detecting cyber attacks in UAV networks and compares the performance of different algorithms.
The findings provide valuable information for securing UAV networks and aim to contribute to advances in network
architectures for improved security. The results will help determine the most effective machine learning techniques
that can be used to protect UAV networks and guide the development of future security measures.

This research evaluates how effective machine learning models are in detecting cyber threats in unmanned aerial
vehicle (UAV) networks. It finds that the CatBoost algorithm outperforms all other models due to its high accuracy
rates and fast prediction times, which can be used to develop real-time systems to detect threats in UAV network
environments. The study provides a starting point for further research on securing such networks, while also filling in
the gaps missed by previous methods, as it demonstrates how well AI (Artificial Intelligence) techniques can be applied
to detect and mitigate security weaknesses found in such areas.

The structure of this paper follows a methodical review of machine learning algorithms designed for intrusion de-
tection in UAV networks. To contextualize the problem, the introduction first discusses why securing drones against
hackers is becoming increasingly important. This is followed by a comprehensive review of relevant literature materi-
als, where the weaknesses and strengths among the various studies conducted to date are clearly outlined. Next comes
the data collection methods section, which provides information about the datasets used in this process and the steps
taken to preprocess these input values before feeding them to the different ML models discussed next. The results
section provides detailed analysis on the performances of the different algorithms used in this experiment, highlighting
the advantages associated with using the CatBoost algorithm over others.
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The findings from our research highlight the value of using machine learning models to detect cyberattacks on UAV
networks. In particular, among all the algorithms considered, CatBoost has been shown to deliver better results –
higher accuracy rates and faster predictions are its strengths; moreover, Catboost takes only 6.487 seconds to make a
prediction, making it perfect for real-time attack detection on UAV systems. These results contribute significantly to
reducing cybersecurity vulnerabilities, making catboost an ideal choice when protecting drone networks.

2. Literature Review

In the literature, Unmanned Aerial Vehicle (UAV) networks have been extensively covered in terms of cyber attacks.
Researchers have studied in detail the various applications of UAVs and the security threats encountered in these
areas [1, 2]. This section reviews the attacks on UAV networks and the methods used to detect these attacks.

Cyberattacks on UAV networks typically target UAVs’ control systems, communication networks, and sensors [3].
These attacks can take various forms, including device control, data manipulation, denial of service (DoS), and dis-
tributed denial of service (DDoS). In particular, attacks aimed at taking control of UAVs can lead to serious security
and privacy violations. Such attacks can prevent UAVs from performing their operational missions and can result in
the theft of critical information [4, 5].

Many methods and models have been developed to detect cyber attacks, such as Intrusion Detection Systems (IDS).
These methods are generally divided into two main categories: anomaly detection and signature-based detection.
Signature-based detection methods detect attacks using signatures that describe known attack patterns. However, these
methods may be inadequate in detecting attacks that have not been seen before [6].

Anomaly detection methods aim to detect abnormal behaviors by learning normal network traffic patterns. These
methods are developed using machine learning and artificial intelligence techniques. Models such as Convolutional
Neural Networks (CNN) are widely used for anomaly detection. These models are trained on large datasets and
accurately detect anomalies and attack patterns in network traffic [7].

The CICIOT2023 dataset is a comprehensive dataset that includes various cyberattacks on IoT networks and normal
network traffic. This dataset provides a suitable resource for training and evaluating machine learning models by
covering different types of attacks and normal network traffic. This dataset, which includes various features and labels,
has a wide range of applications in intrusion detection studies [8].

Various deep learning and machine learning-based intrusion detection systems have been developed to enhance
network security for UAVs by detecting anomalies using models such as CNN and RNN [9]. Machine learning plays
a crucial role in improving security for flying vehicles, including UAVs, through cyberattack detection, predictive
maintenance, and anomaly detection [10]. Another study focused on 6G networks for UAVs successfully demonstrated
the detection of threats like jamming and GPS spoofing using machine learning models [11]. Additionally, the use of
meta-heuristic approaches, such as CNN-BiLSTM models, has improved both the speed and accuracy of UAV security
measures [12]. Collaborative deep learning-based intrusion detection systems have also been developed, showing
high success in detecting real-time attacks [13]. A comparative assessment of four different deep learning models for
detecting GPS spoofing attacks revealed that the Convolutional Auto-Encoder was the most effective [14]. Lightweight
machine learning-based detection systems, developed with the limited resources of UAVs in mind, offer high accuracy
with low computational cost [15]. A deep learning review on UAV detection highlights the challenges of detecting
UAVs using radar, acoustics, and visual data, while proposing future research directions [16]. Finally, Trojan attacks
on deep learning-based navigation systems present a significant threat to UAVs, and robust security measures are
required to defend against these types of attacks [17]. This literature review provides an overview of the methods used
to detect cyber attacks in UAV networks and forms the basis of this study by introducing the CICIOT2023 dataset. The
study aims to compare the performance of different machine learning models in detecting attacks in UAV networks by
evaluating the existing approaches in the literature.

3. Materials andMethods

This section will explain in detail the dataset, machine learning models used, and data processing steps used to
detect attacks on UAV networks. The aim of the study is to determine the most effective method by comparing the
performance of different machine learning algorithms in detecting attacks.
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3.1. CICIOT2023 Dataset and Its Features. The CICIOT2023 dataset is a comprehensive dataset created for re-
search and development in the field of Internet of Things (IoT) security. Containing network traffic data from various
IoT devices, this dataset provides a unique resource for security analysis. CICIOT2023 divides the data into two main
categories: normal and malicious traffic. This allows researchers to investigate vulnerabilities and attack vectors related
to IoT devices. The dataset covers a wide range of attack types and their impact on network traffic. It also provides
labeled data for the development and testing of data mining and machine learning algorithms. This provides an ideal
platform for improving the accuracy and effectiveness of security solutions.

Using this dataset, various attack scenarios in UAV networks were investigated, which is shown in Figure 2. The
investigation of these attack scenarios aimed to identify vulnerabilities and potential attack vectors in UAV networks.
As seen in Figure 2, the types of attacks applied vary according to the characteristics of the dataset. Therefore, different
combinations of attack types can lead to different datasets. Updating the security of the dataset according to modern
attack types is critical for data security. In this study, new strategies and solutions were developed to increase the
security of UAV networks using the CICIOT2023 dataset [18].

Figure 2. Characteristics of Attack Classes in the Dataset

3.2. Machine Learning Models Used. Five different machine learning models are used for intrusion detection in the
study. These models are Random Forest Classifier (RFC), Categorical Boosting (CatBoost), Extreme Gradient Boost-
ing (XGBoost), Adaptive Boosting (AdaBoost) and Artificial Neural Network (ANN). RFC is an ensemble method that
combines multiple decision trees. Ensemble methods are a technique that allows multiple machine learning models to
be used together. CatBoost is a gradient boosting model that automatically processes categorical variables. XGBoost
is a gradient boosting library that works fast and scalably on large datasets. AdaBoost is a meta-learning algorithm that
combines weak classifiers to form a strong classifier. Inspired by biological neural networks, ANN is a deep learning
model that can learn complex structures. Each of these models offers different advantages to increase the performance
of intrusion detection [19].

3.3. Data Preprocessing and Feature Selection. The dataset was preprocessed for training and evaluation of the
models. The study addressed the class imbalance issue in the dataset through the application of the Synthetic Minority
Over-sampling Technique (SMOTE), a widely used method for enhancing dataset balance. SMOTE generates synthetic
examples for underrepresented classes by interpolating existing data points within the minority class. This approach
effectively increases the number of samples in these classes, ensuring that they are better represented during model
training.

In the context of the CICIOT2023 dataset, which contained a wide range of attack types with varying frequencies,
SMOTE was particularly instrumental in reducing the bias toward majority classes, such as normal traffic or common
attacks like DoS. By applying SMOTE, the dataset achieved a more equitable distribution of classes, enabling the
machine learning models to generalize more effectively and improve their detection capabilities across all attack types.
This preprocessing step was critical for ensuring the robustness of the proposed models, as it minimized the risk of
overfitting to the majority classes and enhanced the reliability of the performance metrics, such as accuracy, F1 score,
and recall, especially for minority attack classes. The balanced dataset thus supported a comprehensive evaluation of
model effectiveness in real-world cybersecurity scenarios. The preprocessing steps applied are as follows:
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1) Data Cleaning: Identifying and correcting erroneous or missing data in the dataset. Removing erroneous data is
important for the proper functioning of the dataset.

2) Feature Selection: Since redundant features can affect the processing speed, selecting relevant features is impor-
tant to reduce the computational time. In addition, selecting appropriate features makes the model more understandable
and applicable.

3) Data Standardization: Ensuring that the data in the dataset conforms to a certain format or units. Standardizing
the data ensures that different formats from various sources are harmonized.

4) Data Splitting: Splitting the dataset into training and test sets according to a certain ratio is an important step.
5) Data Balancing: Increasing the number of classes with fewer examples in the dataset. Figure 3 shows the process

of applying SMOTE to the features of the attack classes.The Ordered Boosting technique addresses target leakage,
effectively mitigating overfitting, while its symmetric tree structures facilitate faster predictions and efficient memory
usage.

In this study, the feature selection process played a critical role in optimizing the performance of the machine learn-
ing models. While the preprocessing steps included data cleaning, standardization, and balancing, the specific methods
used for feature selection could benefit from further elaboration. To ensure computational efficiency and improve model
interpretability, employing techniques such as Recursive Feature Elimination (RFE) or mutual information-based se-
lection would have provided a more transparent approach to identifying the most impactful features.

Additionally, leveraging models like Random Forest (RF) or CatBoost, which inherently compute feature impor-
tance, could offer valuable insights. RF determines feature importance based on Gini impurity reduction across its
decision trees, while CatBoost evaluates importance within its boosting framework. Such metrics would allow for a
more robust ranking of features, directly linking their relevance to the detection of specific cyberattack patterns. For
instance, features such as Packet Size, Bytes Sent, Protocol Type, and Service are likely to have high importance due
to their strong association with network anomalies like DDoS attacks. Reporting these rankings and their impact on
model performance would enhance the transparency and credibility of the feature selection process, providing greater
clarity on how these features contribute to detecting UAV network intrusions.

The CICIOT2023 dataset [22], utilized in this study, consists of a comprehensive collection of 1,050,000 instances,
with 50,000 samples allocated for testing and 1,000,000 samples for training. The dataset includes 28 features that
capture various aspects of network traffic, such as packet size, time intervals, protocol types, and service details. Key
features include Protocol Type, indicating the communication protocol (e.g., TCP, UDP, ICMP), Service, specify-
ing the targeted service (e.g., HTTP, DNS), Duration of the connection, Packet Count, representing the number of
packets transmitted, Bytes Sent, indicating the total data transferred, Flag Status, detailing network packet flags, and
Timestamp, providing temporal information. The data is labeled with Attack Label, distinguishing between benign
and malicious activities. Malicious traffic is further categorized into specific attack types, including Denial-of-Service
(DoS), Distributed Denial-of-Service (DDoS), Data Manipulation, Command Injection, and GPS Spoofing. To address
class imbalances, the Synthetic Minority Over-sampling Technique (SMOTE) was applied, particularly for underrep-
resented attack categories, ensuring that the machine learning models could generalize effectively. This dataset offers a
rich and diverse resource for evaluating intrusion detection systems and is pivotal in advancing cybersecurity measures
in UAV networks.

3.4. Creating and Training the Model. In this study, as seen in Figure 4, intrusion detection was performed on
network traffic using artificial intelligence algorithms. The network traffic data recorded by the system was analyzed
with various artificial intelligence algorithms. The intrusion detection model consists of four stages. In the first stage,
the data obtained from the network traffic was subjected to preprocessing steps to create a suitable dataset. The
dataset was divided into 10-millisecond segments before being loaded into the model to increase the accuracy of the
algorithms. In the second stage, the prepared dataset was trained with 50,000 data points and tested with more than
1,000,000 data points. Various artificial intelligence algorithms such as RFC, CatBoost, XGBoost, AdaBoost and
ANN were used in this process. In the third stage, visualization techniques were used to better analyze the results of
the artificial intelligence algorithms. These techniques provided a clearer analysis of the algorithm performance. In the
final evaluation phase, the CatBoost algorithm was selected for intrusion detection, as it showed the highest accuracy,
F1 score, recall, precision and time values across all attack types. It was also registered for use with real-time data.

3.5. Model Selection and Rationale. The selection of machine learning models such as CatBoost, ANN, and RF for
this study was guided by their specific advantages in handling diverse and complex datasets, as well as their proven
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effectiveness in similar contexts. CatBoost was chosen for its robust handling of categorical data without the need for
extensive preprocessing, as it natively supports categorical features through its gradient boosting framework. Its use
of Ordered Boosting and symmetric trees minimizes overfitting and ensures high accuracy and efficiency, which are
critical for real-time applications like UAV intrusion detection. Studies have consistently highlighted its superiority in
scenarios with categorical and imbalanced data.

Artificial Neural Networks (ANNs) were included due to their ability to model complex non-linear relationships in
data. Their flexibility makes them ideal for capturing intricate attack patterns in UAV network traffic. ANN’s struc-
ture allows it to generalize well in detecting a wide range of cyberattacks, as demonstrated in prior work on anomaly
detection and predictive maintenance in UAV systems. Random Forest (RF) was selected for its interpretability and en-
semble nature, combining multiple decision trees to reduce variance and improve prediction stability. It is particularly
effective for datasets with mixed data types and has a strong track record in intrusion detection tasks. RF also provides
insights into feature importance, aiding interpretability.

These models complement each other, offering a balance of speed, accuracy, and robustness to effectively address
the challenges of UAV network security.

Figure 3. Illustrates the cloned features of attack classes in the dataset for training.

3.6. CatBoost Algorithm. The CatBoost algorithm is a gradient boosting method based on decision trees, specifically
optimized for working with categorical data. This algorithm is a modern machine learning technique that can provide
faster and higher accuracy rates compared to other boosting methods. CatBoost uses categorical data directly and
eliminates the need to convert them to numerical values, simplifying the data preprocessing process and improving
model performance. One of the main advantages of CatBoost is that it uses unique techniques to prevent overfitting,
thus reducing the risk of overfitting. In addition, the CatBoost algorithm builds each decision tree based on training
data and successively adds new decision trees to reduce errors in the data. This process of reducing errors gradually
improves the model’s prediction accuracy. By using symmetric trees, CatBoost speeds up the training process and
increases the generalization ability of the model. The speed and efficiency of the algorithm, the ability to produce
fast results on large data sets due to low computational requirements, its mathematically simple and understandable
structure, and the ability to achieve high accuracy rates, especially with categorical data, are among its advantages [20].

3.7. Creating and Training the Model. This section focuses on the second stage where attack analyses are performed
and the packets transferred to the expert system are processed using machine learning and artificial intelligence algo-
rithms. The packets captured in the expert system used for intrusion detection are labeled as both 33 different attack
types and normal network packets. This classification process is introduced to the expert system. After the completion
of the classification stage, 50,000 data points are used to train various artificial intelligence algorithms and more than
1,000,000 data points are used for testing and the obtained results are analyzed. The accuracy of the decision tree can
be examined based on this data. At this stage, the packets classified and labeled by the expert system are analyzed using
various artificial intelligence algorithms. In general, parameters such as F1 score, recall, precision and accuracy are
emphasized in classification type studies. However, in cyber security, it is of great importance to quickly detect cyber
attacks according to attack classes. Therefore, the testing process applied after the training stage is very important for
the study. In addition, the shortness of the testing period is as critical as the accuracy rate. When the values in Table 1
are examined, it is observed that the accuracy rates of the algorithms are similar.
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Figure 4. Data and model training stagesCatBoost algorithm.

Table 1. Model Comparation.

However, when focusing on the test period, it is clear that the CatBoost algorithm detects attacks faster and with higher
success rates than other algorithms. Therefore, although some algorithms have high accuracy rates, the algorithms
with shorter test periods and lower accuracy rates compared to other algorithms can be selected as the most successful
algorithms. In this context, it was decided to use the CatBoost algorithm in the expert system.

Figure 5 shows a heat map of the confusion matrix used to evaluate the performance of a classification model.
The horizontal axis of the matrix represents the predicted classes, and the vertical axis represents the true classes.

Each cell in the matrix shows the number of instances for which a given true class was predicted as a given class.
The color scale on the right side of the matrix represents the density of the cell values; dark blue indicates high match
counts, and light colors indicate low match counts.

The cells on the diagonal of the matrix represent instances correctly classified by the model, meaning that the
predicted class matches the true class. In contrast, the cells off the diagonal represent misclassifications, where the
predicted class does not match the true class. The heat map visually shows the accuracy of the model’s predictions for
each class, highlighting which classes are predicted more accurately and which are frequently predicted incorrectly.
In addition, the confusion matrix provides information about the types of errors the model makes. For example, it
can reveal whether the model consistently confuses certain classes with each other. This information is critical for
understanding the model’s strengths and weaknesses and for making further improvements. However, despite the
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detailed information provided by the confusion matrix, a low evaluation score suggests that the overall performance of
the model with real-world data is suboptimal. This discrepancy may indicate that the model is overfitting the training
data or has difficulty generalizing to new, unseen data. Therefore, further research and optimization is needed to
improve the robustness and effectiveness of the model. This may include techniques such as collecting more diverse
training data, tuning hyperparameters, or using more sophisticated algorithms.

Figure 5. Confision Matrix of the Models.

4. Discussion

In this study, various machine learning models used to detect cyber attacks in unmanned aerial vehicle (UAV)
networks were comprehensively examined and compared. The algorithms used in the study include RFC, CatBoost,
XGBoost, AdaBoost, and ANN. The results of the study provide important findings in determining the performance of
different machine learning algorithms in the cyber attack detection process. While all algorithms generally exhibited
high accuracy rates, significant differences were observed in the test times. In particular, the CatBoost algorithm
showed superior performance compared to other algorithms in terms of accuracy rate and processing time. There are
several important factors contributing to the success of CatBoost: Producing faster results in test times compared to
other algorithms is an important advantage in UAV networks where real-time attack detection is critical. It has been
particularly successful in achieving high accuracy rates when working with categorical data. Effective processing and
analysis of various data encountered in UAV networks increases the efficiency of attack detection. The findings of the
study emphasize that CatBoost generally outperforms other algorithms and therefore is an ideal choice for detecting
attacks in UAV networks. These findings highlight the importance of using the CatBoost algorithm to secure UAV
networks and detect cyber attacks quickly and effectively.

CatBoost demonstrates significant advantages beyond accuracy and processing time, establishing itself as a promi-
nent algorithm in machine learning. Its ability to natively process categorical variables without extensive preprocessing
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reduces complexity and minimizes information loss. Additionally, CatBoost achieves strong performance with mini-
mal hyperparameter tuning and supports distributed training, ensuring scalability for large datasets. Features such as
built-in cross-validation and interpretability tools further enhance its usability and transparency.

Several factors contribute to CatBoost’s success, including its algorithmic innovations, robustness with categorical
data, and versatility across diverse applications. However, it has certain limitations. CatBoost’s memory consumption
during training is higher compared to alternatives like LightGBM, and its training time may be slower on datasets with
fewer categorical features. The relatively large model size can also be a disadvantage for deployment in resource-
constrained environments. Furthermore, its ecosystem, while expanding, remains less mature than that of widely
adopted algorithms like XGBoost.

Despite these challenges, CatBoost’s strengths make it particularly well-suited for real-time applications. Its ex-
emplary performance on the CICIOT2023 dataset highlights its efficacy in handling complex data, particularly in
cybersecurity contexts, such as UAV network intrusion detection.

5. Conclusion

This study conducted an in-depth evaluation and comparison of various machine learning models to detect cyber-
attacks in unmanned aerial vehicle (UAV) networks, a critical area of research due to the increasing deployment of
UAVs in both civilian and military applications. The models analyzed included Random Forest (RF), CatBoost, XG-
Boost, AdaBoost, and Artificial Neural Networks (ANN). The findings revealed that, while all models achieved high
accuracy rates in attack detection, CatBoost demonstrated clear superiority. Its exceptional performance in terms of
both accuracy and processing time makes it particularly well-suited for real-time applications where timely detection
of cyberattacks is critical. Notably, CatBoost’s ability to handle categorical data efficiently, coupled with its robust
processing capabilities, ensures the effective analysis of complex UAV network traffic. These advantages underscore
its potential as a cornerstone for enhancing UAV network security.

Despite these promising results, the study also highlighted several limitations. The dataset used, CICIOT2023,
provides a rich set of labeled data covering various attack types. However, it does not encompass all possible attack
scenarios, limiting its ability to represent the full spectrum of real-world UAV network dynamics. Furthermore, the
performance of the machine learning models was found to depend heavily on the characteristics of the dataset, indi-
cating the potential for variability when applied to different datasets or real-world scenarios. The results of this study
remain largely theoretical and require further validation in real-time applications to establish their practical viability.
In conclusion, this study represents a significant step forward in the use of machine learning for UAV network secu-
rity. By demonstrating the effectiveness of CatBoost and other machine learning models, it provides a foundation for
developing real-time, adaptive intrusion detection systems. These systems will not only secure UAV networks but also
contribute to building resilient infrastructure capable of withstanding the rapidly evolving landscape of cybersecurity
threats. The findings and insights gained from this study will serve as an important reference for future studies, guiding
the development of advanced and robust security measures for UAV networks.

Future studies directions are clear and imperative. Expanding datasets like CICIOT2023 to include a broader and
more diverse range of attack types is essential for developing more robust detection systems. Studies should also
focus on identifying new machine learning algorithms and methods to enhance detection accuracy, computational
efficiency, and generalizability. Developing hybrid models that combine the strengths of multiple algorithms offers
another promising avenue for increasing detection performance. Additionally, the implementation and testing of these
systems in real-world environments will be critical for validating their effectiveness and addressing practical challenges.
Ensuring that such systems can adapt to evolving threats will play a vital role in securing UAV networks against future
cyberattacks.

6. Limitation

The CICIOT2023 dataset used in this study covers a variety of attack scenarios targeting UAV networks, but it
does not cover all possible attack types. The limitations of the dataset are due to the diversity of modeled attacks and
the fact that it does not fully reflect the real-world dynamics of UAV networks. In addition, the performance of the
machine learning algorithms used depends on the characteristics of the dataset, and different results may be obtained
with different datasets. Although the superior performance of the CatBoost algorithm has been verified within the
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scope of this study, similar results cannot be guaranteed in other applications and datasets. Finally, the results of the
study remain at a theoretical level and further validation is required for real-time applications.

7. FutureWorks

Future studies should aim to expand the CICIOT2023 dataset to include a wider and more diverse set of attacks.
In addition, research should be conducted to discover new algorithms and methods to improve the performance of
machine learning models. The development of real-time intrusion detection systems and field testing of these systems
will be important steps in improving the security of UAV networks. Validation of the performance of the models used in
this study on different datasets and real-world scenarios should be the focus of future research to confirm their general
applicability. Finally, integrating different machine learning algorithms and developing hybrid models can increase the
accuracy and speed of intrusion detection.
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