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THE ANALYSIS OF THE EFFECT OF THE NORMS IN THE

STEP SIZE SELECTION FOR THE NUMERICAL INTEGRATION

GÜLNUR ÇELİK KIZILKAN, AHMET DUMAN, AND KEMAL AYDIN

Abstract. In scientific studies involving norm calculations, the choice of the

norm affects the obtained results. We have aimed to examine the behavior of
the step sizes using different norms and norm inequalities in step size strategy

obtained in [1] for linear Cauchy problems.

1. Introduction

Selection of step size is an important concept for the convergence of the numerical
solution to exact solution in numerical integration of differential equation systems.
For the use constant step size, it must be investigated how should be selected the
step size in the first step of numerical integration. Also, if the solution is changing
slowly in some regions and it is changing rapidly in some another regions then it
is not practical to use constant step size in numerical integration. So, we should
use small step sizes in the region where the solution changes rapidly and we should
choose larger step size in the region where the solution changes slowly. In literature,
step size strategies have been given for the numerical integration. Consider the
Cauchy problem

X ′ = F (t,X), X(t0) = X0

on the region D = {(t,X) : |t − t0| ≤ T, |xj − xj0| ≤ bj}, where X(t) = (xj(t)),
X0 = (xj0); xj0 = xj(t0), F (t,X) = (fj); fj = fj(t, x1, x2, ..., xN ), F (t,X) ∈
C1([t0−T, t0 +T ]×RN ), X(t), X0 and b = (bj) ∈ RN . In [1, 2] a step size strategy
for F (t,X) = AX is proposed by

(1.1) hi ≤
1

α
4
√
N5

(
2δL
βi−1

)
1
2

such that the local error ||LEi|| ≤ δL. Strategy given in (1.1) is the generalization
of the strategy in [3, 4].
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The above-mentioned step size strategies are based on matrix and vector norms.
As in all the scientific studies involving norm calculations, the choice of the norm
affects the obtained results in step size strategies.

The aim of this paper to examine the behavior of the step sizes using different
norms and norm inequalities in step size strategy obtained in [1] for linear Cauchy
problems. In section 2, we have introduced the step size strategy based on error
analysis for the linear systems (SSS). We have reminded commonly used vector and
matrix norms. In section 3, we have investigated the effects of choice of the norms
on step size strategy. Finally, we have analyzed the all strategies with numerical
examples.

2. The step size strategy and norms

2.1. The Step Size Strategy (SSS). Let us consider the Cauchy problem

(2.1) X ′ = AX,X(t0) = X0.

Following inequality is given

(2.2) ||LEi|| ≤
h2
i

2
||A||2||Z(τi)||, τi ∈ [ti−1, ti)

for the local error of the Cauchy problem (2.1) in i -th step of the numerical inte-
gration. According to equation (2.2), the upper bound of local error for the system
(2.1) is given by

(2.3) ||LEi|| ≤ (
1

2
α2βi−1)

√
N5h2

i ,

where

||A|| ≤ N maxi,j |aij | = Nα,

||Z|| ≤
√
N maxj |zj | ≤

√
N maxj(supτi |zj(τi)|) ≤

√
Nβi−1.

From the inequality(2.3)in the stepi, the step size is calculated by

(2.4) hi ≤ (
1

α
4
√
N5

)(
2δL
βi−1

)
1
2

such that the local error ||LEi|| ≤ δL where δL is the error level that is determined
by user ([1, 2]).

While formulating the step sizes (2.4), a more practical way is obtained for
calculations by using the upper bound (2.3) instead of the upper bound (2.2) of
the local error. The effects of the calculation errors resulting from floating point
arithmetic are reduced in doing so.

2.2. Vector and Matrix Norms and Relations between Matrix Norms. A
norm is a real valued function that provides a measure of the size of vectors and
matrices. For X = (xj) ∈ RN , some commonly used norms are given below. The
l2 norm (Euclidean norm) is defined by

||X||2 = (
∑N
j=1 x

2
j )

1
2 .

The l1 norm (sum norm) is given as

||X||1 =
∑N
j=1 |xj |.

Another norm is formulated by

||X||∞ = maxj |xj |,
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which is called as l∞ norm (maximum norm).
For A = (aij) ∈ RM×N , the most frequently used matrix norms are the l1

(maximum column) norm

||A||1 = maxj
∑M
i=1 |aj |,

the l∞ ( maximum row) norm

||A||∞ = maxi
∑N
j=1 |aj |,

the l2 (spectral) norm

||A||2 =
√
λmax(ATA),

where λmax(ATA) is the maximum eigenvalue of the matrix ATA, Frobenius norm

||A||F = (
∑M
i=1

∑N
j=1 |aij |2)

1
2 ,

and the maximum norm

||A||max = maxi,j |aij |.
We have used in our study the relations

||A||2 ≤ ||A||F , ||A||F ≤
√
N ||A||2, ||A||2 ≤ N ||A||max, ||A||2 ≤

√
||A||1||A||∞

which hold for all matrices A = (aij) ∈ RN×N . And we have also used the com-
patible norms in this study.

For all information about norms in this section, you can see for example [5, 6, 7,
8, 9, 10].

3. An Analysis on the Effect of the Norms in the Step Size Selection

3.1. The Effect of Choice of Norm to Step Size Strategy. The inequality
(2.4) given in [1, 2] gives step sizes based on matrix and vector norms in the i -th
step of numerical integration of the Cauchy problem (2.1) such that local error is
smaller than δL error level. Different formulations are obtained for the step size
according to the choice of the norms in the inequality (2.2). Changes that occur in
step sizes may be significant. Now, let investigate the effect of the norms to step
sizes. In calculations consider that

||Z(τi)||k ≤ supτi ||Z(τi)||k ≤ βk,i−1, k = 1, 2,∞.

Strategy 1 (SSS1)The step sizes given by

(3.1) hi ≤
1

||A||2
(

2δL
β2,i−1

)
1
2 , τi ∈ [ti−1, ti)

are obtained from the inequality (2.2) according to l2 norm.
Strategy 2 (SSS2) The step sizes given by

(3.2) hi ≤
1

||A||1
(

2δL
β1,i−1

)
1
2 , τi ∈ [ti−1, ti)

are obtained from the inequality (2.2) according to l1 norm.
Strategy 3 (SSS3) The step sizes given by

(3.3) hi ≤
1

||A||∞
(

2δL
β∞,i−1

)
1
2 , τi ∈ [ti−1, ti)

from the inequality (2.2) according to l∞ norm.
Strategy 4 (SSS4) The step sizes given by

(3.4) hi ≤
1

||A||F
(

2δL
β2,i−1

)
1
2 , τi ∈ [ti−1, ti)
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Table 1. Step number with the strategies in numerical integration

from the inequality (2.2) according to l2 norm.

Strategy 5 (SSS5) By using inequality ||A||2 ≤ ||A||F ≤
√
N ||A||2, the step

sizes are calculated by

(3.5) hi ≤
1

||A||2
(

2δL
Nβ2,i−1

)
1
2 , τi ∈ [ti−1, ti)

from the inequality (2.2) according to l2 norm.
Strategy 6 (SSS6)By using inequality ||A||2 ≤ N ||A||max, the step sizes ob-

tained by

(3.6) hi ≤
1

N ||A||max
(

2δL
β2,i−1

)
1
2 , τi ∈ [ti−1, ti)

from the inequality (2.2).
Strategy 7 (SSS7)The step sizes are given as follows

(3.7) hi ≤
1

||A||1||A||∞
(

2δL
β2,i−1

)
1
2 , τi ∈ [ti−1, ti)

by considering the inequality ||A||2 ≤
√
||A||1||A||∞.

3.2. Analysis of the Strategies with Numerical Examples. Consider X ′(t) =
AX(t), X(t0) = X0 on the region D = {(t,X) : |t − t0| ≤ T, |xj − xj0| ≤ bj}. Let
t0 = 0, bj = 5, xj0 = 1 and δL = 10−1.

Following figures give us an idea about the step sizes obtained from strategies.
The values and numbers of the step sizes depend on the choice of norm.

The main strategy SSS usually generates little step sizes which cause an expensive
computation as shown in Figure 1 and Figure 3. However, no matter how the
matrix, SSS provides ease of calculation for the step sizes. Because, calculation the
parameters α and βi−1 of SSS in inequalities (2.4) is easier to obtain the parameters
of the other strategies.

As we can see from Figure 1, Figure 2 and Figure 3, SSS1 gives the largest step
sizes than other strategies. But, in this case local errors may occur very close to
error level δL in calculations (see, Figure 4.(b)). The calculation errors may cause
to be ||LEi|| > δL on some steps in numerical integration because of the effects of
the floating-point arithmetic (Remark 3.1. in [2], and Remark 1. in [1]). If the
situation that the occurred errors exceeds desired error level is not so important,
then SSS1 is the most suitable strategy for the numerical integration. Because it
always provides quite cheap computations.
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Figure 1. Step sizes and iteration numbers for Example 1.

For SSSk (k=2,3,4,5), almost similar results have been obtained as SSS1. So, we
think that it will be enough to comment only SSS1.

Figure 2. Step sizes and iteration numbers for Example 2.
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Figure 3. Step sizes and iteration numbers for Example 3.

SSS6 completes the calculation process a little less step when compared with
SSS. The step sizes are partially calculated more easily with SSS6 than SSSk
(k=1,2,3,4,5,7) because of the term ||A||max. But the calculation of the step sizes
with SSS is easiest of among all the strategies.

It is not practical to compare SSS7 directly with the other strategies regarding
largeness of calculated step sizes and the number of iterations. For instance, it-
eration has taken 2986 steps in Example 2, but it has taken 43 steps in Example
3 as we can see in Figure 2 and Figure 3. That is, it may calculate the largest
or the smallest step sizes according to given coefficient matrix. Even one of the
elements of the coefficient matrix is large, the number of iterations increases in the
calculation. The term ||A||1||A||∞ in SSS7 causes the becoming smaller of the step
sizes. So, if the elements of the matrix is not very large, SSS7 should be used.

Figure 4 shows the local errors calculated by the strategies for Example 1, Ex-
ample 2 and Example 3.

4. Conclusion

In this paper, the effects of choice of the norms have been examined in the
calculation of the step sizes. It has been seen that some norms and norm inequalities
provide ease of calculation for step size.

SSS1 gives the larger step sizes than other strategies. So, SSS1 completes the
numerical integration in less time and fewer steps. It provides quite cheap compu-
tations. Although it is advantageous with this aspect, local errors may occur very
close to error level δL in calculations. As all computations are done with floating-
point arithmetic on computer, the calculation errors may cause to be ||LEi|| > δL
on some steps in numerical integration. If this situation is unimportant, users
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(a) (b)

(c)

Figure 4. Local errors for Example 1, Example 2 and Example 3.

should prefer SSS1 (or SSSk (k=2,3,4,5) that have similar properties) for cheap
computations.

However the effects of floating point arithmetic does not considered in this study,
it has emphasized that SSS is given to reduce these effects. SSS usually generates
little step sizes which cause an expensive computation, but even so, it allows us to
easier calculations for the step sizes. SSS should be used for ease of calculations.

SSS4 may be suggested if the elements of the matrix is not very large. If the
coefficient matrix has at least one large element, it may calculate too small step
sizes according to coefficient matrix.

Consequently, the choice of the norm should be considered as an important part
of the step size strategy.
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[4] Çelik Kızılkan, G. and Aydın, K.,Step Size Strategy Based on Error Analysis, SUFEFD, Vol:

25 (2005), 79-86 (in Turkish).

[5] Golub, G. H. and Van Loan, C.F., Matrix Computations, third edition, The Johns Hopkins
University Press, London, 1996.

[6] Quarteroni, A., Sacco, R. and Saleri, F.,Numerical Mathematics, Springer Verlag, New York,

2000.
[7] Bulgak, A. and Bulgak, H.,Linear Algebra, Seluk University Applied Mathematics Research

Center Publications, Konya, 2001.
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