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Abstract
Aim: This study aims to develop and validate LuminaURO, a Retrieval-Augmented Generation (RAG)-based 
AI Assistant specifically designed for urological healthcare, addressing the limitations of conventional Large 
Language Models (LLMs) in healthcare applications.
Methods: We developed LuminaURO using a specialized repository of urological documents and imple-
mented a novel pooling methodology to search multilingual documents and aggregate information for re-
sponse generation. The system was evaluated using multiple similarity algorithms (OESM, Spacy, T5, and 
BERTScore) and expert assessment by urologists (n=3).
Results: LuminaURO generates responses within 8-15 seconds from multilingual documents and enhances 
user interaction by providing two contextually relevant follow-up questions per query. The architecture dem-
onstrates significant improvements in search latency, memory requirements, and similarity metrics com-
pared to state-of-the-art approaches. Validation shows similarity scores of 0.6756, 0.7206, 0.9296, 0.9223, 
and 0.9183 for English responses, and 0.6686, 0.7166, 0.8119, 0.9220, 0.9315, and 0.9086 for Turkish respons-
es. Expert evaluation by urologists revealed similarity scores of 0.9444 and 0.9408 for English and Turkish 
responses, respectively.
Conclusion: LuminaURO successfully addresses the limitations of conventional LLM implementations in 
healthcare by utilizing specialized urological documents and our innovative pooling methodology for multi-
language document processing. The high similarity scores across multiple evaluation metrics and strong ex-
pert validation confirm the system’s effectiveness in providing accurate and relevant urological information. 
Future research will focus on expanding this approach to other medical specialties, with the ultimate goal of 
developing LuminaHealth, a comprehensive healthcare assistant covering all medical domains.
Keywords: Artificial intelligence; decision support systems; natural language processing; medical informat-
ics; urology

Öz
Amaç: Bu çalışma, ürolojik sağlık hizmetleri için özel olarak tasarlanmış, Erişim-Güçlendirilmiş Üretim (RAG) 
tabanlı bir yapay zeka asistanı olan LuminaURO’yu geliştirmeyi ve doğrulamayı amaçlamaktadır. Bu sistem, 
sağlık uygulamalarında geleneksel Büyük Dil Modellerinin (LLM) sınırlamalarını ele almaktadır.
Yöntemler: LuminaURO’yu ürolojik dokümanların özel bir deposunu kullanarak geliştirdik ve çok dilli dokü-
manları aramak ve yanıt üretimi için bilgileri toplamak amacıyla yenilikçi bir havuzlama metodolojisi uygu-
ladık. Sistem, çoklu benzerlik algoritmaları (OESM, Spacy, T5 ve BERTScore) ve ürologlar tarafından uzman 
değerlendirmesi (n=3) kullanılarak değerlendirildi.
Bulgular: LuminaURO, çok dilli dokümanlardan 8-15 saniye içinde yanıtlar üretmekte ve her sorgu için bağ-
lamsal olarak ilgili iki takip sorusu sunarak kullanıcı etkileşimini geliştirmektedir. Mimari, son teknoloji yakla-
şımlara kıyasla arama gecikmesi, bellek gereksinimleri ve benzerlik metrikleri açısından önemli iyileştirmeler 
göstermektedir. Doğrulama, İngilizce yanıtlar için 0,6756, 0,7206, 0,9296, 0,9223 ve 0,9183, Türkçe yanıtlar 
için ise 0,6686, 0,7166, 0,8119, 0,9220, 0,9315 ve 0,9086 benzerlik puanları göstermektedir. Ürologlar tara-
fından yapılan uzman değerlendirmesi, sırasıyla İngilizce ve Türkçe yanıtlar için 0,9444 ve 0,9408 benzerlik 
puanları ortaya koymuştur.
Sonuç: LuminaURO, özel ürolojik dokümanları ve çok dilli doküman işleme için yenilikçi havuzlama metodolo-
jimizi kullanarak sağlık hizmetlerinde geleneksel LLM uygulamalarının sınırlamalarını başarıyla ele almaktadır. 
Çoklu değerlendirme metriklerinde elde edilen yüksek benzerlik puanları ve güçlü uzman doğrulaması, siste-
min doğru ve ilgili ürolojik bilgileri sağlama konusundaki etkinliğini teyit etmektedir. Gelecekteki araştırmalar, 
bu yaklaşımı diğer tıbbi uzmanlık alanlarına genişletmeye odaklanacak ve nihai hedef olarak tüm tıbbi alanları 
kapsayan kapsamlı bir sağlık asistanı olan LuminaHealth’i geliştirmek olacaktır.
Anahtar Sözcükler: Doğal lisan işleme; karar destek sistemleri; tıbbi bilişim; üroloji; yapay zeka
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INTRODUCTION
Artificial Intelligence (AI) comprises computational 
systems that simulate cognitive functions and execute 
tasks. These systems replicate human intelligence 
through learning, reasoning, perception, and language 
processing. Machine Learning (ML) and Deep Learn-
ing (DL) are sub-disciplines of AI, representing their 
most effective forms (1). ML enables systems to learn 
from data with statistical techniques and algorithms to 
develop models (1). DL, a subset of ML, uses multi-
layered artificial neural networks (ANN) inspired by 
biological neural architecture (1). This approach is 
successful in pattern recognition and feature extrac-
tion with large datasets (2). DL algorithms advance 
fields including image recognition speech processing 
and natural language processing (3-5). Natural lan-
guage processing (NLP), a subfield of DL, focuses on 
understanding and generating human language (5,6). 
This discipline exists at the intersection of linguistics, 
computer science, and cognitive psychology. NLP ap-
plications include text classification translation and 
question-answering systems (7-10). The Transformer 
architecture marks a milestone in NLP evolution (6). 
This advancement enabled large language models 
(LLMs) improving language processing (5).

LLMs are complex ANN models trained on exten-
sive text corpora with billions of parameters (11,12). 
The Generative Pretrained Transformer (GPT) series 
demonstrates capabilities in contextual understanding  
language generation and language tasks with human-
like performance. These models perform high-level 
generalization and have applications across diverse 
fields (13-16). LLMs present limitations and ethical 
concerns (17–21). LLM projects require substantial 
computational resources can show biases and can gen-
erate incorrect information or “hallucinations” (22-
24). Researchers must remain vigilant about these is-
sues (25). LLMs are increasingly used in AI assistants 
chatbots ,translation and content generation (26-29). 
Examples include ChatGPT by OpenAI  Google’s 
Gemini (31), Meta’s LLama (32), and Claude by An-
thropic (30-33). While these are general-purpose 
LLMs, domain-specific models are developed from 
these frameworks.

AI is increasingly prevalent in healthcare (34). AI 
models efficiently execute repetitive tasks, minimize 

human errors, and operate without fatigue-related 
limitations (35,36). Growing patient populations and 
healthcare professional shortages accelerate AI adop-
tion (34). AI applications are increasingly used in re-
search for diseases like cancer where treatment proto-
cols are still developing (35). AI applications in health-
care address unresolved problems while saving time 
and costs (34). The rise in digital healthcare data has 
motivated further research in this area (36).

Patients and families lack access to reliable medical 
resources for their healthcare questions (37). This need 
is critical after hospital discharge or when doctor com-
munication is limited. There is a growing demand for 
systems that can address ongoing healthcare questions 
(38). These systems help patients and families make 
informed health decisions and manage treatments ef-
fectively. Patients and families often seek health solu-
tions online (37). GPT-based AI models like ChatGPT, 
Claude, and Gemini  are increasingly used for health 
questions (38). However, these platforms often provide 
medically unreliable responses without proper over-
sight (38), potentially confusing patients. Overcom-
ing these challenges necessitates the development of 
domain-specific solutions (39). Retrieval-Augmented 
Generation (RAG)  applications with LLMs have 
emerged as a solution for specialized healthcare re-
sponses (40).

This paper introduces LuminaURO, an AI-pow-
ered urology health assistant developed to provide 
specialized medical responses. LuminaURO generates 
personalized and medically validated responses by in-
tegrating LLM and RAG technologies. 

This paper reveals the following major contribu-
tions:
• LuminaURO: RAG-based Urology Assistant: This

study presents LuminaURO, an AI system for 
urology using the RAG framework with curated 
medical datasets. The system features a document 
pooling methodology that processes multilingual 
medical documents, enhancing response accuracy 
while maintaining medical context (Section 3, 3.4).

• Multilingual Retrieval Architecture: The imple-
mentation uses FAISS technology for rapid simi-
larity searches across multilingual documents, 
generating responses within 8-15 seconds. The sys-
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tem supports English and Turkish interfaces, with 
capacity for language expansion. It maintains high 
accuracy through integrated results from original 
and translated queries (Section 3.4).

• Comprehensive Validation Framework: The as-
sistant’s performance is validated through compu-
tational metrics (OESM, SpaCy, T5, BERTScore) 
and expert evaluation by urologists, achieving over 
90% similarity scores across languages for clinical 
reliability (Section 4).

• Interactive Query Enhancement: Through Lang-
Chain PromptTemplate integration, the assistant 
generates two domain-specific follow-up questions 
per user query for user engagement in urological 
discussions (Section 3.5).
LuminaURO introduces an innovative AI solution 

that enhances patient care, clinical decision-making, 
and medical education in urology (18). The web-based 
interface provides broader public access and improved 
clinical testability. This study provides insights into 
AI applications in healthcare, offering a foundation 
for future research. The system improves patient out-
comes, healthcare efficiency, and access to medical 
knowledge in urology. The system educates patients 
and their relatives about urological conditions and 
treatment options. This approach leads to informed 
decision-making and increased confidence in treat-
ment. This assistant advances AI applications in medi-
cine, enabling more personalized patient care.

BACKGROUND
AI and LLM systems have fostered significant ad-
vancements across a broad spectrum of the healthcare 
sector, including clinical decision support systems, 
patient education, medical research, diagnosis, and 
patient management. In this section, we will compre-
hensively examine these technological developments 
in healthcare by systematically categorizing studies 
from the literature, emphasizing specific metrics and 
key features.

Development of healthcare-specific LLMs
The complexity and specialized language of medical 
texts emphasize the critical need for healthcare-specif-
ic LLMs. Peng et al. developed GatorTronGPT, archi-

tected on GPT-3 and trained with 277 billion clinical 
and general English corpus (41). Physician-conducted 
Turing evaluations demonstrated clinical parity be-
tween GatorTronGPT generated and authentic medi-
cal documentation. Lee et al.  developed BioBERT pre-
training the BERT model on biomedical texts, which 
led to improvements of 0.62%, 2.80%, and 12.24% in 
tasks such as Named Entity Recognition (NER), Rela-
tion Extraction (RE), and Question Answering (QA) 
tasks, respectively (39).

In another study, an Otolaryngology-specific LLM, 
ChatENT, was developed by Long et al. which out-
performed ChatGPT-4.0 on Canadian and U.S. ENT 
board examination questions by improving answer 
consistency and reducing hallucinations (42). There-
fore, greater accuracy and proficiency were achieved. 
Luo et al. adopted a similar approach with ChatZOC, 
a Chinese ophthalmology-specific model, and com-
pared it with 10 different LLMs, including GPT-4 (43). 
ChatZOC demonstrated performance comparable to 
GPT-4 regarding human ranking scores, alignment 
with scientific consensus, and reduced error rates. 
Zheng et al.  Introduced MOPH, another Chinese oph-
thalmology specific LLM, which matched the clinical 
proficiency of ophthalmology residents, achieving an 
average exam score of 64.7% and 81.1% accuracy in 
clinical case diagnoses (44). Li et al.  Introduced Chat-
Doctor, a LLaMA-based medical chatbot fine-tuned 
on patient-doctor dialogues, demonstrating superior 
BERTScore metrics compared to ChatGPT in deliver-
ing clinical information (45).

LLMs in clinical diagnosis and decision 
support
The effectiveness of LLMs in clinical diagnosis and de-
cision support has been rigorously explored in numer-
ous studies. Huang et al.  Demonstrated GPT-4’s su-
perior performance in ophthalmological diagnostics, 
surpassing experts in glaucoma identification (506.2 
vs 403.4, p<0.001) and achieving parity or superior-
ity in retinal pathology assessment (235.3 vs 216.1, 
p=0.17) (46). This rigorous evaluation, employing a 
decadic Likert scale, elucidated GPT-4’s significant 
potential in specialized medical diagnostics. Haider et 
al. Demonstrated that the Gemini model significantly 
outperformed ChatGPT-4 in breast disease classifica-
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tion, achieving an overall accuracy of 98%, compared 
to ChatGPT-4’s 71% (47). Notably, the Gemini model 
excelled in the Fischer Grade, Kajava, and Regnault 
classifications. Similarly, Kim et al. Reported that 
LLMs reached a diagnostic accuracy of 96.1% in iden-
tifying obsessive-compulsive disorder (OCD), with 
ChatGPT-4 accurately diagnosing all cases (48).

Upadhyaya et al. Implemented a Gemini-based 
LLM for diagnosing moderate/severe amblyopia, mild 
cases, and nystagmus identification, achieving accura-
cy of 83%, 81%, and 85%, respectively (49). Dou et al. 
Evaluated ShennongGPT against GPT-4, BentsaoGPT, 
HuatuoGPT, ChatGLM, and NewBing in drug guid-
ance, achieving superior efficacy with 97 points in ex-
pert evaluations (50). Furthermore, Chang and Chang 
Introduced SocraHealth, which integrates models 
such as GPT-4 and Bard to reduce diagnostic errors, 
leading to more precise clinical assessments (51).

Ge et al. Engineered LiVersa, a RAG-based liver 
specific LLM integrating AASLD guidelines, dem-
onstrating superior performance in clinical decision 
support for hepatitis B management and hepatocellu-
lar carcinoma screening (52). Mukherjee et al. Dem-
onstrated that the privacy-preserving Vicuna-13B 
model achieved moderate agreement with annotators 
in labeling radiology reports (median k = 0.52-0.64), 
matching human performance in 9 out of 11 find-
ings (53). Kresevic et al. Mplemented a GPT-4 Turbo 
framework, achieving 99% accuracy in clinical guide-
line processing, optimizing decision-making protocols 
for chronic Hepatitis C management (54).

LLMs for patient education and 
communication
The effectiveness of LLMs in patient education and 
communication has also been investigated.

Kozaily et al. Observed that ChatGPT achieved 
90% appropriateness and 93% consistency when ad-
dressing heart failure-related questions, surpassing 
Bard, which reached 77% appropriateness (55). Evalu-
ations by two heart failure specialists revealed concor-
dance rates of 83% for ChatGPT and 67% for Bard. 
Bernstein et al. Reported that ChatGPT’s responses in 
ophthalmology showed no statistically significant dif-
ference from human responses concerning incorrect 
content, potential harm, and alignment with medi-

cal consensus (56). Yalamanchili et al. Demonstrated 
LLMs surpassed expert responses in radiation oncol-
ogy care, achieving accuracy of 94%, 77%, and 91% for 
accuracy, completeness, and conciseness, respectively, 
though noting elevated readability levels exceed-
ing middle school comprehension (57). Warren et al. 
Demonstrated that use of prompts with LLMs signifi-
cantly enhanced the quality of responses for patient 
education on Peyronie’s disease, raising them from 
medium to high quality, although only 42.5% of the 
cited sources were accurate (58).

Challenges and ethical considerations in 
healthcare LLMs
Healthcare LLMs face substantial constraints that im-
pede their widespread clinical adoption. These limita-
tions encompass contextual understanding deficien-
cies, interpretability challenges, and multifaceted ethi-
cal considerations, necessitating rigorous multidisci-
plinary collaboration. Benary et al.’s empirical analysis 
demonstrates their current insufficiency for routine 
clinical implementation, particularly in personalized 
oncology, where performance metrics remain sub-
optimal (17). Eckrich et al.’s investigation in urology 
applications revealed significantly inferior medical ap-
propriateness compared to expert assessments, with 
concerning misinformation rates ranging from 2.8% 
to 18.9% (18). Lu et al.’s research highlighted these sys-
tems’ propensity to generate unverified information 
termed “hallucinations” and produce biased outcomes 
due to inherent training data limitations  (19). Nerella 
et al.’s work identified further critical challenges, in-
cluding substantial computational overhead and com-
plex ethical implications while Alonso et al.’s findings 
revealed notable performance degradation in non-
English medical contexts (20, 21).

Future directions and conclusion
Research demonstrates significant potential in the 
development and application of LLMs in healthcare. 
Substantial progress has been made in creating do-
main-specific models, achieving high performance in 
clinical tasks, and advancing patient education. Nev-
ertheless, ethical concerns, misinformation risks, and 
interpretability issues must be addressed, necessitating 
further research. Future studies should focus on en-
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hancing the reliability of these models and facilitating 
their integration into clinical practice. Our study, in-
troducing LuminaURO as a specialized AI-Powered 
Urology Assistant, represents a significant step toward 
addressing these challenges while providing depend-
able, domain-specific healthcare information.

LUMINAURO: AI-POWERED UROLOGY 
HEALTH ASSISTANT
In this paper, present a succinct overview of LuminaU-
RO, an AI-Powered Urology Assistant engineered to 
address urological concerns of patients and their fami-
lies. The called “LuminaURO” derives from the Latin 
“Lumina”, denoting “illumination” or “enlightenment”, 
aptly encapsulating its function within urology.

LuminaURO embodies a sophisticated synthesis 
of advanced NLP and ML algorithms, meticulously 
calibrated for urological applications. The assistant’s 
knowledge repository is predicated upon a compre-
hensive urology corpus, assiduously curated by emi-
nent specialists in the field. It employs a state-of-the-
art vectorization methodology, leveraging cutting-
edge embedding techniques to process and operation-
alize this specialized knowledge with unprecedented 
efficacy.

The assistant’s architectural framework is con-
structed upon an OpenAI-developed LLM, augmented 
through the implementation of Retrieval-Augmented 
Generation (RAG) methodology. This sophisticated 
approach facilitates efficient information retrieval and 
the generation of contextually pertinent responses.

A publicly accessible web-based LuminaURO Ap-
plication has been developed, featuring a user-centric 
interface that enables straightforward submission of 
patient queries. The application’s sophisticated pro-
cessing mechanism evaluates user inquiries compre-
hensively, generating personalized and medically ac-
curate responses. Through this integrated approach, 
an avant-garde position in urology is established. 
Conventional question-answering boundaries are sur-
passed, whereby significant improvements in patient 
care quality and accessibility to specialized urological 
information are enabled. A substantial advancement 
in patient-centered healthcare technology is represent-
ed through the delivery of tailored, evidence-based re-

sponses, effectively bridging the gap between complex 
medical knowledge and patient comprehension in 
urology. The developmental process encompasses sev-
eral critical phases, each contributing to the system’s 
robust functionality and clinical relevance, ensuring 
efficacy and reliability in providing valuable urological 
insights to users.

Dataset data preprocessing and cleansing
This section details the methodology encompassed 
within step 1 in Figure 1. In the development of Lu-
minaURO, a dataset comprising publicly accessible 
documents, predominantly books published in urol-
ogy, was utilized. The dataset compilation process in-
volved a comprehensive literature review conducted 
by three urology specialists, who identified seminal 
source documents fundamental to the dataset. These 
documents underwent a rigorous evaluation process 
to assess their congruence with the study’s objectives. 
During this assessment, meticulous attention was paid 
to ensuring that the documents were mutually sup-
portive and collectively encompassed the entire urol-
ogy. Furthermore, redundant documents and topic 
headings were systematically eliminated from the cor-
pus to enhance its coherence and efficiency. 

The dataset architecture was methodically designed 
to encompass the complete spectrum of urological 
practice, from core principles to advanced subspe-
cialties. This comprehensive framework incorporates 
critical domains including pediatric urology, female 
urology, and neuro-urology, alongside prevalent uro-
logical conditions such as urinary incontinence and 
urolithiasis. The inclusion of male and female sexual 
health, coupled with contemporary advances in uro-
oncology, enhances the dataset’s clinical relevance and 
modern applicability. This extensive corpus addresses 
the urological pathologies across diverse demographic 
cohorts, from pediatric to geriatric populations. The 
dataset has been rigorously curated to include emer-
gent urological conditions and state-of-the-art clinical 
practices, ensuring coverage of the discipline. This sys-
tematic approach synthesizes cutting-edge therapeutic 
modalities and current clinical knowledge, while si-
multaneously illuminating future research trajectories. 
The dataset comprises twelve meticulously selected 
source documents, constituting eight in Turkish and 
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Table 1. The semantic similarity values
Hypothesis sentences Max

similarityH1 H2 H3 H4 H5

R
ef

er
en

ce
 

se
nt

en
ce

s R1 59.80 59.99 84.28 74.69 65.82 84.28
R2 86.51 92.21 74.11 80.89 91.03 92.21
R3 64.98 66.94 59.98 61.86 73.98 73.98
R4 87.41 85.14 79.90 84.76 91.24 91.24

Overall similarity 85.43
R: Reference, H: Hypothesis

Table 2. Evaluation and comparison of similarity scores between algorithms and expert assessments

Qs
OESM-Sent. OESM-Par. Spacy T5 BERT-Sent. BERT-Par. Urologist

EN TR EN TR EN TR EN TR EN TR EN TR EN TR

Q1 0.6770 0.6679 0.7154 0.7241 0.9458 0.8355 0.9696 0.9477 0.9249 0.9236 0.9262 0.8826 0.9767 0.9500

Q2 0.7880 0.7317 0.7528 0.7087 0.9590 0.8073 0.9086 0.9466 0.9457 0.9217 0.9210 0.9310 0.9833 0.9933

Q3 0.6600 0.6915 0.7251 0.6560 0.9312 0.8264 0.9363 0.9556 0.9327 0.9452 0.9447 0.8810 0.9300 0.9033

Q4 0.6380 0.6128 0.6779 0.7000 0.9499 0.8295 0.9653 0.9413 0.9571 0.9235 0.9237 0.8895 0.9300 0.9333

Q5 0.6480 0.6695 0.6933 0.7421 0.9488 0.7709 0.9242 0.9078 0.8937 0.9604 0.9532 0.8904 0.9333 0.9667

Q6 0.6730 0.6787 0.6886 0.7262 0.9331 0.8353 0.9787 0.9444 0.9211 0.9346 0.9526 0.8545 0.9633 0.9000

Q7 0.7410 0.6874 0.7497 0.6747 0.9371 0.7628 0.9364 0.8868 0.9169 0.8897 0.8760 0.9076 0.9267 0.9733

Q8 0.7020 0.6267 0.6502 0.7207 0.9129 0.8151 0.9463 0.9023 0.9038 0.9106 0.9007 0.8774 0.9467 0.9633

Q9 0.6510 0.6763 0.5382 0.5577 0.9110 0.7738 0.9843 0.9284 0.9273 0.9579 0.9775 0.8898 0.9467 0.9633

Q10 0.6830 0.6625 0.7375 0.6188 0.9466 0.7870 0.9699 0.9562 0.8973 0.9576 0.9295 0.9159 1.0000 1.0000

Q11 0.7060 0.6573 0.7543 0.7708 0.9316 0.8028 0.9015 0.9014 0.8994 0.9628 0.9095 0.9192 0.9800 0.9700

Q12 0.6650 0.7173 0.8186 0.8110 0.9305 0.8168 0.8968 0.9169 0.9730 0.9586 0.8764 0.9168 0.9667 0.9000

Q13 0.7010 0.6588 0.7244 0.7054 0.8780 0.8204 0.9740 0.9318 0.9066 0.8780 0.9723 0.8952 0.9833 0.9833

Q14 0.6520 0.6579 0.7320 0.7148 0.9600 0.7858 0.8615 0.9375 0.9290 0.9402 0.9253 0.8721 0.9667 0.9333

Q15 0.6840 0.6704 0.6416 0.6976 0.9165 0.8527 0.9131 0.8850 0.9648 0.9251 0.9358 0.9183 0.9833 0.9867

Q16 0.6350 0.6160 0.7295 0.6856 0.9344 0.8022 0.8535 0.9172 0.9690 0.9125 0.8587 0.8668 0.9300 0.7667

Q17 0.6470 0.6562 0.7956 0.7770 0.9429 0.8076 0.8628 0.9186 0.9694 0.9107 0.9263 0.9294 0.9767 0.9633

Q18 0.6820 0.6523 0.8103 0.8528 0.9115 0.8024 0.8974 0.8813 0.9252 0.9185 0.9269 0.9121 0.9833 0.9833

Q19 0.6760 0.6804 0.7381 0.7332 0.9098 0.8163 0.9094 0.9727 0.9661 0.9604 0.8924 0.9034 0.9367 0.8700

Q20 0.6730 0.6825 0.6822 0.7063 0.9240 0.7959 0.9230 0.9809 0.8869 0.9679 0.8810 0.9153 0.8933 0.8667

Q21 0.6940 0.6961 0.8042 0.7319 0.9251 0.8395 0.9589 0.9121 0.9559 0.9197 0.9286 0.9127 0.9667 0.9567

Q22 0.6730 0.6893 0.8598 0.8073 0.9234 0.8063 0.9057 0.9665 0.9213 0.8868 0.9216 0.9794 0.9667 0.9933

Q23 0.6620 0.6301 0.6027 0.5760 0.9393 0.8390 0.9107 0.8860 0.9686 0.9696 0.9324 0.9537 0.9267 0.8667

Q24 0.6640 0.6451 0.7474 0.7870 0.9126 0.8223 0.8866 0.8856 0.9501 0.9620 0.9138 0.9116 0.9567 0.9033

Q25 0.6110 0.6439 0.6578 0.7237 0.9248 0.8243 0.9581 0.9189 0.9444 0.9134 0.9095 0.9115 0.9267 0.9133

Q26 0.6300 0.6578 0.7475 0.6834 0.9299 0.8347 0.8807 0.8883 0.9257 0.9624 0.9249 0.9669 0.9167 0.9333

Q27 0.6510 0.6516 0.6183 0.6754 0.9373 0.8143 0.8706 0.8835 0.9163 0.8790 0.8886 0.8574 0.7700 0.9500

Q28 0.7110 0.7091 0.7154 0.7872 0.9257 0.8211 0.9234 0.8872 0.9645 0.9082 0.9667 0.9164 0.9167 0.9700

Q29 0.7120 0.7033 0.6835 0.6813 0.9376 0.7788 0.9388 0.9682 0.9357 0.9165 0.8831 0.9338 0.8833 0.9833

Q30 0.6790 0.6790 0.8252 0.7616 0.9173 0.8291 0.9233 0.9025 0.9675 0.9686 0.8700 0.9470 0.9667 0.9833

Avg. 67.56% 66.86% 72.06% 71.66% 92.96% 81.19% 92.23% 92.20% 93.53% 93.15% 91.83% 90.86% 94.44% 94.08%

*Q: Question, Avg: Average, EN: English, TR: Turkish, Sent: Sentences, Par: Paragraph
OESM (OpenAI Embedding Similarity, BERT (Bidirectional Encoder Representations from Transformers)
Methodology)
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four in English, thereby establishing a robust bilingual 
foundation.

Subsequent to the initial selection process, all 
documents in the dataset underwent a comprehen-
sive preprocessing procedure. This phase involved 
the careful removal of extraneous elements, images, 
pagination, redundant sections, and header and footer 
information from the source materials. The refined 
documents were then converted to plain text format, 
with each document preserved under its respective 
nomenclature. The entire preprocessing workflow was 
executed through a custom-written Python script. 
Furthermore, to ensure the highest standards of data 
fidelity, each generated document was subjected to in-
dividual scrutiny and verification.

Embedding
The processes described herein are schematically rep-
resented between steps 2 and 3 in Figure 1. Follow-
ing the preprocessing phase, the resultant dataset was 
transformed into vectorial representations utilizing 
OpenAI’s Embeddings API (59). The ’text−embed-
ding−3−small’ model was selected for this process, 
predicated on a rigorous evaluation of performance 
metrics, efficiency parameters, and cost-effectiveness 
criteria. The vector generation process was executed 
via the LangChain library ensuring consistency and 
efficacy throughout the procedure (60).

The embedding process generated high-dimen-
sional vectorial representations, subsequently pre-
served in a pickle-formatted database architecture 

to optimize accessibility and indexing efficiency. The 
database infrastructure was further enhanced through 
the implementation of FAISS (Facebook AI Similarity 
Search) library representing a cutting-edge solution 
for similarity search operations and dense vector clus-
tering (61). This sophisticated indexing framework 
establishes an optimized architecture for executing 
similarity searches and vector-based queries, substan-
tially augmenting the assistant’s capacity for rapid and 
precise information retrieval. Through this method-
ological approach, both computational efficiency and 
retrieval accuracy are significantly enhanced.

The implementation of advanced embedding tech-
niques and sophisticated indexing methodologies 
represents a crucial step in preparing the dataset for 
integration into the LuminaURO system. Complex 
urological query processing is enhanced through this 
approach, whereby improvements in response time 
and accuracy are attained. Through the combina-
tion of OpenAI’s cutting-edge embedding model and 
FAISS’s efficient indexing capabilities, significant ad-
vancements in AI-powered medical assistance tools 
are achieved, particularly in specialized urology. This 
technical framework establishes the foundation for fu-
ture enhancements and system scalability. As urology 
evolves and novel information emerges, the infrastruc-
ture facilitates seamless integration of additional data, 
ensuring the assistant remains a current and compre-
hensive resource for urological information.

In the document segmentation process, the opti-
mal chunk_size for the text_splitter was ascertained to 
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be 4000 characters through extensive experimentation 
with values ranging from 1000 to 8000 characters. Main-
tain semantic integrity while enabling effective vector 
representation. For the embedding process, batch_size 
= 10 was selected. These parameters were meticulously 
calibrated to optimize the equilibrium between preserv-
ing complex urological concepts and ensuring efficient 
processing, thereby enabling the provision of accurate 
and contextually relevant responses.

Selection and optimization of the LLM
The processes detailed in this section are represented 
in steps 10-13 in Figure 1. In the development of Lu-
minaURO, OpenAI’s gpt− 4o− mini model was select-
ed as the LLM, predicated on considerations of cost-
effectiveness, operational compatibility with the online 
web application, and performance balance. This model 
offers a cost-efficient solution compared to alternatives 
while providing performance levels that meet the proj-
ect requirements. It exhibits robust performance capa-
bilities both locally and on web platforms.

To enhance the model’s efficacy and tailor it to the 
project’s specific exigencies, comprehensive Prompt 
Engineering, tailored to both English and Turkish lin-
guistic structures, has been integrated into the LLM 
model. The prompt engineering process is particularly 
focused on a target audience consisting of patients. 
Consequently, prompts were designed to reduce the 

complexity of medical terminology and ensure that 
generated responses maintain clarity and simplicity 
comprehensible to patients.

User experience optimization and dialogue con-
tinuity are ensured through the implementation of a 
memory mechanism. For this purpose, the Conversa-
tionBufferMemory model was selected. This model ef-
fectively manages the interaction history between the 
user and the assistant, thereby maintaining contextual 
consistency and facilitating more natural and fluid com-
munication.

This configuration aspires to engender an effective 
AI Powered Urology Assistant by optimizing critical 
factors such as cost-effectiveness, language compat-
ibility, patient focused communication, and consistent 
dialogue management. The synergistic integration of 
these elements is designed to enhance the assistant’s 
ability to provide relevant, accessible, and contextually 
appropriate responses in urological consultations.

Retrieval-augmented generation (RAG)
This process is schematically represented in steps 8-10 
of Figure 1. In the development of LuminaURO, a 
novel retrieval methodology has been devised and im-
plemented, diverging from conventional approaches 
prevalent in extant literature. This approach adopts a 
multilingual strategy, aiming to optimize the informa-
tion retrieval process.

The methodology’s operation begins with a user 
query input to the assistant, proceeding with automat-
ic language detection and translation. Queries entered 
in English are translated to Turkish, while those in 
Turkish are translated to English. (ChatOpenAI is em-
ployed for language translation, with parameters set to 
temperature = 0 and max_tokens = 1024). This bidi-
rectional translation process expands the search scope, 
enabling the utilization of resources in both languages. 
Post-translation, the derived queries are simultane-
ously searched within previously embedded sources in 
the respective languages. This parallel search strategy 
is applied across a total of 12 sources (4 English and 
8 Turkish). Search results are evaluated using a simi-
larity algorithm, with the 4 highest-similarity sources 
from each language (8 sources in total) selected. Text 
fragments obtained from these selected sources are 
then aggregated in a temporary data pool.

 Figure 2. OESM (OpenAI embedding similarity methodology)
T5 (Text-to-text transfer transformer), 
BERT (Bidirectional encoder representations from 
transformers)
EN: English, TR: Turkish, Sent: Sentence, Par: Paragraph

LuminaURO: AI-Driven assistant for urological diagnostics and patient careSoylu et al.
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In the subsequent phase, based on the user’s query 
and predefined semantic compatibility criteria, the 
most appropriate text fragments are selected and inte-
grated from the generated data pool. This process aims 
to engender a coherent and comprehensive response 
chain. The texts included in the data pool may contain 
similar content from different sources. To address this, 
a de-duplication process is applied to the selected text 
fragments. As a result of this operation, each text frag-
ment is transformed into a unique value, thereby pre-
venting redundancy in the response chain and opti-
mizing information diversity. Finally. the constructed 
answer chain is formatted in accordance with the con-
text and language of the user’s original query, prepared 
for display on the user interface.

LuminaURO additionally generates a source list 
indicating which references were used to formulate the 
answer to the user’s query, as well as a response_time 
metric quantifying the duration required to produce the 
result. Both of these are maintained as logs. The purpose 
of keeping a source list is to enable traceability of the 
generated answer. Responses produced by the assistant 
undergo rigorous scrutiny, potential errors are checked, 
and evaluations can be conducted by referring back to 
the source documents. Through this process, accuracy 
and reliability of the information provided are ensured.

This innovative retriever method aims to provide 
users with more comprehensive and accurate answers 
by effectively extracting information from multilingual 
sources. Furthermore, through transcending language 
barriers and facilitating information resource integration 
in different languages, significant knowledge base expan-
sion is accomplished. This approach not only enhances 
the breadth and depth of information retrieval but also 
ensures a more inclusive and diverse range of responses, 
catering to a multilingual user base in urology.

Generation of related questions
The developed protocol is schematically represent-
ed between steps 14 and 15 of Figure 1. During the 
process of answering a user’s query, LuminaURO 
generates two additional related questions associated 
with the primary inquiry. These related questions are 
produced using the PromptTemplate feature of the 
LangChain library. The process is executed through 
a specialized template meticulously crafted from the 

perspective of a urology expert, based on the origi-
nal question and answer. The generated questions are 
formulated as concise and unambiguous interrogative 
sentences, strictly confined to urology. These related 
questions are prominently displayed at the bottom of 
the user interface immediately after the answer to the 
user’s original question is presented on the screen. This 
feature is designed to stimulate users to acquire more 
comprehensive knowledge about the subject matter, 
thereby transforming the querying process into an in-
teractive and exhaustive experience (Figure 3.e).

Web application and user interaction
The implemented framework is delineated in steps 
3-6 of Figure 1. A salient feature distinguishing Lu-
minaURO from analogous studies in the literature is 
its accessibility through a web-based application open 
to a broad user base. This approach represents an im-
portant step in transforming academic research into 
practical applications and providing societal benefits.

The assistant web application was architected uti-
lizing the Streamlit platform and deployed on GitHub 
Cloud infrastructure, Streamlit, an open-source Python 
framework, efficiently transforming data science and 
machine learning implementations into web-based ap-
plications, executing Python processes in real-time (62). 
This platform was chosen for its rapid development ca-
pabilities and user experience optimization features. The 
application, hosted on GitHub Cloud, enables seamless 
access via effectively transitioning the assistant from 
concept to practical implementation (63). Access is pro-
vided through standard web browsers via cloud-based 
deployment, whereby local installation and specialized 
hardware requirements are eliminated. The integration 
of Streamlit and GitHub Cloud infrastructure enhances 
the project’s scientific merit while enabling real world 
testing and continuous improvement based on user 
feedback. This architectural approach also aligns with 
and promotes open science principles and healthcare 
technology innovation.

User query processing and application 
response mechanism
The LuminaURO AI-Powered Urology Assistant em-
ploys a sophisticated and efficacious methodology in 
processing user queries and generating responses. The 
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application is primarily optimized to address urologi-
cal health-related queries and concerns of end-users 
in patient status. A user-centric approach to medical 
information dissemination is achieved through spe-
cialized tailoring to meet the specific exigencies of in-
dividuals seeking information about urological health 
issues.

The process commences with users accessing the 
application via any web browser, followed by the selec-
tion of their preferred language (currently English or 
Turkish) (Figure 3.a) (Figure 1: step 3-5). The health 
query, inputted in text format by the user, is processed 
through the Streamlit-based LuminaURO Web Ap-
plication interface (Figure 3.b). The query, initially 
received by the application interface, is transmitted 
to the vector repository, where it undergoes vectorial 
representation (Figure 1: steps 5-7). Subsequently, a 
processing chain is established using the LangChain 
library.

The vectorized query is then searched within the 
existing database, following the methodology detailed 
in section 3.4 of the article (Figure 1: steps 7-8). The 
highest similarity scoring matching patterns from 
each document (k=8, comprising k=4E (English) + 
k=4T (Turkish)) are selected and transferred to a tem-
porary data pool (Figure 1: steps 8-10). These pooled 
matching patterns are evaluated in accordance with 
the user query and predefined prompt content. The 
most appropriate information fragments are selected 
to form a coherent and comprehensive response chain 
(Figure 1: steps 10-13).

The final response, having undergone optimiza-
tion, is transmitted to the user interface, allowing us-
ers to view detailed and personalized answers via the 
assistant Web Application (Figure 3.d) (Figure 1: steps 
13-14). In alignment with the method elaborated in 
Section 3.5. two additional questions related to the 
user’s original query are generated (Figure 1: steps 14-
15). These related questions are presented to the user 
in two discrete boxes immediately subsequent to the 
display of the answer to the original question. Users 
can initiate a new search by engaging with the sug-
gested questions, thereby perpetuating the interactive 
information acquisition process. This feature enriches 
the user’s experience and provides an opportunity for 
more comprehensive research on the topic.

The assistant aims to provide expeditious, accurate, 
and comprehensible answers to patients’ health ques-
tions by symbiotically integrating advanced NLP and 
ML techniques with a user-centric interface design. 
Enhanced methods in health information access and 
optimized user experience are established through this 
integrated approach. Through the seamless combina-
tion of sophisticated technological capabilities and an 
intuitive user interface, a significant advancement in 
AI-assisted healthcare information systems is repre-
sented, potentially transforming how urological health 
information is interacted with and understood by pa-
tients.

PERFORMANCE EVALUATION
This section delineates the methodologies employed 
to evaluate the model’s performance, with an empha-
sis on the relevant evaluation metrics and comparative 
approaches.

Experimental setup
A comprehensive corpus comprising 30 urological 
queries and their corresponding responses were sys-
tematically developed by a panel of urological special-
ists, as presented in Table 3. Each subspecialty domain 
is represented by three questions that either typically 
emerge in clinical settings or are commonly posed by 
patients and their relatives to AI models. This meth-
odologically rigorous selection process ensured com-
prehensive coverage across the spectrum of urological 
subspecialties. The query set was strategically struc-
tured to encompass three representative questions 
from each of ten pivotal domains: Bladder Cancer, 
Renal Tumors, Urinary Stone Disease, Nocturnal En-
uresis (Bedwetting), Undescended Testis (Cryptorchi-
dism), Erectile Dysfunction, Male Infertility, Urinary 
Incontinence in Women, Benign Prostatic Hyperplasia 
(BPH), and Prostate Cancer. This systematic stratifica-
tion yielded a total of 30 clinically relevant inquiries, 
ensuring balanced representation across the entire 
field of urological practice.

Evaluation metrics
The evaluation of validation metrics presents one of 
the most intricate challenges in LLM implementations. 

LuminaURO: AI-Driven assistant for urological diagnostics and patient careSoylu et al.
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While conventional ML and DL applications, such as 
image or text classification, facilitate classical metric 
calculations, our study’s complexity, extending be-
yond simple one-to-one translation tasks, necessitates 
sophisticated, semantic-based evaluation methodolo-
gies. Traditional LLM accuracy and similarity metrics, 
including BLEU (Bilingual Evaluation Understudy) 
(64), METEOR (Metric for Evaluation of Translation 
with Explicit Ordering) and ROUGE (Recall-Oriented 
Understudy for Gisting Evaluation)  prove inadequate 
in capturing the nuanced semantic dimensions criti-
cal to our research objectives (65,66). In tasks where 
semantic preservation is paramount, paragraph level 
semantic evaluation demonstrates superior efficacy 
compared to word or sentence-level assessments. 
Consequently, the evaluation framework transcends 
surface-level metrics by implementing sophisticated 
semantic measures: OESM (OpenAI Embedding Sim-
ilarity Methodology) (67), T5 Semantic (Text-To-Text 
Transfer Transformer) (15), BERTScore Semantic (Bi-
directional Encoder Representations from Transform-
ers) (5) and SpaCy Semantic (68). This methodological 
approach facilitates more comprehensive and nuanced 
evaluations of semantic coherence and accuracy.

These semantic evaluation methodologies repre-
sent distinct approaches to measuring textual similar-
ity through advanced NLP techniques. OESM leverag-
es OpenAI’s embedding models to transform text into 
high-dimensional vector representations, enabling 
semantic comparison through cosine similarity cal-
culations. SpaCy Semantic utilizes industrial-strength 
NLP capabilities with pre-trained word vectors, in-
corporating linguistic features and statistical models 
for semantic similarity assessment. Each methodol-
ogy systematically advances semantic comprehension 
through the implementation of sophisticated embed-
ding techniques, neural architectures, and contextual 
evaluation frameworks, exemplifying the progressive 
evolution of NLP approaches in capturing subtle lin-
guistic nuances. T5 Semantic employs a unified trans-
former architecture that converts all NLP tasks into 
text-to-text formats, utilizing pre-trained models for 
comprehensive semantic assessment. BERTScore Se-
mantic implements BERT’s contextual embeddings 
and bidirectional transformer architecture, computing 
token-level matching scores through cross-attention 

mechanisms and multiple transformer layers. Fur-
thermore, a panel of three independent urological 
specialists, distinct from those who formulated the 
initial corpus of questions and responses, conducted 
comprehensive evaluations of LuminaURO’s outputs, 
with their aggregated assessment metrics documented 
in Table 2 under the “Urologist” designation. Urologi-
cal specialist validations serve as a paramount bench-
mark, providing an authoritative reference standard 
against which the semantic evaluation methodologies 
can be assessed for precision and clinical relevance.

Quantitative assessment methodology
The evaluation methodology employs advanced se-
mantic similarity algorithms (OESM, T5, SpaCy, and 
BERT) that utilize the Cosine Similarity model as their 
core computational framework. The evaluation meth-
odology was implemented utilizing the following sys-
tematic framework:

•	 Step 1: Cosine similarity calculation
For each pair of sentences between the reference 

text  and the hypothesis text , compute the cosine simi-
larity score. Cosine similarity between a reference sen-
tence  and a hypothesis sentence ​ is given by:

where:
•	 ri and hj are the vector representations of the 

reference and hypothesis sentences, respec-
tively.

•	 denotes the dot product.
•	  and  are the magnitudes (or norms) of 

the sentence vectors.
•	 Step 2: Maximum similarity score selection
For each reference sentence , calculate the cosine 

similarity with all hypothesis sentences . Identify the 
maximum cosine similarity score for each reference 
sentence ri  :

•	 Step 3: Overall Similarity
The Overall Similarity (OS) was calculated using 

the following formula:
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•	 Step 4: Example
Table 1 presents the semantic similarity values. 

that quantify the alignment between each reference 
and hypothesis sentence. The quantitative similarity 
metrics were systematically derived through pairwise 
comparative analysis between reference sentences and 
their corresponding hypothesis sentences, with the re-
sultant evaluation scores methodically documented in 
sequential progression within Table 1.

The maximum similarity score for each reference 
sentence is recorded documented in the Max Similar-
ity column, representing the optimal semantic align-
ment. The Overall Similarity metric is then derived by 
computing the arithmetic mean of these maximum 
similarity values, providing a comprehensive measure 
of semantic concordance. In this example, the maxi-
mum similarity values for R1. R2. R3. and R4 are 84.28, 
92.21, 73.98, and 91.24, respectively. Consequently, 
the computed Overall Similarity value of 85.43 dem-
onstrates the degree of semantic concordance between 
the reference and hypothesis texts.

LuminaURO response similarity metrics and 
evaluation
Table 2 presents evaluation scores for responses to 
the 30 questions listed in Table 3, incorporating as-
sessments through OESM (Sentence and Paragraph), 
SpaCy, T5, BERTScore (Sentence and Paragraph) algo-
rithms, and expert ratings provided by urological spe-
cialists. These comprehensive evaluations were con-
ducted independently for both English and Turkish 
responses. The evaluation methodology was executed 
utilizing the following systematic algorithmic frame-
work: Questions and corresponding answers formu-
lated by urological specialists (n=3) served as refer-
ence responses. These questions were presented to Lu-
minaURO, and their generated responses were record-
ed as hypothesis answers. Each hypothesis response 
against its corresponding reference response was 
evaluated using the specified algorithms to generate 
similarity scores. This systematic assessment enabled 
quantitative measurement of semantic alignment be-
tween expert-formulated and AI-generated responses. 
The resultant similarity scores were documented in 
Table 2. The evaluation framework was implemented 
independently for responses in both English and Turk-

ish. This maintains methodological consistency while 
accommodating linguistic specificity.

Three independent urological specialists evalu-
ated the assistant’s responses (the hypothesis) based 
on predetermined criteria: Scientific Accuracy, Patient 
Comprehension Appropriateness, Comprehensiveness 
and Clinical Relevance, Language and Communica-
tion, Ethical Considerations, Safety, and Patient Guid-
ance. The evaluating specialists (n = 3), distinct from 
those who prepared the reference answers, conducted 
their assessments independently, with final scores cal-
culated by averaging individual ratings. Furthermore, 
the evaluating experts were blinded to the algorithm-
generated responses to ensure an unbiased assessment 
process. This methodological approach facilitated an 
unbiased evaluation of the assistant’s performance. 
This systematic evaluation protocol was implemented 
identically for both English and Turkish responses, 
maintaining consistency across languages.

Word-based methods (BLEU, METEOR, and 
ROUGE) yield markedly low similarity scores (0.15 to 
0.40), demonstrating their inherent limitations in cap-
turing semantic nuances beyond lexical matching. Op-
erating exclusively at the lexical level without leveraging 
embeddings, these methods showed limited capability 
in comprehending contextual and semantic relation-
ships. Consequently. these results were excluded from 
the evaluation Table 2, Figure 2a comprehensive evalu-
ation of the similarity metrics, revealing a hierarchical 
progression in assessment effectiveness across different 
methodological approaches. The baseline OESM met-
rics, both at sentence and paragraph levels, demonstrate 
relatively modest performance (0.66-0.72), while more 
sophisticated algorithms exhibit markedly superior re-
sults. Notably, advanced semantic measures, including 
Spacy, T5, and BERT demonstrate robust performance, 
with similarity scores consistently exceeding 0.90 in 
both English and Turkish implementations. The BERT-
based metrics, in particular, achieve an exceptional con-
sistency between sentence-level (0.93) and paragraph-
level (0.90-0.91) evaluations. Most significantly, these 
computational evaluations demonstrate remarkable 
alignment with expert urologist assessments (0.94), val-
idating the efficacy of advanced semantic metrics in ad-
dressing medical communication complexities and sub-
stantiating their reliability in medical NLP applications.
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A.1. Systematic review of comprehensive urological questions
Table 3. Representative urological queries across major subspecialties

Bladder cancer

Q1 How can I ascertain whether I have bladder cancer?

Q2 Does my smoking habit elevate the risk of developing bladder cancer?

Q3 What therapeutic approaches are employed in the treatment of bladder cancer?

Renal tumors

Q4 How can renal tumors be detected?

Q5 How can benign and malignant renal tumors be distinguished?

Q6 Is surgical intervention always necessary for the treatment of renal tumors?

Urinary stone disease

Q7 What are the etiological factors contributing to the formation of kidney stones?

Q8 What interventions can I undertake to facilitate the passage of a kidney stone?

Q9 How can I prevent the recurrence of nephrolithiasis?

Nocturnal enuresis (bedwetting)

Q10 Our daughter is 4 years old and wets the bed at night; until what age is nocturnal enuresis considered normal in children?

Q11 What are the underlying causes of bedwetting?

Q12 How is nocturnal enuresis treated, and do the medications used in its treatment lead to infertility?

Undescended testis (cryptorchidism)

Q13 At what age should an undescended testis be medically addressed?

Q14 What potential future health complications can arise if cryptorchidism remains untreated?

Q15 Is infertility an inevitable outcome if my child does not undergo surgical intervention for cryptorchidism?

Erectile dysfunction

Q16 I initiated sexual intercourse, but my erection diminishes before penetration; this did not happen previously. What could be the 
underlying cause of this?

Q17 We used to engage in sexual intercourse three times per week, but now it occurs less than once a month. What interventions can 
address my erectile dysfunction?

Q18 As soon as penetration occurs, I experience involuntary ejaculation; I am unable to comprehend this. What could be the reason 
for such premature ejaculation?

Male infertility

Q19 I have been married for five years and have not been able to conceive a child; if the problem lies with me, what could be the potential 
causes?

Q20 I have two children aged eight and fifteen; we wish to have another child, but it has not happened for the past two years. What 
might be the reason?

Q21 My examining physician informed me that there is a dilation in my spermatic veins. What does this mean, and how is it treated?

Urinary incontinence in women

Q22 I experience urine leakage when I laugh, cough, or sneeze; what could be the underlying causes and potential treatment methods?

Q23 During personal hygiene, I detect a mass with my hand; sometimes I have difficulty urinating, and other times it leaks involuntarily. 
What might be my condition?

Q24 I go to the restroom 20 times a day and practically live there; even if I drink half a glass of water, I immediately need to rush to the 
toilet, making it impossible for me to visit friends. What are the possible causes of this?

Benign prostatic hyperplasia (BPH)

Q25 I awake 4-5 times during the night to urinate, yet despite waiting, urine passes through the urethra with difficulty. Occasionally, I 
also urinate in intermittent streams. What could be the underlying cause of these symptoms?

Q26 I experience difficulty during urination; my urine dribbles and intermittently stops, and I feel as though I cannot fully empty my 
bladder. The doctor mentioned that I have prostate enlargement. What are the treatment options for this condition?

Q27 I have been diagnosed with prostate enlargement and a minimally invasive prostate surgery was recommended. What are the 
potential risks associated with this surgical procedure?

Prostate cancer

Q28 Although I have no urinary symptoms, my blood test revealed elevated PSA levels. What could be the potential reasons for this?

Q29 An MRI of my prostate was conducted due to the high PSA levels, and biopsies from suspicious areas have been recommended. 
What are the risks associated with this procedure?

Q30 A prostate biopsy was performed, and the results indicated cancer. What are the available treatment options?
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Evaluation of quantitative metrics (Table 2 and 
Figure 2) demonstrates LuminaURO’s superior perfor-
mance in English compared to Turkish response gen-
eration, consistently evident across algorithmic and ex-
pert evaluations. This linguistic performance disparity 
is empirically validated through both computational 
methodologies and specialist assessments. Evaluation of 
Table 2 reveals that urologist evaluations demonstrate 
relatively lower assessment scores for question 16 in 
Turkish responses and question 27 in English responses 
compared to other answers. This variation is attributed 
to query comprehension challenges and minor interpre-
tative discrepancies by the assistant. Given that our as-
sistant is designed for use by patients and their relatives 
across diverse educational backgrounds, such nuanced 
variations are anticipated. To address this limitation and 
enhance response accuracy, we have implemented a Re-
lated Questions feature, detailed in Section 3.5, which 
aims to facilitate more precise user interactions and im-
proved response generation.

CONCLUSION
In this study, we have developed a novel RAG-based 
AI model that addresses the limitations of conven-
tional LLM implementations by utilizing a specialized 
dataset of urological documents. The introduction of 

our innovative pooling methodology enables simulta-
neous multi-language document processing, signifi-
cantly enhancing the system’s capability to provide ac-
curate and contextually relevant responses. LuminaU-
RO validation demonstrates the effectiveness of our 
approach, with high similarity scores across multiple 
evaluation metrics. Through expert evaluations, par-
ticularly strong performance is validated, whereby the 
accuracy and relevance of responses in both urologists 
confirm English and Turkish languages. These results 
indicate that the assistant appears to bridges the gap 
between advanced language models and reliable medi-
cal information delivery in urology.

Future research could aim to expand the assistant’s 
applications across other medical specialties, building 
upon our successful implementation in urology. The 
development strategy may involve systematic valida-
tion and implementation in individual medical fields. 
Following this approach, we envision LuminaHealth, a 
comprehensive healthcare assistant encompassing all 
medical specialties.
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A.2. Overview of LuminaURO Interface
Figure 3. Overview of LuminaURO interface: a. Language selection and introductory information about LuminaURO, b. Input area where 
users can ask specific urology-related questions, c. Suggested questions for quick access to common urological topics, d. Detailed response 
area providing explanations and potential causes of symptoms, e. Related questions, offering contextually relevant follow-up queries.
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