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A NOTE ON STATISTICAL APPROXIMATION PROPERTIES
OF COMPLEX Q-SZASZ- MIRAKJAN OPERATORS

DIDEM AYDIN ARI

ABSTRACT. The complex g—Szdsz-Mirakjan operator attached to analytic func-
tions satisfying a suitable exponential type growth condition has been studied
in [I4]. In this paper, we consider the A-statistical convergence of complex
q-Szdsz- Mirakjan operator.

1. INTRODUCTION

In 1996, Phillips defined a generalization of the Bernstein operators called ¢—
Bernstein operators by using the g—binomial coefficients and the g—binomial the-
orem [21]. In 2008, Aral introduced g—Szdsz-Mirakjan operators and studied some
approximation properties of them [I2]. In 2008, Gal studied some approximation
results of the complex Favard-Szdsz-Mirakjan operators on compact disks [I7]. A
different type complex ¢—Szdsz-Mirakjan operator was introduced by Mahmudov
in [20] for ¢ > 1 as

Mg (f;2) = io: f (UC]> ;[n]%ke (—nlq"2) (1.1)
e im0’ \[n] /) gb=1/2 [E]1 .
for the functions which are continuous and bounded on [0, c0).

In this paper, we study some operators by taking statistical convergence instead
of ordinary convergence. In 2002, Gadjiev and Orhan gave some approximation
results by using statistical convergence [I]. And several authors have studied in
approximation theory by using statistical convergence concept (see [3], [4] and [5]
(61, 71, 18], [13], [19]).

Now, we give some notations on g—analysis given in [I6] and [2T].

The g—integer [n] is defined by
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[n}:z[n]q:{ T g#1

n, q=1
for ¢ > 0 and the g—factorial [n]! by

[n]! = { [1]9‘( [2]q [n]q ,yn=1,2,..

1, n=0.

We give the following two g—analogues of the exponential function e® which is
appeared in the definition of the operator

Lo L

W) g T o om am S Tog <t 02
o) n(n—1)

Bye) =3 Tppr = (CU-oriae weR <l (13

where (z; q)oo H (1 2q*~1) (see [15])

It is clear from and (L.3) that e4(z)Eq(—z) = 1 and
lim g4(z) = lim Eq(:c) =e”.
q—1— q—1-

Let g € (0,1) U (1, 00). The g—derivative of a function f (z) is defined as

D,f(z) := w for, z # 0.

D, f(0) = liLI%)qu(x), where Dgf =f, Dyf =D (D"1f), n=1,2,

As a consequence of the definition of D, f, we find

Dya" = [n]q z" L,

Dyeq(ax) = agy(ax),

D,Ey(azx) = aEy(qax).
Also the formula for the g-differential of a product is

Dy(u(z)o(x)) = Dy(u(x))v(x) + u(ge) Dy (v(@)).

We know that

(Dq(t;2)y) (t) = [n], (G2)y Y,
where ()" = [ (¢ — g*) (sce [I6]).

k=0

Now we define the complex Szasz-Mirakjan operator based on g—integers
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Suppose that R, 4 := [n](bli"_q), where (b,,) is a sequence of positive numbers such
that lim b, = oo and that Dp = {z € C: |z| < R}, 1 < R < R, 4. The complex

Szasz-Mirakjan operator based on g—integers is obtained directly from the real
version (see [I2]) by taking z in place of z, namely

Si(fiz) = Su(fig;2) (1.4)
2\ & (K] ) ([n] )"
B, —[n] — —bn | ————,
! ( % bn> kZ::Of ([n] (k]! (b)"
where n € N, 0 < ¢ < 1 and f : [R,00) U Dgr — C has exponential growth and it
has an analytical continuation into an open disk centered at the origin.
Throughout the paper we call the operator (|1.4)) as complex g—Szdsz-Mirakjan

operator.
It is clear that by using divided differences S4(f;z) can be expressed as

balt)  bali]]
DRSO NAS

X iG=D
Su(fiz) = Su(f,q,2) = Zoq = f |0, (1.5)
j=
similar to the real version of the g—Szdsz-Mirakjan operators (see [12]), where
710, bnl1] ey balil| denotes the divided difference of f on the knots 0 bull]  buli]

[n] > (n] *on] 7 n]

2. STATISTICAL CONVERGENCE OF S (f;z)

First of all, we recall some definitions and notations which we use in this study.
Let A = (a;,) be a nonnegative regular matrix. The A—density of K C N given
by
. o0
Ja(K):=lm ) ajn,
J nekK

whenever the limit exists. A sequence x = (z,,) is called A—statistically convergent
to a number L if for every ¢ > 0,

0a({neN:|z,—L| >¢e})=0. (2.1)
It is not difficult to see that (2.1]) is equivalent to

oo
lim > a;n, = 0, for every € > 0.

j—oo n:|lxzy,—L|>e

This limit expression is denoted by st4 — limz,, = L ( see in [2], [9],[10], [1I]).
Now, we give a lemma which we use in the proof of Theorem 1.

Lemma 1. Let Dr ={2€ C: |z| <R}, 1 <R < R, 4, where
b
Rn,q - [TL]q(l—q) (l’ﬂd

f:[R,00)UDR — C
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. [ee]
be continuous in [R,00) U Dg, analytic in Dy, namely f(z) = 3. ci2* for all
k=0

z € Dpg and there exist M, C;, B> 0 and A € (%, 1), with the property |cg| < Mk’?k
for all k = 0,1, ... (which implies |f(z)| < MeA*! for all z € Dy and |f(z)] < CeB®
for all x € [R,00)). Then Si(f;z) is well defined and analytic as function of z in

Dp (see [14]).

Theorem 1. Suppose that the conditions of Lemma 1 are satisfied. Suppose also
that A be a nonnegative reqular summability matriz, ¢ = q, is a sequence such that
0<q,<1andstsg—limg, =1 and sty — lim bn — (.

[n]g,,

i. Let 1 <r < % be arbitrary fixred. Then for all |z| <r, we have
sta —lim|S7"(f;2) — f(2)] = 0.

it. For the simultaneous approximation by complexr q— Szdsz-Mirakjan operator, we
have

st4 — lim D((IZ) (Sin(f;2)) — Dé’z)f(z) =0
where Cy, 4 is given as in the case ().

Proof. i. From [I4], by taking ej(z) = 2", it is clear that T}, x(2) := S (ex; 2) is a
polynomial of degree< k, k =0,1,2,... and

T’mo(z) = 17Tn,1(2’) =z forall ze€C
Also, using g—derivative of T), x(2) for z # 0, we get

Dquk(Z)

_ [:i:leHl(z)
7], e (0 N\ (17, 002)
e (v o) 8 (G) ey o0

for all z € C, £ =0,1,2,.... Therefore, we obtain

zb,
Tok(2) = 215 k—1(qn2) + = Dg (Tnk-1(2)) -
[n]Qn
The last equality implies that
Ty (z) — 2"
zby, _ _
= ] D, (ka_l(z) —2F 1) +z [Tn,k_l(qnz) — (qn2)k 1]
QW
k= 1]
b, 2 = (1 —q) k1], (2.3)

(],

n



Q-SZASZ- MIRAKJAN OPERATORS 461

From the Bernstein inequality in D, = {z € C: |z| <7}, we have

k
|1Dg(Pe(2)] < 1Pl < — 1] (2.4)
where ||.||,, = max |f(2)] (see [I8, p. 55]). From lb and (i we obtain that
z€D,.
’ka(z) — zk|
by k-1
< o 1T (2) =27, ——
[nl,, T
k—1 L k
7 [T k-1(002) = (22)* | + 7 i b+ 18 [k — 1], 1 - qal.
dn
By passing to norm we reach to
T (2) =24,
k—1)b, - by
< Q—i—r ||Tn7k,1(z)—zk 1||7_+7"kk l—gn+—1.
[n]q" [n]Qn

By using mathematical induction with respect to k, the above recurrence formula

gives that
10k
HTn,k(z) . ZkHT g M <1 —gn + bn )

2 [n],
for all £ > 2 and fixed an arbitrary n > ng. There exists an ng such that for all

n > ng, then [f]" < 1. Assume that it is true for k. Since [k], < (k+1) is satisfied

an q
for all 0 < ¢, < 1, the recurrence formula reduces to

T 1 (2) = 241

b rhtl b
< <1—qn+ ") 5 {(k+1)!k[" +(k+1)!+2(k+1)}

[n] qn n}Qn
for all £ > 2 and for all n > ny. By this inequality, it follows

k 2 ! b7l
S( i )Tk+1 1—-gq,+ .
' 2 [,

||Tn7k+1(z) — gkl

for k£ > 2 and for all n > ng.
Now, we show that

Sin(fiz) = 2 aeSir(eriz) = 32 crTnk(2) (2.5)
k=0 k=0
for all z € Dg. For any m € N, let us define

m

fm(2) = > cjzj if |z| <r< Rand f,(z) = f(z)if z € (r,0).
j=0
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From the hypothesis on f, it is clear that for any m € N, |f,,(z)| < C,,ePm* for
all x € [0,00). Ratio test implies that for each fixed m, n € N and z,

z

1S (F32)] < O \E (— ], )

k k
s ([,) " s, (s,
> —F——e a < 00.
bn,

o [, (bn)" ’

Therefore, S (f,,; z) is well defined. Now, we set

f(z)
m+1
It is clear that each f, ; is of exponential growth on [0, 00) and that

f’rn(z) = f: f’m,k(z)-
k=0

k() = crer(2) if |z| <rand foi(z) = if x € (r, 00).

Since Si" is linear, we have

SI(fmsz) = Y. crSin(ex; 2) for all |z| <,
k=0

which proves that
Hm 57 (fm; 2) = Sir (f;2)
for any fixed n € N and |z| < r. But this is immediate from

Tim | fon — fll, =0

2 (ol )| =0 (B, ) U= 11,

>~ Mnanm_f”rv

for all |z| < r. Consequently the statement ([2.5) is satisfied.
In this way, from the hypothesis on ¢, this implies for all |z| < r

1S5 (f52) = £(2)]

and from the inequality

‘Squn (fm) — Spr ()l

IN

A

< (1-g+2)en (2.6)
g,
where MA
Crp =5~ 3 (k+1)(rA)"
k=2

o0
is finite for all 1 <r < +. Note that the series Y~ u**! and its derivative
k=2

o0

3 (k+1)u* are uniformly and absolutely convergent in any compact disk included
k=2

in the open unit disk.
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As st4—lim g, = 1 there exists nq(¢) and K1 C N of density 1 such that 1—¢,, < &
for all n € K7 and n > ni(e). On the other hand, since st4 — lim [Tf’]" = 0 there

an

exists na(e) and Ky C N of density 1 such that [75’]" < ¢ for all n € K5 and

n > na(e). Now define K = K; N Ko. Note that §4(K; N Ks) = 1 and for all € > 0
and for all n > ng(e) = max {ni,n2}

by
l—gn+——<e¢ (2.7
[y,

Hence (2.7) and (2.6) imply that
sta —lm[Si"(f;2) — f(z)] = 0.

ii. Let 7 be the circle of radius r; > r with centered 0, since for any |z| < r
and v € v, we have |v— z| > r1 — r, by Cauchy’s formulas it follows that for all
|z2| <randneN

D) (S (£:2) = DW ()| <

S (£52) — £9(2)|
2| [SEU S0,

1 (11 _ Z):D-i-l
v

by, p! 27T
gt o, p 2
( dn + [n]qn > 1,B or (’I"l _ ,r)p-i-l

by, plry
= 1- nt+ — Or'l, e
( ! [n]qn) 7 (r1— T)pH

Similarly we get from hypothesis that for all € > 0 there exists a subset K C N of
density 1 and ng = ng(e) such that ‘Dgi) (SH(f;2)) — Dgf)f(z)‘ < e forall n > ng
and n € K. (]

IN

Remark 1. Consider the matriz method C = (cj,) which is called Cesiro matriz

and defined as
C; = %, n S ']
I 0, otherwise

In this case A-statistical convergence reduces to statistical convergence. Now define
a sequence ¢ = (q,) as

otherwise

{ L n=m?(meN)
qn = n .

It is obvious that q is not convergent but it is statistically convergent to 1.
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Remark 2. Let d, be a sequence of positive numbers such that d, — oo and

dn

[n]

(%

n
qn

— 0 as n — oo. Note that the sequence defined as

an

)

pood m = m? (m € N)
" dn, otherwise

) is statistically convergent to zero.

Note that these examples do not satisfy the hypothesis of Theorem 2.3 in [14],
but they satisfy the hypothesis of our theorem.

Remark 3. If we take A = I identity matriz, we get ordinary convergence. There-
fore when we take A = I,we have Theorem 2.3 in [14].
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