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Abstract: The main goal of this paper is to study for a fourth-order hyperbolic equation with logarithmic nonlinearity. We obtain
several results: Firstly, by using Feado-Galerkin method and a logaritmic Sobolev inequality, we proved local existence of solu-
tions. Later, we proved global existence of solutions by potential well method. Finally, we showed the decay estimates result of the
solutions.
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1 Introduction

In this paper, we study the following fourth order hyperbolic equation with logarithmic nonlinearity utt +42u−4u+ ut = u ln |u|k , x ∈ Ω, t > 0
u (x, 0) = u0 (x) , ut (x, 0) = u1 (x) , x ∈ Ω,

u (x, t) = ∂
∂ν u (x, t) = 0, x ∈ ∂Ω, t ≥ 0

(1)

where Ω ⊂ R3 is a bounded domain with smooth boundary ∂Ω, and k is a costant to be chosen later.
This type of problems has many applications in many branches physics, such as quantum mechanics, nuclear physics, supersymmetric field

theories, optics and geophysics [2–4, 6, 11].
In [5], Cazenave and Haraux studied the existence of the solution following equation

utt −4u+ u = u ln |u|k (2)

in R3. Later, Gorka [6] studied the global existence of the solution of Eq. (2) in the one dimensional case. Furthermore, existence of the
solutions were studied in [1–3].

Hiramatsu et al. [9] is introduced the following equation

utt −∆u+ u+ ut + u |u|2 = u ln |u|2 . (3)

In [8], Han showed the global existence of weak solutions to the initial boundary value problem (3) in R3.
Recently, Hu et al. [14] studied exponential growth and decay estimates of the solutions for Eq. (1), without the fourth-order term (42u).

Al-Gharabli and Messaoudi [12, 13] proved existence and decay of the solutions for Eq. (1), without the4u term.
Motivated by the above studies, we established the local and global existence, growth and decay estimates of the solution for problem (1).
The rest of our work is organized as follows. In section 2, we gave some notations and lemmas which will be used throughout this paper. In

section 3, we established the local existence of the solutions of the problem. In section 4, we established the global existence of the solutions
of the problem. The decay estimates result were presented in section 5.

2 Preliminaries

In this section we will give some notations and lemmas which will be used throughout this paper. We denote ‖.‖ and ‖.‖p the usual L2 (Ω)
norm and Lp (Ω) norm, respectively. We denote by C and Ci (i = 1, 2, ...) varius positive constants.

We define energy function as follows

E(t) =
1

2
‖ut‖2 +

1

2
‖∆u‖2 +

1

2
‖∇u‖2 − 1

2

∫
Ω

ln |u|k u2dx+
k

4
‖u‖2 . (4)
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Lemma 1. E(t) is a nonincreasing function for t ≥ 0 and

E′ (t) = −‖ut‖2 ≤ 0. (5)

Proof: Multiplying the equation (1) by ut and integrating on Ω, we have∫
Ω

uttutdx+

∫
Ω

42uutdx−
∫
Ω

4uutdx+

∫
Ω

ututdx =

∫
Ω

ln |u|k uutdx,

d

dt

1

2
‖ut‖2 +

1

2
‖∆u‖2 +

1

2
‖∇u‖2 − 1

2

∫
Ω

ln |u|k u2dx+
k

4
‖u‖2

 = −‖ut‖2 ,

E′ (t) = −‖ut‖2 .
�

Lemma 2. [7] (Logarithmic Sobolev Inequality). Let u be any function u ∈ H1
0 (Ω) and a > 0 be any number. Then,∫

Ω

ln |u|u2dx <
1

2
‖u‖2 ln ‖u‖2 +

α2

2π
‖∇u‖2 − (1 + lnα) ‖u‖2 .

Lemma 3. [5] (Logarithmic Gronwall Inequality).

Let c > 0, γ ∈ L1(0.T,R+) and assume that the function w : [0, T ]→ [1,∞] satisfies

w (t) ≤ c

1 +

t∫
0

γ (s)w (s) lnw (s) ds

 , 0 ≤ t ≤ T,

where

w (t) ≤ ce

t∫
0

cγ(s)ds
, 0 ≤ t ≤ T.

3 Local existence

In this section we state and prove the local existence result for problem (1). The proof is based on Faedo-Galerkin method.

Definition 4. A function u defined on [0, T ] is called a weak solution of (1) if

u ∈ C
(

[0, T ) ;H2
0 (Ω)

)
, ut ∈ C

(
[0, T ) ;L2 (Ω)

)
and u satisfies 

∫
Ω

utt (x, t)w (x) dx+
∫
Ω

4u (x, t) ∆w (x) dx

+
∫
Ω

∇u (x, t)∇w (x) dx+
∫
Ω

ut (x, t)w (x) dx

=
∫
Ω

ln |u (x, t)|k u (x, t)w (x) dx,

for w ∈ H2
0 (Ω) .

Theorem 5. Let (u0, u1) ∈ H2
0 (Ω)× L2 (Ω) , then the problem (1) has a weak solution on [0, T ] .

Proof: We will use the Faedo-Galerkin method to construct approximate solutions. Let
{
wj
}∞
j=1

be an orthogonal basis of the “separable”
space H2

0 (Ω) which is orthonormal in L2 (Ω) . Let

Vm = span {w1, w2, ..., wm}

and let the projections of the initial data on the finite dimensional subspace Vm be given by

um0 (x) =
m∑
j=1

ajwj (x)→ u0 in H2
0 (Ω) ,

um1 (x) =

m∑
j=1

bjwj (x)→ u1 in L2 (Ω) ,

for j = 1, 2, ...,m.
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We look for the approximate solutions

um (x, t) =

m∑
j=1

hmj (t)wj (x)

of the approximate problem in Vm

∫
Ω

(umttwdx+4um∆w +∇um∇w + umt w) dx =
∫
Ω

ln |um|k umwdx, w ∈ Vm,

um (0) = um0 =
m∑
j=1

(
u0,wj

)
wj ,

umt (0) = um1 =
m∑
j=1

(
u1,wj

)
wj .

(6)

This lead to a system of ordinary differantial equations for unknown functions hmj (t). Based on standard existence theory for ordinary
differantial equation, one can obtain functions

hj : [0, tm)→ R, j = 1, 2, ...,m,

which satisfy (6) in a maximal interval [0, tm) , 0 < tm ≤ T. Next, we show that tm = T and that the local solution is uniformly bounded
independent of m and t. For this purpose, we replace w by umt in (6) and integrate by parts we obtain

d

dt
Em(t) = −

∥∥umt ∥∥2 ≤ 0 (7)

where

Em(t) =
1

2

∥∥umt ∥∥2
+
∥∥∆um

∥∥2
+
∥∥∇um∥∥2

+
k

2

∥∥um∥∥2 −
∫
Ω

ln
∣∣um∣∣k ∣∣um∣∣2 dx

 . (8)

Integrating (7) with respect to t from 0 to t, we obtain
Em(t) ≤ Em(0). (9)

The last inequality and the Logarithmic Sobolev Inequality lead to

Em(t) ≥ 1

2

[∥∥umt ∥∥2
+
∥∥∆um

∥∥2
+
∥∥∇um∥∥2

+
k

2

∥∥um∥∥2
]

−k
2

[
1

2

∥∥um∥∥2
ln
∥∥um∥∥2

+
α2

2π

∥∥∇um∥∥2 − (1 + lnα)
∥∥um∥∥2

]
,

=
1

2

(∥∥umt ∥∥2
+
∥∥∆um

∥∥2
+

(
1− kα2

2π

)∥∥∇um∥∥2

+

(
k

2
+ k (1 + lnα)

)∥∥um∥∥2 − k

2

∥∥um∥∥2
ln
∥∥um∥∥2

)
,

∥∥umt ∥∥2
+
∥∥∆um

∥∥2
+

(
1− kα2

2π

)∥∥∇um∥∥2

+

(
k

2
+ k (1 + lnα)

)∥∥um∥∥2

≤ C +
k

2

∥∥um∥∥2
ln
∥∥um∥∥2

. (10)

where C = 2Em(0).
Choosing

e−
3
2 < α <

√
2π

k
(11)

will make

1− kα2

2π
> 0,√

2π

k
> α

and
k + 2

2
+ k (1 + lnα) > 0,

α > e−
3
2 .
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This selection is possible thanks to (A). So, we have∥∥umt ∥∥2
+
∥∥∆um

∥∥2
+
∥∥∇um∥∥2

+
∥∥um∥∥2 ≤ C

(
1 +

∥∥um∥∥2
ln
∥∥um∥∥2

)
(12)

We know that

um (., t) = um (., 0) +

t∫
0

∂um

∂τ
(., τ) dτ.

We make use of the following Cauchy-Schwarz inequality

(a+ b)2 ≤ 2
(
a2 + b2

)
,

we obtain

∥∥um (t)
∥∥2

=

∥∥∥∥∥∥um (., 0) +

t∫
0

∂um

∂τ
(., τ) dτ

∥∥∥∥∥∥
2

≤ 2
∥∥um (0)

∥∥2
+ 2

∥∥∥∥∥∥
t∫
0

∂um

∂τ
(., τ) dτ

∥∥∥∥∥∥
2

≤ 2
∥∥um (0)

∥∥2
+ 2T

t∫
0

∥∥umt (τ)
∥∥2
dτ (13)

So if we write inequality (12) instead of inequality (13), we get∥∥um∥∥2 ≤ 2
∥∥um (0)

∥∥2
+ 2TC

(
1 +

∥∥um∥∥2
ln
∥∥um∥∥2

)
(14)

If we put C1 = max
{

2TC, 2 ‖um (0)‖2
}
, (14) leads to

∥∥um∥∥2 ≤ 2C1

1 +

t∫
0

∥∥um∥∥2
ln
∥∥um∥∥2

dτ

 .

Without loss of generality, we take C1 ≥ 1, we have

∥∥um∥∥2 ≤ 2C1

1 +

t∫
0

(
C1 +

∥∥um∥∥2
)

ln
(
C1 +

∥∥um∥∥2
)
dτ

 .

Thanks to Logarithmic Gronwall inequality, we obtain ∥∥um∥∥2 ≤ 2C1e
2C1T = C2.

Hence, from inequality (12), it follows that∥∥umt ∥∥2
+
∥∥∆um

∥∥2
+
∥∥∇um∥∥2

+
∥∥um∥∥2 ≤ C3 = C (1 + C2 lnC2)

where C3 is a positive constant independent of m and t. If these operations (12) are applied to each term of inequality, this implies

sup
t∈(0,tm)

∥∥umt ∥∥2
+ sup
t∈(0,tm)

∥∥∆um
∥∥2

+ sup
t∈(0,tm)

∥∥∇um∥∥2
+ sup
t∈(0,tm)

∥∥um∥∥2 ≤ 4C3. (15)

So, the approximate solution is uniformly bounded independent of m and t. Therefore, we can extend tm to T . Moreover, we obtain um, is uniformly bounded in L∞
(

0, T ;H2
0 (Ω)

)
,

umt , is uniformly bounded in L∞
(

0, T ;L2 (Ω)
)
.

(16)

Hence we can infer from (15) and (16) that there exists a subsequence of (um) (still denoted by (um)), such that

um → u, weakly* in L∞
(

0, T ;H2
0 (Ω)

)
,

umt → ut, weakly* in L∞
(

0, T ;L2 (Ω)
)
,

um → u, weakly in L2
(

0, T ;H2
0 (Ω)

)
,

umt → ut,weakly in L2
(

0, T ;L2 (Ω)
)
.

(17)
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Then using (17) and Aubin–Lions’ lemma, we have

um → u, strongly in L2
(

0, T ;L2 (Ω)
)

which implies
um → u, Ω× (0, T ) .

Since the map s→ s ln |s|k is continuous, we have the convergence

um ln
∣∣um∣∣k → u ln |u|k , Ω× (0, T ) . (18)

By the Sobolev embedding theorem (H2
0 (Ω) ↪→ L∞ (Ω)), it is clear that

∣∣∣um ln |um|k − u ln |u|k
∣∣∣ is bounded in L∞ (Ω× (0, T )) . Next,

taking into account the Lebesgue bounded convergence theorem, we have

um ln
∣∣um∣∣k → u ln |u|k , strongly in L2

(
0, T ;L2 (Ω)

)
. (19)

We integrate (6) over (0, t) to obtain, ∀w ∈ Vm

t∫
0

∫
Ω

ln
∣∣um∣∣k umwdxdτ =

∫
Ω

umt wdxdτ −
∫
Ω

um1 wdxdτ +

t∫
0

∫
Ω

4um∆wdxdτ

+

t∫
0

∫
Ω

∇um∇wdxdτ +

t∫
0

∫
Ω

umt wdxdτ. (20)

Convergences (17), (19) are sufficient to pass to the limit in (20)

∫
Ω

utwdx =

∫
Ω

u1wdx−
t∫
0

∫
Ω

4u∆wdxdτ −
t∫
0

∫
Ω

∇u∇wdxdτ

−
t∫
0

∫
Ω

utwdxdτ +

t∫
0

∫
Ω

ln |u|k uwdxdτ (21)

which implies that (20) is valid ∀w ∈ H2
0 (Ω) .Using the fact that the terms in the right-hand side of (21) are absolutely continuous since

they are functions of t defined by integrals over (0, t), hence it is differentiable for a.e. t ∈ R+. Thus, differentiating (21), we obtain, for a.e.
t ∈ (0, T ) and any w ∈ H2

0 (Ω),

t∫
0

∫
Ω

ln |u (x, t)|k u (x, t)w (x) dxdτ

=

∫
Ω

utt (x, t)w (x) dx+

∫
Ω

4u (x, t) ∆w (x) dxdτ

−
t∫
0

∫
Ω

∇u (x, t)∇w (x) dxdτ −
t∫
0

∫
Ω

ut (x, t)w (x) dxdτ.

If we take initial data, we note that

um → u, weakly in L2
(

0, T ;H2
0 (Ω)

)
umt → ut, weakly in L2

(
0, T ;L2 (Ω)

)
Thus, using Lion’s Lemma [10], we have

um → u,C
((

[0, T ] ;L2 (Ω)
))

.

Therefore, um (x, 0) makes sense and

um (x, 0)→ u (x, 0) , L2 (Ω) .
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We have
um (x, 0)→ u0 (x, 0) , H2

0 (Ω)

hence
u (x) = u0 (x) .

Now, multiply (1) by φ ∈ C∞0 (0, T ) and integrate over (0, T ), we obtain for ∀w ∈ Vm, and because of(
umt φ (t)

)′
= umttφ (t) + umt φ

′ (t)

we get

−
T∫
0

∫
Ω

umt wφ
′ (t) dxdt = −

T∫
0

∫
Ω

4um∆wφ (t) dxdt−
T∫
0

∫
Ω

∇um∇wφ (t) dxdt

−
T∫
0

∫
Ω

umt wφ (t) dxdt+

T∫
0

∫
Ω

ln
∣∣um∣∣k umwφ (t) dxdt.

As m→∞ , we have for ∀w ∈ H2
0 (Ω) and φ ∈ C∞0 (0, T )

−
T∫
0

∫
Ω

utwφ
′ (t) dxdt = −

T∫
0

∫
Ω

4u∆wφ (t) dxdt−
T∫
0

∫
Ω

∇u∇wφ (t) dxdt

−
T∫
0

∫
Ω

utwφ (t) dxdt+

T∫
0

∫
Ω

ln |u|k uwφ (t) dxdt.

This means
utt ∈ L2 [0, T ) , H−2 (Ω) ,

on the other hand, because of

ut ∈
(
L2 [0, T ) , L2 (Ω)

)
,

we obtain
ut ∈ C

(
[0, T ) , H−2 (Ω)

)
.

So that
umt (x, 0)→ ut (x, 0) , H−2 (Ω) ,

but
umt (x, 0) = um1 (x)→ u1 (x) , L2 (Ω) .

Hence
ut (x, 0) = u1 (x) .

This finishes the proof of the theorem. �

4 Global existence

In this section we study global existence of problem (1). We prove a global existence result using the potential wells corresponding to the
logarithmic nonlinearity.

Now, we define the following functionals

J (t) =
1

2

‖∆u‖2 + ‖∇u‖2 +
k

2
‖u‖2 −

∫
Ω

ln |u|k u2dx

 , (22)

I (t) = ‖∆u‖2 + ‖∇u‖2 −
∫
Ω

ln |u|k u2dx. (23)

Then, it is obvious that

J (t) =
1

2
I (u) +

k

4
‖u‖2 (24)

and

E (t) =
1

2
‖ut‖2 + J (u) . (25)
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According to the Logarithmic Sobolev inequality, J(u) and I(u) are well defined. The potential well depth is defined as

0 < d = inf
u

{
sup
λ≥0

J (λu) : u ∈ H2
0 (Ω) , ‖∆u‖ 6= 0

}
(26)

and the well-known Nehari manifold

N =
{
u : u ∈ H2

0 (Ω) /I (u) = 0, ‖∆u‖ 6= 0
}
, (27)

0 < d = inf
u∈N

J (u) . (28)

Then, we introduce

W =
{
u : u ∈ H2

0 (Ω) /I (u) > 0, J (u) < d
}
∪ {0} .

Lemma 6. For any u ∈ H2
0 (Ω) , ‖u‖ 6= 0 and let g (λ) = J (λu). Then we have

I (λu) = λg′ (λ)

 > 0, 0 ≤ λ < λ∗,
= 0, λ = λ∗,
< 0, λ < λ∗ <∞

where

λ∗ = exp

‖∆u‖
2 + ‖∇u‖2 −

∫
Ω

ln |u|k u2dx

k ‖u‖2

 .

Proof: By the defination of J (u) , we obtain

g (λ) = J (λu)

=
1

2

‖λ∆u‖2 + ‖λ∇u‖2 +−
∫
Ω

ln |λu|k (λu)2 dx

+
k

4
‖λu‖2

=
λ2

2

(
‖∆u‖2 + ‖∇u‖2

)
+
λ2

2

(
k

2
− k ln |λ|

)
‖u‖2 − kλ2

2

∫
Ω

ln |u| |u|2 dx.

Since ‖u‖ 6= 0, lim
λ→0

g (λ) = 0, lim
λ→∞

g (λ) = −∞. Now, differentiating g (λ) with respect to λ, we have

g′ (λ) = λ

‖∆u‖2 + ‖∇u‖2 − k lnλ ‖u‖2 − k
∫
Ω

ln |u| (u)2 dx

 .

We can see clearly that

λ
dJ (λu)

dλ
= λg′ (λ) = I (λu) .

We can derive I (λu) = 0 when

λ∗ = exp

‖∆u‖
2 + ‖∇u‖2 −

∫
Ω

ln |u|k u2dx

k ‖u‖2

 .

Thus, we have

I (λu) = λg′ (λ)

 > 0, 0 ≤ λ < λ∗,
= 0, λ = λ∗,
< 0, λ < λ∗ <∞.

�

Lemma 7. Let u ∈ H2
0 (Ω) and l = e

2
k +2 2π

k .

i) If 0 < ‖u‖2 < l, then I (u) > 0;
ii) If I (u) = 0 and ‖u‖ 6= 0, then ‖u‖2 > l;
iii)The constant d in (26) satisfies

d ≥ π

k
e

2
k +2.
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Proof: Thanks to Logarithmic Sobolev Inequality to the last term of the I (u) function, we have

I (u) = ‖∆u‖2 + ‖∇u‖2 −
∫
Ω

ln |u|k u2dx,

≥ ‖∆u‖2 + ‖∇u‖2 − k

2
‖u‖2 ln ‖u‖2

−kα
2

2π
‖∇u‖2 + k(1 + lnα) ‖u‖2 ,

≥
(

1− kα2

2π

)
‖∇u‖2 + k

(
(1 + lnα)− 1

2
ln ‖u‖2

)
‖u‖2 (29)

Taking any α satisfying 0 < α ≤
√

2π
k in (29), we have

I (u) ≥

(
k(1 + ln

√
2π

k
)− k

2
ln ‖u‖2

)
‖u‖2 . (30)

i) If 0 < ‖u‖2 < l, then I (u) > 0 from the above inequality.
ii) If I (u) = 0 and ‖u‖ 6= 0, then

‖u‖2 ≥ e2 2π

k
= l.

iii) Because of (26), we write

sup
λ≥0

J (λu) = J
(
λ∗u

)
=

1

2
I
(
λ∗u

)
+
k

4

(
λ∗
)2 ‖u‖2 (31)

By the Lemma 7 and (30), we obtain

0 = I
(
λ∗u

)
≥

(
k(1 + ln

√
2π

k
)− k

2
ln
∥∥λ∗u∥∥2

)∥∥λ∗u∥∥2
.

Therefore; we have

0 ≥ k(1 + ln

√
2π

k
)− k

2
ln
∥∥λ∗u∥∥2

,

ln
∥∥λ∗u∥∥2 ≥ 2 + 2 ln

√
2π

k
),

∥∥λ∗u∥∥2 ≥ e2 2π

k
= l. (32)

Thus, by using of (26), (31) and (32) , we obtain

d ≥ π

2k
e2.

�

Lemma 8. Let (u0, u1) ∈ H2
0 (Ω)× L2 (Ω) and l = e2 2π

k such that 0 < E (0) < k
4 l < d and I (u0) > 0. Then any solution of (1), u ∈W .

Proof: Let T be maximal existence time of weak solution of u. From (25) and (9), we have

1

2
‖ut‖2 + J (u) ≤ 1

2
‖u1‖2 + J (u0) < d, ∀t ∈ [0, T ) . (33)

Then we claim that u(t) ∈W for all t ∈ [0, T ). If it is false, then there is a t0 ∈ [0, T ) such that u (t0) ∈ ∂W , so we have
(a) either I (u (t0)) = 0 and ‖∆u (t0)‖ 6= 0, or (b) J (u (t0)) = d.
By (33), (b) is impossible, thus we have I (u (t0)) = 0 and ‖∆u (t0)‖ 6= 0. However, at least one J (u (t0)) ≥ d exists if 0 < d =

inf
u∈N

J (u) . Because of this contradiction, u(t) ∈W is found for ∀t ∈ [0, T ). �

5 Decay of solution

In this section, we will prove decay of solutions to problem (1).
For this purpose, we use the Lyapunov functional

L (t) = E (t) + ε

∫
Ω

uutdx+
ε

2

∫
Ω

u2dx (34)

where ε is a positive constant. We will show the L (t) and E (t) are equivalent:
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Lemma 9. For ε > 0 small enough, the relation

β1L (t) ≤ E (t) ≤ β2L (t) (35)

holds for two positive constants β1 and β2.

We can choose ε small enough such that L ∼ E.

Theorem 10. Let u0 ∈W, u1 ∈ L2 (Ω) . Assume further 0 < E (0) < αl < d , where

l =
2π

k
e2 and 0 < α ≤

√
2π

k
α

1
2 e

then there exist two positive constants c1 and c2 such that

0 < E (t) ≤ c1e−c2 t, t ≥ 0.

Proof: By taking the time derivative of the L (t) and using Eq. (1), we obtain

L′ (t) = E′ (t) + ε

∫
Ω

(
uttu+ u2

t

)
dx+ ε

∫
Ω

uutdx

= (ε− 1) ‖ut‖2 − ε
(
‖4u‖2 + ‖∇u‖2

)
+ ε

∫
Ω

ln |u|k u2. (36)

Adding and subtracting εβE (t) into (36) where β is a positive constant, we get

L′ (t) =
(
ε+

ε

2
β − 1

)
‖ut‖2 + ε

(
β

2
− 1

)
‖4u‖2 + ε

(
β

2
− 1

)
‖∇u‖2

+ε

(
1− β

2

) ∫
Ω

ln |u|k u2 +
k

4
εβ ‖u‖2 − εβE (t) . (37)

By the Logarithmic Sobolev inequality and embedding theorems and choosing cp is smallest enough positive constant, we have

L′ (t) ≤
(
ε+

ε

2
β − 1

)
‖ut‖2 + ε

(
β

2
− 1

)
‖4u‖2

+ε

(
β

2
− 1

)
‖∇u‖2 +

k

4
εβ ‖u‖2 − εβE (t)

+ε

(
1− β

2

)
k

(
1

2
‖u‖2 ln ‖u‖2 +

α2

2π
‖∇u‖2 − (1 + lnα) ‖u‖2

)
,

= −εβE (t) +
(
ε+

ε

2
β − 1

)
‖ut‖2

+ε

(
β

2
− 1

)
.

(
1− kα

2

2π

)
‖∇u‖2 + ε

(
βkcp

4
+
β

2
− 1

)
‖4u‖2

+εk

[(
1− β

2

)
.

(
1

2
ln ‖u‖2 − (1 + lnα)

)]
‖u‖2 .

Noting that since β = min
{

2, 4
2+kcp

}
, and ε > 0 sufficiently small so that

ε+
ε

2
β − 1 < 0,

we get

L′ (t) ≤ −εβE (t)− ε
(

1− β

2

)(
1− kα

2

2π

)
‖∇u‖2 − ε

(
1− β

2
− βkcp

4

)
‖4u‖2

+εk

[(
1− β

2

)(
1

2
ln ‖u‖2 − (1 + lnα)

)]
‖u‖2 . (38)

Using (4), (5), (22) and assumption in the Theorem 10, we have
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ln ‖u‖2 ≤ ln

(
4

k
E (t)

)
≤ ln

(
4

k
E (t)

)
≤ ln

(
4

k
E (0)

)
≤ ln

(
4

k
αl

)
= ln

(
2π

k2
αe2

)
.

Taking α satisfying
√

2π

k
α

1
2 e < α ≤

√
2π

k

we guarantee
1

2
ln ‖u‖2 − (1 + lnα) < 0.

Consequently, inequlatiy (38) becomes
L′ (t) ≤ −εβE (t) .

By (35), we have
L′ (t) ≤ −εββ2L (t) (39)

setting c2 = εββ2 > 0 and integrating (39) between (0, t) gives the following estimate

L (t) ≤ c1e−c2t

Consequently, by using (35) once again. This completes the proof. �

6 References
[1] K. Bartkowski, P. Gorka, One-dimensional Klein–Gordon equation with logarithmic nonlinearities, J. Phys. A., 41(35) (2008), 1-11.
[2] I. Bialynicki-Birula, J. Mycielski, Wave equations with logarithmic nonlinearities, Bull. Acad. Polon. Sci. Ser. Sci. Math. Astron. Phys., 23(4) (1975), 461-466.
[3] I. Bialynicki-Birula, J. Mycielski, Nonlinear wave mechanics, Ann. Phys., 100(1–2) (1976), 62-93.
[4] H. Buljan, A. Siber, M. Soljacic, T. Schwartz, M. Segev, D. N. Christodoulides, Incoherent white light solitons in logarithmically saturable noninstantaneous nonlinear media,

Phys. Rev. E 3(2003), 68.
[5] T. Cazenave, A. Haraux, Equations d’evolution avec non linéarité logarithmique, Ann. Fac. Sci. Toulouse 2(1) (1980), 21–51.
[6] P. Gorka, Logarithmic Klein–Gordon equation, Acta Phys. Pol. B 40(1) (2009), 59–66.
[7] L. Gross, Logarithmic Sobolev inequalities, Amer. J. Math. 97(4) (1975), 1061–1083.
[8] X.S. Han, Global existence of weak solutions for a logarithmic wave equation arising from Q-ball dynamics, Bull. Korean Math. Soc. 50(1) (2013), 275–283.
[9] T. Hiramatsu, M. Kawasaki, F. Takahashi, Numerical study of Q-ball formation in gravity mediation, J. Cosmol. Astropart. Phys.6(2010).

[10] J. Lions, Quelques methodes de resolution des problems aux limites non lineaires, Dunod Gauthier-Villars, Paris, 1969.
[11] S. De Martino, M. Falanga, C. Godano, G. Lauro, Logarithmic Schrödinger-like equation as a model for magma transport, Europhys, 63(3) (2003), 472–475.
[12] M.M. Al-Gharabli, S.A. Messaoudi, Existence and a general decay result for a plate equation with nonlinear damping and a logarithmic source term, Journal of Evolution

Equations, 18(1) (2018),105-125.
[13] M.M. Al-Gharabli, S.A. Messaoudi, The existence and the asymptotic behavior of a plate equation with frictional damping and a logarithmic source term, J. Math. Anal. Appl.,

454(2017), 1114-1128.
[14] H.W. Zhang, G.W. Liu, Q.Y. Hu, Asymptotic Behavior for a Class of Logarithmic Wave Equations with Linear Damping, Appl. Math. Optim., 79(1) (2017), 131-144.

36 c© CPOST 2019


