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Isolation and Identification of Listeria spp. from White Cheese Samples Presented 

for Consumption in Istanbul   

Nil KAYA1, Elif Özlem ARSLAN AYDOĞDU*2, Ayten KİMİRAN2 

Abstract 

In this study, 119 feta cheese samples taken from different vendors in Istanbul were examined 

for the presence of Listeria monocytogenes. Isolates were confirmed by the PCR method using 

iap and hlyA primers, and the antibiotic susceptibility of the identified strains was performed 

by the Kirby-Bauer protocol. Seven Listeria spp. were isolated from three (2.52%) of 119 

cheese samples analyzed. The seven Listeria spp. obtained from these three samples were found 

to contain the iap gene region but not the hlyA gene region. As a result of the sequence analysis 

using the 16S rRNA gene region, it was determined that these isolates were L. seeligeri. As a 

result of antibiotic susceptibility tests, it was observed that L. seeligeri isolates showed 

ciprofloxacin (85.71%) and penicillin (42.85%) resistance.  All strains were susceptible to 

amikacin, amoxicillin/clavulanic acid, chloramphenicol, rifampin, gentamicin, cefaclor, 

ampicillin, trimethoprim-sulfamethoxazole, tetracycline, vancomycin, and clarithromycin 

antibiotics. The detection of Listeria spp. isolates in feta cheese samples made with pasteurized 

milk revealed that packaging, distribution, and storage practices following the pasteurization 

process should be followed more strictly. It is recommended to apply controls at each stage to 

prevent contamination. 

Keywords: L. monocytogenes, Feta cheese, iap, hlyA, Antibiotic sensitivity 

1. INTRODUCTION

 Gram-positive, non-spore-forming, facultative 

anaerobe, rod-shaped Listeria bacteria, due to 

their tolerance to low pH, low temperature and 

high salt concentration, can be found in various 

environments such as water, silage, soil, foods 

and sewage [1-5] The Listeria genus has 20 

different species, included L. innocua, L. 

seeligeri, L. ivanovii, L. fleischmannii, L. 

* Corresponding author: eoarslan@istanbul.edu.tr
1 Istinye University, Faculty of Pharmacy, Department of Basic Pharmaceutical Sciences.

E-Mail: nilkaya7@outlook.com

ORCID: https://orcid.org/0000-0002-1444-4935
2 Istanbul University, Faculty of Science, Department of Biology

E-Mail: kimiran@istanbul.edu.tr

ORCID: https://orcid.org/0000-0003-1294-7376, https://orcid.org/0000-0002-0210-2751

welshimeri, L. marthii, L. grayi, L. rocourtiae, L. 

weihenstephanensis, L. cornellensis, L. 

floridensis, L. riparia, L. grandensis, L. aquatica, 

L. booriae, L. newyorkensis, L. costaricensis, L.

goaensis, and L. thailandensis. Among these

bacteria, the L. monocytogenes and L. ivanovii are

pathogenic to animals and humans.

L. monocytogenes, the causative agent of

listeriosis, is an important foodborne pathogen [6-

Sakarya University Journal of Science 25(6), 1253-1262, 2021



8] This infection can occur through the 

consumption of cheese, milk, cooked and ready-

to-eat foods, pork, fermented sausage, meat and 

meat products such as beef, unwashed raw 

vegetables and fruits contaminated by L. 

monocytogenes [6, 9, 10] Although L. 

monocytogenes infection is less common than 

other foodborne diseases, it is the bacterium with 

the second-highest mortality rate among all 

foodborne pathogens [11, 12] Despite effective 

antibiotic treatments, Listeriosis, which has a 

mortality rate of 30%, seems to be a problem that 

threatens public health [6, 13]. 

Cheese is a food product that is widely consumed 

in the world and has many varieties. Feta cheese, 

in case of ignoring factors such as pasteurization, 

business hygiene etc. that need to be considered 

during production, can be a convenient source for 

the contamination and reproduction of L. 

monocytogenes bacteria. Pathogenic bacteria 

found in cheese because of contamination can 

also cause ailments up to food poisoning. Among 

these pathogenic bacteria, L. monocytogenes due 

to resistance to temperature and pH changes, the 

ability to growing at high salt concentration, can 

survive the production and ripening stages of 

cheese. The growth of this bacterium can be 

slowed down by lactic starter cultures in cheese 

milk but is not completely inhibited. Therefore, to 

avoid outbreaks from L. monocytogenes, the strict 

control of this food from the production stage 

until it reaches the consumer is important [9, 14]. 

Examination of cheese, which has an important 

consumption rate in our country, in terms of L. 

monocytogenes is important for public health. In 

the present study, we aimed to detect Listeria 

contamination in white cheese, sold in İstanbul, 

and determine the risks in terms of public health 

of the contamination. 

2. MATERIAL AND METHOD  

2.1. Bacteria Strains 

In the study, Staphylococcus aureus ATCC 25923 

and L. monocytogenes RSKK 475 were used as 

positive control. 

2.2. Isolation and Identification of Listeria spp. 

119 white cheeses made from pasteurized milk 

obtained from different districts in Istanbul 

province were examined according to FDA (Food 

and Drug Administration) standard culture 

method [15]. The culture method was carried out 

in three stages. For the primary enrichment 

process, after a 2-minute homogenization step, a 

25 g sample in 225 ml Listeria Enrichment Broth 

(HiMedia, India) was incubated at 30 ° C for 4 h. 

After the incubation, the selective additive was 

added to the culture and incubation was 

continued. Liquid cultures were kept for 1 and 2 

weeks in addition to the incubation period 

recommended in the standard protocol, and at the 

end of all periods, they were inoculated onto the 

PALCAM (Polymyxin-Acriflavin Lithium 

Chloride-Ceftazidime- Aesculin-Mannitol Agar; 

HiMedia, India) media by streak plate method.  

After 48 h incubation at 30 °C, five Listeria 

suspicious colonies, which were grey-green 

colonies surrounding a black halo growing on the 

medium, were inoculated on the TSA-YE 

(Trypticase soy agar with yeast extract; HiMedia, 

India) media for obtaining pure cultures. 

Listeria suspicious colonies growing on TSA-YE 

medium has been evaluated for biochemical tests 

such as Gram staining, oxidase, catalase, 

movement in the medium of Sulphate Indole 

Motility (SIM), hemolysis, nitrate reduction, 

Methyl Red (MR) -Voges-Proskauer (VP), acid 

production from sugar (rhamnose, mannitol, 

ribose, xylose, and α-methyl-D-mannocide), and 

Christie Atkins and Munch-Petersen (CAMP) 

factor [16]. 

2.3. Antibiotic Susceptibility Test 

Antibiotic susceptibilities of Listeria spp. isolates 

were investigated by the Kirby Bauer test protocol 

[17]. In the study, ampicillin (10 µg), amoxicillin-

clavulanic acid (30 µg), penicillin (10 units), 

cefaclor (30 µg), vancomycin (30 µg), gentamicin 

(10 µg), amikacin (30 µg), clarithromycin (15 

µg), ciprofloxacin (5 µg), tetracycline (30 µg), 

trimetprim-sulfamethoxazole (25 µg), 

chloramphenicol (30 µg), and rifampin (5 µg), 

antibiotics were used. 
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2.4. Verification of isolates by PCR application  

2.4.1. DNA Isolation  

Chromosomal DNA was extracted from the 

Listeria suspicious isolates using the IDPURE 

Universal Spin Column Genomic DNA Mini Kit 

(IDLabs, Canada).  

2.4.2. PCR Amplification  

Listeria spp. isolates were verified by PCR 

method using iap (IAP1: 

5′ACAAGCTGCACCTGTTGCAG3′ and IAP2: 

5′TGACAGCGTGTGTAGTAGCA3′) and hlyA 

(PCRGO: 

5′GAATGTAAACTTCGGCGCAATCAG3’ and 

PCRDO: 

5′GCCGTCGATGATTTGAACTTCATC3′) 

primers [18, 19]. Primers of the iap and hlyA 

genes used in the experiment were prepared 

following the manufacturer's instructions.  

The PCR mix was prepared with MyTaqTM Mix 

(Bioline, Germany). After 0.5 µl (20 μM) of each 

reverse and forward primer, 1 µl (10 nmol) 

template DNA, 5 μl MyTaq Reaction Buffer, 0.5 

μl MyTaq DNA polymerase was mixed into 0.2 

ml microtubes was added, the final volume was 

completed to 25 μl with sterile ultrapure water. 

All procedures were repeated using L. 

monocytogenes RSKK 475 template DNA and 

ultrapure water as positive and negative control, 

respectively.  

The reaction was performed in the Thermal 

Cycler (TC-PLUS, Techne, England) device 

without losing time. The PCR protocol set up 

following: 95 °C for 1 min for initial denaturation; 

35 cycles, 15 s at 95 °C for denaturation, 15 s 

annealing at 65 °C or 55 °C for hlyA or iap 

primers respectively and 10 s extension at 72 °C. 

The PCR products obtained were visualized on a 

1.2% agarose gel, stained with GelRed (Biotium, 

Hayward, CA, USA), for 45 minutes at 90 volts 

for electrophoresis. The band lengths of the PCR 

products obtained were determined using a 100 bp 

DNA Ladder (Bioline, Singapore) and imaged in 

a UV imaging system (Wisedoc, South Korea).  

2.4.3. Molecular Identification   

The phylogenetic analysis of the isolates was 

performed using bacterial universal primers, 

1492R (5’-GGYTACCTTGTTACGACTT-3’) 

and 27F (5’-AGAGTTTG ATCMTGGCTCAG-

3’) described by Lane (1991) using a thermal 

cycler (TC-PLUS, Techne, England) under the 

following conditions: 95 °C for 1 min initial 

denaturation; 35 cycles, at 95 °C for 15 s 

denaturation, 15 s annealing at 60 °C, 10 s 

extension at 72 °C. 

The reaction mixture (25 μl) contained 0.5 µl (20 

μM) of each reverse and forward primer, 1 µl (10 

ng) template DNA, 5 μl MyTaq Reaction Buffer, 

0.5μl MyTaq DNA polymerase. The PCR 

products obtained were carried out on a 1.2% 

agarose gel for 45 minutes at 90 volts for 

electrophoresis. The band lengths of the PCR 

products obtained were determined using a 100 bp 

DNA Ladder (Bioline, Singapore) and imaged in 

a UV imaging system (Wisedoc, South Korea). 

Sanger sequence analyzes of the PCR products 

were made by BM Laboratory Systems (Ankara, 

Turkey). The 16S rRNA sequences obtained were 

aligned against the GenBank database using the 

BLAST program of the National Centre for 

Biotechnology Information.  

3. RESULTS AND DISCUSSION   

In the current study, using the culture method 

recommended by the FDA, 119 feta cheese 

samples were analyzed. The pure cultures of 

suspicious colonies, which appeared grey-green 

colored with a black halo on PALCAM medium, 

were obtained by inoculation into TSA-YE 

medium. According to the phenotypical 

examinations, 19 isolates obtained from eight 

cheese samples, which were Gram-positive rod or 

coccobacillus, catalase positive and oxidase 

reaction negative, were accepted as Listeria spp. 

suspicious. 

19 Listeria spp. suspect isolates were examined in 

terms of motility, hemolysis, nitrate reduction, 

MR-VP, carbohydrate fermentation and CAMP 

tests, and 7 of them were found to have similar 
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biochemical results, except carbohydrate 

fermentation, with L. monocytogenes in all tests 

(Table 1). Seven Listeria spp. were isolated from 

three (2.52%) cheese samples by the traditional 

culture method.  

Table 1. Biochemical test results of Listeria spp. 

suspicious isolates  
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β
 -

h
em

o
ly

si
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N1 - - - - - - - - - - - 

N2 - - - - - - - - - - - 

N3 - - - - - - - - - - - 
N4 - - - - - - - - - - - 

N5 - - - - - - - - - - - 

N6 - - - - - - - - - - - 

N7 - - - - - - - - - - - 
N8 - - - - - - - - - - - 

N9 - - - - - - - - - - - 

N10 - - - - - - - - - - - 

N11 - - - - - - - - - - - 
N12 - - + - - - - - - - - 

N13 + + - + - - - - + + + 

N14 + + - + - - - - + + + 

N15 + + - + - - - - + + + 
N16 + + - + - - - - + + + 

N17 + + - + - - - - + + + 

N18 + + - + - - - - + + + 

N19 + + - + - - - - + + + 
S.B. + + - + + + - - - + + 

S.B.: L. monocytogenes RSKK 475 

As a result of the PCR experiment, it was 

determined that the 7 strains isolated by the 

culture method only have the iap gene region 

which was specific for the Listeria genus, but not 

the hlyA gene that was specific for L. 

monocytogenes (Figure 1).  

 

Figure 1. Gel electrophoresis images of the iap (A) 

and hlyA (B) gene carried by Listeria bacteria 

isolated from cheese samples [M: 100 bp DNA 

ladder 13-19: Listeria suspected bacteria (N13- N19). 

+: Positive control -: Negative control]  

3.1. Identification of Isolates by Phylogenetic 

Analysis  

It was confirmed that 7 isolates obtained 

according to the sequence analysis were L. 

seeligeri. The 16S rRNA sequences of the 

samples obtained from this study were recorded 

in GenBank under the accession numbers in Table 

2. It was determined that the sequence similarity 

for 16S rRNA was 95-99%. Considering the 

sequence similarity, the seven isolates obtained 

were found to be closely related to L. seeligeri.  

Table 2. Accession numbers of strains obtained from 

cheese samples  

Sample 

No 

Isolate Similarity Accession No 

 

P51 

N17 

N18 

N19 

% 95 

% 98 

% 99 

MK490993 

MK490994 

MK490995 

P53 N15 % 99 MK490991 

 

P54 

N13 

N14 

N16 

% 99 

% 99 

% 97 

MK490989 

MK490990 

MK490992 

3.2. Determination of Antibiotic Sensitivity of 

Listeria Bacteria 

Six (85.71%) of seven Listeria spp. isolates 

obtained from white cheese were found to be 

resistant to ciprofloxacin and three (42.85%) to 

penicillin. Besides, 28.57% of the isolates were 

resistant to both ciprofloxacin and penicillin. All 

the isolates were sensitive to cefaclor, ampicillin, 

amikacin, chloramphenicol, rifampin, 

gentamicin, trimethoprim-sulfamethoxazole, 

tetracycline, amoxicillin/clavulanic acid, 

vancomycin, and clarithromycin antibiotics 

(Table 3).  
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Table 3. Antibiotic susceptibilities of Listeria 

bacteria  

 

Antibiotic 

Isolates 

N
1

3
 

N
1

4
 

N
1

5
 

N
1

6
 

N
1

7
 

N
1

8
 

N
1

9
 

Ciprofloxacin R I R R R R R 

Amikacin S S I I S S S 

Penicillin R R S S R S S 

Chloramphenicol S S S S S S S 

Rifampin S S I I S S S 

Gentamicin S S S S S S S 

Cefaclor S S S I S S S 

Ampicillin S S S S S S S 

Amoxicillin/  clavulanic 

acid 
S S S S S S S 

Trimethoprim-

sulfamethoxazole 
S S I I S S S 

Tetracycline S S S S S S S 

Clarithromycin S S S S S S S 

Vancomycin S S S S S S S 

L. monocytogenes was not detected in our study, 

in which 2.52% (3/119) of L. seeligeri was 

detected in the white cheeses examined within the 

scope. Similar to the results we obtained, Elmas 

[20] indicated in her study that only one L. 

seeligeri was detected. In many studies [21, 22, 

23] reporting that they did not encounter L. 

monocytogenes bacteria in white cheese samples 

are consistent with our findings.  

Failure to report a foodborne listeriosis outbreak 

in Turkey until today and the infrequency of 

foodborne Listeria infection rate is in line with 

our findings.  

Unlike our results, Çetin et al. [24] did not find 

Listeria spp. in any of the 40 white cheese 

samples. Although Atıl et al. [25] isolated L. 

seeligeri (0.19%) and L. innocua (0.19%) in 106 

milk samples, they could not isolate Listeria spp. 

in 28 cheese samples. In the other study, Rahimi 

et al [26] found the rate of Listeria spp. as 7.2% 

in their study with dairy products in Iran. The 

researchers stated that the species they obtained 

were L. innocua, L. monocytogenes, L. murrayi, 

and L. seeligeri (66.7, 23.8, 4.8, and 4.8%, 

respectively). In a study conducted with 100 white 

cheeses purchased from neighbourhood markets, 

6% of the cheeses were found to be contaminated 

with L. monocytogenes [27]. Aygün and 

Pehlivanlar [28] found that 8.23% of samples 

contained Listeria spp. In the mentioned study, L. 

seeligeri (2.35%), L. ivanovii (3.52%), L. 

monocytogenes (2.35%), L. innocua (3.52%) 

species were detected in white cheese samples. 

Ceylan and Demirkaya [29] indicated that L. 

monocytogenes was isolated from one (3.45%) 

white cheese sample. Elshinaway et al. [30], in 

their study with 240 dairy products, determined 

that the presence of Listeria spp. in kareish 

cheeses and buttered milk cheeses were 20% and 

12.5%, respectively. Listeria spp. distribution in 

butter milk cheese was five (5%) L. 

monocytogenes, one (2.5%) L. welshimeri, two 

(5%) L. grayii, while in Kareish cheese was one 

(2.5%) L. welshimeri, one (2.5%) L. 

monocytogenes three (7.5%) L. grayii. In a study, 

investigating to the L. monocytogenes and 

Listeria spp. contamination of the 142 homemade 

cheese samples, conducted in Bolu [31] the 

presence of bacteria was reported as 9.2% and 

33.1%, respectively.  Kevenk and Gülel [32], in 

their study with 210 milk and dairy samples, 

indicated that Listeria spp. were detected in the 

raw milk samples (12%) and the white cheese 

samples (25%), and 5% of them were harboured 

L. monocytogenes. 

When the results obtained in the current study 

were compared with the results obtained by other 

researchers, it was determined that isolation and 

identification rates of Listeria species in cheese 

samples vary differ. These differences are thought 

to be caused by the methods used for cheese 

production, the contamination rates of the milk, 

the environmental differences and geographical 

conditions, and also the insufficient hygiene rules. 

The presence of L. seeligeri in the white cheese 

samples we examined indicates possible 

contamination after pasteurization. Failure to 

comply with hygiene rules during the production, 

distribution and sale of cheese and cross-

contamination during the sale and storage of these 

products are considered as other sources of 

contamination.  

Within the scope of our study, the susceptibility 

of L. seeligeri isolates was determined by the 

Kirby-Bauer method. In 1988, the first multi-

resistant L. monocytogenes was discovered in 

France [33]. After this date, many Listeria spp. 
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strains isolated from different environments have 

been determined to be resistant to one or more 

antibiotics [34-40]. It was determined that six 

(85.71%) of the seven L. seeligeri bacteria were 

resistant to ciprofloxacin and three (42.85%) to 

penicillin. At the same time, it was detected that 

five (71.42%) of the bacteria were resistant to one 

antibiotic and two (28.57%) to two antibiotics. All 

strains were found to be amikacin, 

chloramphenicol, rifampin, gentamicin, cefaclor, 

ampicillin, amoxicillin/ clavulanic acid, 

trimethoprim-sulfamethoxazole, tetracycline, 

clarithromycin and vancomycin sensitive. Our 

results on penicillin and ciprofloxacin resistance 

are similar to the study of Rahimi et al. [26]. In a 

study about Listeria spp. isolated from dairy 

products in Iran, it was detected that 28.6% of the 

isolates were resistant to one antibiotic and 23.8% 

to two antibiotics. At the same time, they found 

that 66.7% of them were resistant to nalidixic 

acid, 42.9% to penicillin, 23.8% to ciprofloxacin 

and 19% to tetracycline antibiotics. The resistance 

of the isolates we obtained from our study against 

penicillin antibiotics is in line with the findings of 

other researchers. Arslan and Özdemir [31] 

reported that similar to our study, 47 Listeria spp. 

isolates from white cheese showed resistance to 

penicillin (12.8%), at the same time these isolates 

had cefaclor (2.1%), tetracycline (2.1%), 

amikacin (4.3%), clarithromycin (6.4%), and 

chloramphenicol (8.5%) resistance. 

When Aksoy et al. [41] examined the 15 L. 

monocytogenes isolates in their study, it was 

found that 26.7% of the isolates were resistant to 

at least one antibiotic. At the same time, they 

found that 6.7% of the isolates had multiple 

antibiotic resistance, and the most resistance was 

shown against trimethoprim-sulfamethoxazole 

(26.7% of the isolates). It was determined that 

6.7% of isolates were resistant to meropenem, 

vancomycin, penicillin G, and amikacin at the 

same rate. In the other study, it was found that 

most of the isolates were resistant to ampicillin, 

rifampicin, and florfenicol (92%, 84%, and 66% 

respectively) and some of them were resistant to 

tetracycline, penicillin G, and chloramphenicol 

(45%, 40%, and 32% respectively) [42]. Harakeh 

et al. [43] when investigated antibiotic profile of 

L. monocytogenes isolated from soft white cheese 

varieties it was determined that the most 

resistance against oxacillin, penicillin, and 

ampicillin (93%, 90%, and 60% respectively). 

Jamali et al. [44] reported that 83 isolates obtained 

from raw milk in Malaysia were tetracycline and 

penicillin G resistance.  

Resistance to ciprofloxacin we observed in the 

study was also reported in different studies. 

Conter et al. [45], in their study with L. 

monocytogenes strains which were obtained from 

food and food production areas, found that 10 

(8.3%) isolates were resistant to one, three (2.5%) 

isolates to two and one (0.8%) isolates to five 

antibiotics. It was determined that the highest 

antibiotic resistance was against clindamycin and 

linezolid antibiotics with a ratio of 3.2%. In 

Ireland, 207 Listeria spp. isolates were found to 

be resistant to gentamicin (5%), 

sulfamethoxazole-trimethoprim (2%), 

ciprofloxacin and tetracycline (1.5%) [46]. Unlike 

the results we obtained, when 1001 Listeria spp. 

strains isolated from food (549 L. innocua, 39 L. 

welshimeri, 351 L. monocytogenes, 62 L. 

seeligeri) were examined in terms of antibiotic 

sensitivity, it was reported that L. seeligeri 

bacteria were not resistant to any antibiotics [47].  

4. CONCLUSION  

It is a known fact that redundant or excessive 

antibiotic usage in animals and humans also 

increases the resistance of bacteria to antibiotics. 

Development of antibiotic resistance not only in 

terms of pathogenic species of Listeria but also in 

non-pathogenic species, due to the transfer of 

resistance genes between Listeria species, 

constitutes risks to human health. Although the 

antibiotics recommended for the treatment of 

listeriosis are still effective, it is known that the 

isolated Listeria strains exhibit an increasing 

resistance day by day. On the other hand, 

resistance to broad-spectrum antibiotics may lead 

to rapid depletion of antibiotic alternatives, such 

as penicillin, ampicillin, tetracycline and 

gentamicin, that can be used for treatment in the 

future [45]. The increased resistance of L. 

monocytogenes to penicillin and ampicillin is 

apprehension for public health due to using these 

antibiotics in the treatment of listeriosis. 
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It is known that L. seeligeri is not a pathogenic 

Listeria species, but there is a case of meningitis 

due to L. seeligeri infection in the literature [48]. 

Although no other cases have been encountered, 

these bacteria may also pose a public health risk. 

For this reason, it is an essential precaution to 

control the steps such as inadequate 

pasteurization or post-pasteurization packaging/ 

distribution and the entire process. It is 

recommended that strict follow-ups are carried 

out to take food safety measures and implement 

HACCP guidelines in food establishments, also 

local producers do not use non-pasteurized milk. 
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Numerical Assessment of Symmetric and Non-Symmetric Kernel Functions 

on Second Order Non-Homogenous Volterra Integro-Differential Equations 

Kazeem Iyanda FALADE*1, Ismail Gboyeka BAOKU2, Abdulgafar Tunde TIAMIYU3

Abstract 

In this paper, we present numerical assessment of symmetric and non-symmetric kernel 

functions on non-homogenous Volterra integro-differential equations. Simple MAPLE 18 

software commands codes procedures are employ based on newly introduced techniques: 

exponentially fitted collocation approximation method and Adomian decomposition method for 

the numerical solutions of the non-homogenous Volterra integro-differential equations. The 

procedures are sought to obtain convergent point of the problems. Considering the property of 

symmetric and non-symmetric kernel ( 𝐾(𝑡, 𝑠) = 𝐾(𝑠, 𝑡) 𝑎𝑛𝑑 𝐾(𝑡, 𝑠) ≠ 𝐾(𝑠, 𝑡) ), the 
computational lengths are considered to archive the best numerical solutions for the four 

examples considered. The reliability and efficiency of the proposed techniques are 

demonstrated using some examples available in literature. 

Keywords: symmetric and non-symmetric kernel functions, non-homogenous Volterra 

integro-differential equations, exponentially fitted collocation approximate method, Adomian 

decomposition method. 

1. INTRODUCTION

The Volterra integro-differential equation 

appeared after its establishment by Volterra. It 

then appeared in many physical applications such 

as glass forming process, nanohydrodynamics, 

heat transfer and diffusion process in general, 

neutron diffusion and biological species 

coexisting together with increasing and 

decreasing rates of generating and wind ripple in 

the desert. It gained a lot of interest in many 

applied mathematical sciences, such as modelling 

of physical phenomenon: thermodynamics, solid 

mechanics, rocketing sciences, biological models 

and chemical kinetics. As such, the solution of 

* Corresponding author: faladekazeem2013@gmail.com
1 Kano University of Science and Technology, Department of Mathematics, Faculty of Computing and
Mathematical Sciences, Wudil, P.M.B, Nigeria
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ORCID: https://orcid.org/0000-0002-8323-5977
3 Federal University of Technology, Department of Mathematics, Minna Niger State, Nigeria
E-Mail: abdgafartunde@yahoo.com
ORCID: https://orcid.org/0000-0003-1641-7196

integro-differential equations has a major role in 

the fields of applied sciences. Therefore, they 

received special attention of scientists and 

researchers [1-5]. When a physical system is 

modelled under the differential sense, it finally 

gives a differential equation, an integral equation 

or an integro-differential equation. There are 

various techniques for solving an integral or 

integro differential equation, e.g, wavelet 

Galerkin, Taylor expansion method, Haar 

functions method, variational iteration method 

and differential transform method [6-10]. 

Homotopy perturbation method (HPM) [11], 

linear multi step methods [12] and just to mention 

a few.  
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The purpose of this article is to extend the 

numerical method proposed by [13] and compare 

the results obtain with analytical solutions and the 

Adomian decomposition method discussed by 

[14] for the assessment of symmetric and non-

symmetric kernel functions on second order non-

homogenous Volterra intgro-differential 

equations of the form: 

𝑑2𝑢(𝑡)

𝑑𝑡2

= 𝑔(𝑡) + ∫
𝑡

𝑎

𝐾(𝑡, 𝑠)𝑢(𝑠)𝑑𝑠, 𝑡𝜖[𝑎, 𝑏] (1) 

subject to initial conditions: 

𝑢(𝑎) = 𝛽            𝑢′(𝑎) = 𝛾                                  (2) 

where  𝛽 and 𝛾 are constants, 𝑔(𝑡) is the source 

inhomogeneous term, a and b are limit of function 

𝑢(𝑡), 𝐾(𝑡, 𝑠) = 𝐾(𝑠, 𝑡) symmetric kernel, 

𝐾(𝑡, 𝑠) ≠ 𝐾(𝑠, 𝑡)   non-symmetric kernel. 

2. DEFINITION AND THEOREM [15] 

Definition 2.1. A kernel  𝐾(𝑡, 𝑠)  is said to be 

symmetric (real) if 

𝐾(𝑡, 𝑠) =  𝐾(𝑠, 𝑡)                                                  (3)                                                                                     

otherwise is non-symmetric i.e 

 𝐾(𝑡, 𝑠) ≠  𝐾(𝑠, 𝑡)                                                 (4)                                                                  

Theorem 2.2. If the kernel 𝐾(𝑡, 𝑠) = 𝐾(𝑠, 𝑡) is 

symmetric and real then 

 (𝐾𝑢, 𝑣) = (𝑢, 𝐾𝑣)                                                (5)                             

Proof. We take the general case where 

(𝑢, 𝑣) = ∫
𝑏

𝑎

∫
𝑏

𝑎

(𝑢(𝑡)𝑣(𝑡)𝑑𝑡)        𝑁𝑜𝑤 

(𝐾𝑢, 𝑣) = ∫
𝑏

𝑎

(∫
𝑏

𝑎

(𝑘(𝑡, 𝑠)𝑢(𝑠)𝑑𝑠)) 𝑣(𝑡)𝑑𝑡 

(𝐾𝑢, 𝑣) = ∫
𝑏

𝑎

∫
𝑏

𝑎

𝑘(𝑡, 𝑠)𝑢(𝑠)𝑣(𝑡)𝑑𝑠𝑑𝑡    

𝑟𝑒 − 𝑙𝑎𝑏𝑒𝑙𝑙𝑖𝑛𝑔 𝑜𝑓 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑠 

(𝐾𝑢, 𝑣) = ∫
𝑏

𝑎

∫
𝑏

𝑎

𝑘(𝑠, 𝑡)𝑢(𝑠)𝑣(𝑡)𝑑𝑡𝑑𝑠   

𝑠𝑦𝑚𝑚𝑒𝑡𝑟𝑖𝑐 𝑘𝑒𝑟𝑛𝑒𝑙 

(𝐾𝑢, 𝑣) = ∫
𝑏

𝑎

𝑢(𝑠) (∫
𝑏

𝑎

𝑘(𝑠, 𝑡)𝑣(𝑡)𝑑𝑡) 𝑑𝑠 

𝑟𝑒𝑎𝑙 𝑘𝑒𝑟𝑛𝑒𝑙 

(𝐾𝑢, 𝑣)
= (𝑢, 𝐾𝑣)                                                   (6) 

3. DESCRIPTION OF THE METHODS 

3.1. Adomian decomposition method 

(ADM) 

The Adomian decomposition method [14,16, 17] 

gives the solution in an infinite series of 

components that can be recurrently determined. 

The obtained series may give the exact solution if 

such a solution exists. Otherwise, the series gives 

an approximation for the solution that gives high 

accuracy level. 

Consider equation (1) and integrating both sides 

of from 𝑎 to 𝑡 twice lead to: 

𝑢(𝑡)

= 𝑎0 + 𝑎1𝑡 + 𝐿−1(𝑔(𝑡))

+ 𝐿−1 (∫
𝑡

𝑎

𝐾(𝑡, 𝑠)𝑢(𝑠)𝑑𝑠  )    (7) 

where the initial conditions 𝑢(𝑎) and 𝑢′(𝑎) are 

used and 𝐿−1 is a two-fold integral operator.  

We then use the decomposition series: 

𝑢(𝑡)

= ∑

∞

𝑝=0

𝑢𝑝(𝑡)                                                   (8) 

Integrate both sides of (7) to obtain: 

FALADE et al.
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∑

∞

𝑝=0

𝑢𝑝(𝑡)

= 𝑎0 + 𝑎1𝑡 + 𝐿−1(𝑔(𝑡))

+ 𝐿−1 (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

∞

𝑝=0

𝑢𝑝(𝑠) ) 𝑑𝑠  )      (9) 

 

Simply equation (9), we have: 

{𝑢0(𝑡) + 𝑢1(𝑡) + 𝑢2(𝑡) + 𝑢3(𝑡) + ⋯

=  𝑎0 + 𝑎1𝑡 + 𝐿−1(𝑔(𝑡))

+  𝐿−1 (∫
𝑡

𝑎

𝐾(𝑡, 𝑠)𝑢0(𝑠)𝑑𝑠  )

+  𝐿−1 (∫
𝑡

𝑎

𝐾(𝑡, 𝑠)𝑢1(𝑠)𝑑𝑠  ) 𝐿−1 (∫
𝑡

𝑎

𝐾(𝑡, 𝑠)𝑢2(𝑠)𝑑𝑠  )

+ ⋯              (10) 

To determine the unknown 

𝑢0(𝑡), 𝑢1(𝑡), 𝑢2(𝑡), 𝑢3(𝑡) ….   of the solution 𝑢(𝑡), 
we set the recurrence relation 

{𝑢0(𝑡)

= 𝑎0 + 𝑎1𝑡 + 𝐿−1(𝑔(𝑡))                     𝑢1(𝑡)

= 𝐿−1 (∫
𝑡

𝑎

𝐾(𝑡, 𝑠)𝑢0(𝑠)𝑑𝑠)                    𝑢2(𝑡)

= 𝐿−1 (∫
𝑡

𝑎

𝐾(𝑡, 𝑠)𝑢1(𝑠)𝑑𝑠)             (11)    𝑢3(𝑡)

= 𝐿−1 (∫
𝑡

𝑎

𝐾(𝑡, 𝑠)𝑢2(𝑠)𝑑𝑠)                          ⋮ 

⋮    𝑢𝑚+1(𝑡)

= 𝐿−1 (∫
𝑡

𝑎

𝐾(𝑡, 𝑠)𝑢𝑚(𝑠)𝑑𝑠)                 

where    𝑚 ≥ 0  𝑎𝑛𝑑  𝐿−1 = ∫
𝑡

𝑎
∫

𝑡

𝑎
(. )𝑑𝑡𝑑𝑡. 

Having determined the components 𝑢𝑖(𝑡), 𝑖 ≥ 0  

the solution 𝑢(𝑡) of equation (1) is then obtained 

in a series form. Using equation (8), the obtained 

series converges to exact solution.  

3.2. Exponentially fitted collocation 

approximation method (EFCAM) 

Exponentially fitted collocation method was 

proposed by [13]. The whole idea is that we 

employ derivative of power series function 𝑢(𝑡), 

then substitute into second order integro-

differential equation (1). Perturbation was slightly 

carried out which eventually collocate perturbed 

equation and form system of equations. 

Eventually, the unknown 𝑎0, 𝑎1, 𝑎2, 𝑎3 … … 𝑎𝑁 are 

determine using MAPLE 18 software. 

Consider finite power series of the form: 

𝑢(𝑡) = ∑

𝑁

𝑘=0

𝑎𝑘𝑡𝑘                                            (12) 

and exponentially fitted approximate solution 

𝑢(𝑡) = ∑

𝑁

𝑘=0

𝑎𝑘𝑡𝑘  + 𝜏2𝑒𝑡                             (13) 

Here 𝑘 ≥ 0, 𝜏 is a free parameter and 2 is the 

order of equation (1) and N is a finite 

computational length.   

Taking derivative of (12) twice and substitute in 

equation (1), lead to: 

{∑

𝑁

𝑘=2

𝑘(𝑘 − 1)𝑎𝑘𝑡𝑘−2

= 𝑔(𝑡) +  + ∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑎𝑘𝑠𝑘) 𝑑𝑠     

{∑

𝑁

𝑘=2

𝑘(𝑘 − 1)𝑎𝑘𝑡𝑘−2

−  + ∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑎𝑘𝑠𝑘) 𝑑𝑠

= 𝑔(𝑡)            (14) 

Expand and collect the like terms, we have: 

FALADE et al.
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{− (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑠0) 𝑑𝑠) 𝑎0  

− (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑠1) 𝑑𝑠) 𝑎1  (2

− (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑠2) 𝑑𝑠)) 𝑎2

+  (6𝑡 − (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑠3) 𝑑𝑠)) 𝑎3+ 

⋮  +  (𝑁(𝑁 − 1)𝑡𝑁−2

− (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑠𝑁) 𝑑𝑠)) 𝑎𝑁  = 𝑔(𝑡) (15) 

Slightly perturb and collocate equation (15), leads 

to: 

{− (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑠0) 𝑑𝑠) 𝑎0  

− (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑠1) 𝑑𝑠) 𝑎1  (2

− (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑠2) 𝑑𝑠)) 𝑎2

+  (6𝑡 − (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑠3) 𝑑𝑠)) 𝑎3+ 

⋮  + (𝑁(𝑁 − 1)𝑡𝑁−2

− (∫
𝑡

𝑎

𝐾(𝑡, 𝑠) (∑

𝑁

𝑘=0

𝑠𝑁) 𝑑𝑠)) 𝑎𝑁  − 𝐻(𝑡)

= 𝑔(𝑡)  

 

{− (∫
𝑡

𝑎

𝐾(𝑡𝑖, 𝑠) (∑

𝑁

𝑘=0

𝑠0) 𝑑𝑠) 𝑎0  

− (∫
𝑡

𝑎

𝐾(𝑡𝑖, 𝑠) (∑

𝑁

𝑘=0

𝑠1) 𝑑𝑠) 𝑎1  (2

− (∫
𝑡

𝑎

𝐾(𝑡𝑖, 𝑠) (∑

𝑁

𝑘=0

𝑠2) 𝑑𝑠)) 𝑎2

+  (6𝑡 − (∫
𝑡

𝑎

𝐾(𝑡𝑖, 𝑠) (∑

𝑁

𝑘=0

𝑠3) 𝑑𝑠)) 𝑎3+ 

⋮  +  (𝑁(𝑁 − 1)𝑡𝑖
𝑁−2

− (∫
𝑡

𝑎

𝐾(𝑡𝑖, 𝑠) (∑

𝑁

𝑘=0

𝑠𝑁) 𝑑𝑠)) 𝑎𝑁  − 𝑇𝑁(𝑡𝑖)𝜏1

− 𝑇𝑁−1(𝑡𝑖)𝜏2 = 𝑔(𝑡𝑖) (16) 

Here 𝜏1 and 𝜏2  are free tau parameters to be 

determined, 𝑇𝑁(𝑡𝑖) and 𝑇𝑁−1(𝑡𝑖) are the 

Chebyshev polynomials of degree N define in 

[16] and 𝑡𝑖 = 𝑎 +
(𝑏−𝑎)𝑖

𝑁+2
,   𝑖 = 1,2, … . 𝑁 + 1. 

Evaluating the integrals at the right side (16) and 

using few terms from both sides and collecting the 

coefficients, equation (16) gives rise to (N+2) 

algebraic linear system of equations in (N+2) 

unknown constants. Two extra equations are 

obtained from the given initial conditions.  

Thus, MAPLE 18 software is used to obtain the 

unknown constants: 𝑎0, 𝑎1, 𝑎2, 𝑎3, … , 𝑎𝑁 and 

 𝜏1, 𝜏2.  

This is then substitute into the exponential fitted 

approximate solution (13). 

4. NUMERICAL EXPERIMENT 

In  this  section,  four examples  are  presented  to  

show  the applicability of the proposed methods 

for the numerical assessment of symmetric and 

non-symmetric kernel functions on second order 

non homogenous Volterra  integro-differential 

equations.  
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Example 1: Consider symmetric kernel function 

of second order non-homogenous Volterra 

integro-differential equation [14]. 

{
𝑑2𝑢(𝑡)

𝑑𝑡2

= −
1

2
𝑡2 −

2

3
𝑡3

+       ∫
𝑡

0

𝐾(𝑡, 𝑠)𝑢(𝑠)𝑑𝑠                           (17) 

subject to initial conditions: 

𝑢(0) = 1,    𝑢′(0) = 4                                    (18) 

when 𝐾(𝑡, 𝑠) = 𝐾(𝑠, 𝑡) = {(𝑡 − 𝑠)2 (𝑠 − 𝑡)2 .   
  

ADM  

Consider algorithm (10), we obtain the following: 

{𝑢0(𝑡) = 1 + 4𝑡 −
1

24
𝑡4

−
1

30
𝑡5                                     𝑢1(𝑡)

=
1

60
𝑡5 +

1

90
𝑡6 −

1

181440
𝑡9

−
1

453600
𝑡10   𝑢2(𝑡)

= {
1

907200
𝑡10 +

1

2494800
𝑡11  

−
1

21794572800
𝑡14

+
1

81729648000
𝑡15   

The solution in closed form is given as    

 𝑢(𝑡) ≈ 𝑢0(𝑡) + 𝑢1(𝑡) + 𝑢2(𝑡) …. 

𝑢(𝑡) ≈ {1 + 4𝑡 −
1

24
𝑡4 −

1

30
𝑡5 + 

1

60
𝑡5 +

1

90
𝑡6—

1

181440
𝑡9 −

1

907200
𝑡10 + 

1

907200
𝑡10 +

1

2494800
𝑡11  −

1

21794572800
𝑡14 +  

1

81729648000
𝑡15                

(19) 

 

EFCAM  

Consider equation (16), we obtain the following: 

{𝑎0 = 0.99999999.    𝑎1 = 4.000000000 𝑎2

= −1.43341437 10−8,   𝑎3

= 2.527456460 10−7  𝑎4

= −0.041669441  ,   𝑎5

= −0.01664654052 𝑎6

= 0.01101120870   ,    𝑎7

= 0.0003472824498 𝑎8

= −0.0008566083 , 𝑎9

= 0.001498756008 𝑎10

= −0.00186646807 , 𝑎11

= 0.001595032809 𝑎12

=  −0.0008935941,   𝑎13

= 0.0002953130446 𝑎14

= −0.000043614257 , 𝜏1

= 1.90579645  10−10  𝜏2

= 1.520953686 10−10   

Substitute into equation (13) while computational 

length N=14, the solution is given in closed form: 

𝑢(𝑡)
≈ {0.99999999 + 4.000000000𝑡 
− 1.43341437 10−8𝑡2  
+ 2.527456460 10−7𝑡3  − 0.041669441 𝑡4     
− 0.0166465405𝑡5  + 0.01101120870𝑡6   
+ 0.0003472824𝑡7                
− 0.0008566083𝑡8             (20)  
+ 0.001498756008𝑡9  − 0.00186646807𝑡10  
+ 0.001595032809𝑡11  − 0.0008935941𝑡12  
+ 0.0002953130446𝑡13  
− 0.000043614257𝑡14 1.520953686 10−10𝑒𝑡  

Table 1. Symmetric kernel on Volterra integro-

differential Equation 

t Analytical ADM EFCAM 

0 1.000000000 1.000000000 1.000000000 

0.1 1.399995322 1.399995677 1.399995678 

0.2 1.799916622 1.799928711 1.799928711 

0.3 2.199532900 2.199630100 2.199630102 

0.4 2.598375823 2.598808176 2.598808176 

0.5 2.995659736 2.997048599 2.997048599 

0.6 3.390193677 3.393822338 3.393822340 

0.7 3.780285445 3.788501632 3.788501632 

0.8 4.163637751 4.180383887 4.180383888 

0.9 4.537236514 4.568723507 4.568723505 

1.0 4.897231441 4.952771565 4.952771565 
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Figure 1. Symmetric kernel function for Example 1 

Example 2:  Consider symmetric kernel function 

of second order non-homogenous Volterra 

integro-differential equation [14] 

{
𝑑2𝑢(𝑡)

𝑑𝑡2

= 6𝑡2 + 𝑡 + 1

+       ∫
𝑡

0

𝐾(𝑡, 𝑠)𝑢(𝑠)𝑑𝑠                    (21) 

subject to initial conditions: 

𝑢(0) = 0,      𝑢′(0) = 2                          (22) 

when    𝐾(𝑡, 𝑠) = 𝐾(𝑠, 𝑡) = {𝑠2𝑡2 + 𝑠𝑡 +
1 𝑡2𝑠2 + 𝑡𝑠 + 1  

ADM  

Consider algorithm (10), we obtain the following: 

{𝑢0(𝑡) = 2𝑡 +
1

2
𝑡4 +

1

6
𝑡3 +

1

2
𝑡2 𝑢1(𝑡)

= {
1

12
𝑡4 +

1

120
𝑡5 +

17

720
𝑡6 +

3

560
𝑡7

+
1

105
𝑡8 +  

11

4320
𝑡9 +

1

3240
𝑡10

+
1

1540
𝑡11  𝑢2(𝑡)

= {
1

40
𝑡5 +

1

120
𝑡7 +

1

40320
𝑡8

+  
17

362880
𝑡9 +

1

134400
𝑡10

+
1

103950
𝑡11  +

1

518400
𝑡12

+
1

5559840
𝑡13 +

1

3363360
𝑡14   

The solution in closed form is given as:   

  𝑢(𝑡) ≈ 𝑢0(𝑡) + 𝑢1(𝑡) + 𝑢2(𝑡) ….   

𝑢(𝑡) ≈ {2𝑡 +
1

2
𝑡2 +

1

6
𝑡3 +

7

12
𝑡4 +  +

1

30
𝑡5 +

17

720
𝑡6 +

23

1680
𝑡7                +

11

1152
𝑡8 +

941

362880
𝑡9          (23) 

1147

3628800
𝑡10 +

137

207900
𝑡11 +

 
1

518400
𝑡12 +

1

5559840
𝑡13 +

1

3363360
𝑡14   

EFCAM   

Consider equation (16), we obtain the following: 

{𝑎0 = 3.41029653510−9,    𝑎1 = 2.000000002 𝑎2

= 0.499999766,    𝑎3

= 0.1666704294 𝑎4

= 0.5832961941,     𝑎5

= 0.008572137303 𝑎6

= 0.02257332574 ,

𝑎7 = 0.008873873203 𝑎8

= 0.0029836925, 𝑎9

= 0.01245032147 𝑎10

= −0.009466627967, 𝑎11

= 0.007364861819 𝑎12

= −0.002654643617, 𝑎13

= 0.0005423347641 𝜏1

= −3.410296535  10−9 , 𝜏2

= −2.306787544 10−9  

Substitute into equation (13) while computational 

length N=13, the solution is given in closed form: 

𝑢(𝑡) ≈ 
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{3.410296535  10−9

+ 2.000000002𝑡 0.4999997661  𝑡2

+ 0.1666704294𝑡3  + 0.5832961941 𝑡4

+ 0.008572137303 𝑡5  + 0.02257332574 𝑡6

+ 0.008873873203𝑡7       0.002983692582 𝑡8

+ 0.01245032147 𝑡9     (24)  − 0.009466627967 𝑡10

+ 0.007364861819 𝑡11  − 0.002654643617𝑡12

+ 0.0005423347641 𝑡13  − 2.306787544 10−9𝑒𝑡  

 

Table 2. Symmetric kernel on Volterra integro-

differential Equation 

t Analytical ADM EFCAM 

0 0.0000000000 0.0000000000 0.0000000000 

0.1 0.2052251076 0.2052253584 0.2052251080 

0.2 0.4222709439 0.4222790453 0.4222709435 

0.3 0.6542644055 0.6543268872 0.6542644044 

0.4 0.9057985281 0.9060674732 0.9057985261 

0.5 1.1830094170 1.183852209 1.183009413 

0.6 1.4937040730 1.495867665 1.493704072 

0.7 1.8475656370 1.852409718 1.847565655 

0.8 2.2564756030 2.266290682 2.256475787 

0.9 2.7350108960 2.753436687 2.735012043 

1.0 3.3011998730 3.333754134 3.301205663 

 

Figure 2. Symmetric kernel function for Example 2 

Example 3: Consider non-symmetric kernel 

function of second order non-homogenous 

Volterra integro-differential equation [14]. 

{
𝑑2𝑢(𝑡)

𝑑𝑡2

= 𝑡 + 1

+       ∫
𝑡

0

𝐾(𝑡, 𝑠)𝑢(𝑠)𝑑𝑠                                  (25) 

subject to initial conditions: 

𝑢(0) = 1,      𝑢′(0) = 1                                  (26)                      

when                                                     

{ 𝐾(𝑡, 𝑠) = (𝑡 − 𝑠) 𝐾(𝑠, 𝑡) = (𝑠 − 𝑡)  

Consider equation (10), we obtain the following:  

{𝑘(𝑡, 𝑠) = {𝑢0(𝑡) = 1 + 𝑡 +
1

2!
𝑡2 +

1

3!
𝑡3 𝑢1(𝑡) =

1

4!
𝑡4 +

1

5!
𝑡5 +

1

6!
𝑡6 +

1

7!
𝑡7 𝑢2(𝑡) =

1

8!
𝑡8 +

1

9!
𝑡9 +

1

10!
𝑡10 +

1

11!
𝑡11   𝑘(𝑠, 𝑡) = {     𝑢0(𝑡) = 1 + 𝑡 +

1

2!
𝑡2 +

1

3!
𝑡3      𝑢1(𝑡) = −

1

4!
𝑡4 −

1

5!
𝑡5 −

1

6!
𝑡6 −

1

7!
𝑡7 𝑢2(𝑡) =

1

8!
𝑡8 +

1

9!
𝑡9 +

1

10!
𝑡10 +

1

11!
𝑡11                                                         

The solution in closed form is given as:   

  𝑢(𝑡) ≈ 𝑢0(𝑡) + 𝑢1(𝑡) + 𝑢2(𝑡) …. 

{𝑘(𝑡, 𝑠) = 𝑢(𝑡) ≈ {1 + 𝑡 +
1

2!
𝑡2 +

1

3!
𝑡3 +

1

4!
𝑡4  +

1

5!
𝑡5

+
1

6!
𝑡6 +

1

7!
𝑡7 +

1

8!
𝑡8  +

1

9!
𝑡9

+
1

10!
𝑡10 +

1

11!
𝑡11  𝑘(𝑠, 𝑡) = 𝑢(𝑡)

≈ {1 + 𝑡 +
1

2!
𝑡2 +

1

3!
𝑡3 −

1

4!
𝑡4  

−
1

5!
𝑡5 −

1

6!
𝑡6 −

1

7!
𝑡7 −

1

8!
𝑡8  −

1

9!
𝑡9

−
1

10!
𝑡10 −

1

11!
𝑡11  (27) 

EFCAM  

Consider equation (16), we obtain the following: 
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𝑘(𝑡, 𝑠)  = {𝑎0 = 1.000000004 ,   𝑎1 = 1.000000000 𝑎2

= 0.4999998473, 𝑎3

= 0.1666685047 𝑎4

= 0.04165385733,   𝑎5

= 0.008388697652 𝑎6

= 0.00123467016, 𝑎7

= 0.0004796759526 𝑎8

= −0.0003086880157,   𝑎9

= 0.0002502211379 𝑎10

= −0.0001040673428,    𝑎11

= 0.00001910346056 𝜏1

= −3.757219228  10−9 . 𝜏2

=  − 4.290656975  10−10  

𝑘(𝑠, 𝑡) = {𝑎0 = 1.000000006 ,   𝑎1 = 1.000000000 𝑎2

= 0.499999751, 𝑎3 = 0.1666696625 𝑎4

= −0.0416875595,   𝑎5

= −0.008243120393 𝑎6

= −0.001639615056, 𝑎7

= 0.0002574463432 𝑎8

= −0.0005136976419, 𝑎9

= 0.0004006094653 𝑎10

= −0.0001665747911, 𝑎11

= 0.00003029601045  𝜏1

= −6.254569677  10−9. 𝜏2

= −3.393171724  10−10  

Substitute into equation (13) while computational 

length N=11, the solution is given in close form 

{𝑘(𝑡, 𝑠) =  𝑢(𝑡)
≈ {1.000000004 + 𝑡 + 0.4999998473 𝑡2 0.166668506𝑡3

+ 0.04165385733 𝑡4 0.00838869765𝑡5

+ 0.0012346701 𝑡6 0.00047967595𝑡7

− 0.00030868803 𝑡8 0.000250221138𝑡9

− 0.00010406734𝑡10  0.00001910346𝑡11

−  4.29065698 10−10𝑒𝑡  𝑘(𝑠, 𝑡) =  𝑢(𝑡)
≈ {1.000000006 + 𝑡

+ 0.4999997515𝑡2      (29) 0.1666696625𝑡3

− 0.04168755958𝑡4  − 0.008243120393𝑡5

− 0.001639615056𝑡6 0.000257446343𝑡7

− 0.000513697642𝑡8 0.000400609465𝑡9

− 0.000166574791 𝑡10 0.000030296012𝑡11

− 3.393171724 10−10 𝑒𝑡   

Table 3. Non- symmetric kernel on Volterra integro-

differential Equation 

T Analytical ADM EFCAM 

0 1.000000000 1.000000000 1.000000000 

0.1 1.105170918 1.105170918 1.105170921 

0.2 1.221402758 1.221402759 1.221402759 

0.3 1.349858808 1.349858808 1.349858809 

0.4 1.491824698 1.491824698 1.491824699 

0.5 1.648721271 1.648721270 1.648721270 

0.6 1.822118800 1.822118801 1.822118800 

0.7 2.013752707 2.013752707 2.013752705 

0.8 2.225540928 2.225540929 2.225540925 

0.9 2.459603111 2.459603111 2.459603109 

1.0 2.718281828 2.718281828 2.718281825 

Table 4. Non-symmetric kernel n Volterra integro-

differential Equation 

t Analytical ADM EFCAM 

0 1.000000000 1.000000000 1.000000006 

0.1 1.105162415 1.105162416 1.105162421 

0.2 1.221263909 1.221263907 1.221263912 

0.3 1.349141196 1.349141196 1.349141199 

0.4 1.489508669 1.489508670 1.489508669 

0.5 1.642945601 1.642945600 1.642945600 

0.6 1.809882092 1.809882093 1.809882090 

0.7 1.990583724 1.990583725 1.990583722 

0.8 2.185134863 2.185134863 2.185134859 

0.9 2.393420585 2.393420585 2.393420577 

1.0 2.615107221 2.615107224 2.615107202 

 

Figure 3. Non-symmetric kernel function for 

Example 3 

Example 4: Consider non-symmetric kernel 

function of second order non-homogenous 

Volterra integro-differential equation [14]. 
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{
𝑑2𝑢(𝑡)

𝑑𝑡2

= 1 + 𝑡 −
𝑡3

31

+       ∫
𝑡

0

𝐾(𝑡, 𝑠)𝑢(𝑠)𝑑𝑠                    (30) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠: 

𝑢(0) = 0                 𝑢/(0) = 2                  (31)                     

{ 𝐾(𝑡, 𝑠) = 𝑡3𝑠2 + 1 𝐾(𝑠, 𝑡) = 𝑠3𝑡2 + 1  

ADM 

Consider equation (10), we obtain the following:    

{𝑘(𝑡, 𝑠) = {𝑢0(𝑡) = {2𝑡 +
1

2
𝑡2  +

1

6
𝑡3 −

1

620
𝑡5  𝑢1(𝑡) = {

1

12
𝑡4 +

1

120
𝑡5 +

1

720
𝑡6  −

1

208320
𝑡8 +

1

180
𝑡9 +

𝑡10

1080
 +

1

4620
𝑡11 −

1

870480
𝑡13   𝑘(𝑠, 𝑡) =

{𝑢0(𝑡) = {2𝑡 +
1

2
𝑡2  +

1

6
𝑡3 −

1

620
𝑡5  𝑢1(𝑡) =

{
1

12
𝑡4 +

1

120
𝑡5 +

1

720
𝑡6  −

1

208320
𝑡8 +

1

144
𝑡9 +

1

900
𝑡10  +

1

3960
𝑡11 −

1

773760
𝑡13                                                                              

The solution in close formed is given as   

  𝑢(𝑡) ≈ 𝑢0(𝑡) + 𝑢1(𝑡) + ⋯. 

{𝑘(𝑡, 𝑠) = 𝑢(𝑡) ≈ {2𝑡 +
1

2
𝑡2 +  +

1

6
𝑡3 −

1

620
𝑡5

+  
1

12
𝑡4 +

1

120
𝑡5 +

1

720
𝑡6  

−
1

208320
𝑡8 +

1

180
𝑡9 +

𝑡10

1080
 

+
1

4620
𝑡11 −

1

870480
𝑡13  𝑘(𝑠, 𝑡)

= 𝑢(𝑡)

≈ {                2𝑡 +
1

2
𝑡2

+             (32)  
1

6
𝑡3 −

1

620
𝑡5

+  
1

12
𝑡4 +

1

120
𝑡5 +

1

720
𝑡6  

−
1

208320
𝑡8 +

1

144
𝑡9 +

1

900
𝑡10  

+
1

3960
𝑡11 −

1

773760
𝑡13   

EFCAM  

Consider equation (16), we obtain the following: 

𝑘(𝑠, 𝑡) = {𝑎0 = −3.24787640710−9 , 𝑎1

= 2.000000007 𝑎2

= 0.5000003604, 𝑎3

= 0.1666613521 𝑎4

= 0.0833789638, 𝑎5

= 0.006476916042 𝑎6

= 0.00222628486, 𝑎7

= −0.001476579128 𝑎8

= 0.002670665105,    𝑎9

= 0.003464478311 𝑎10

=  0.00129650136, 𝑎11

= 0.001096040923 𝑎12

= −0.000707666673, 𝑎13

= 0.000231470098 𝜏1

= 3.24787640710−9, 𝜏2

= −6.59335272310−9  

Substitute into equation (13) while computational 

length N=13, the solution is given in closed form 
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{𝑘(𝑡, 𝑠) =  𝑢(𝑡)
≈ {1.17645503810−10 + 2.000000010𝑡

+  0.5000001012 𝑡2 + 0.1666654340𝑡3

+  0.08333942803𝑡4 + 0.006727115765𝑡5

+  0.00115497992𝑡6 + 0.00169299751𝑡7

+  −0.003871054346𝑡8 + 0.01424531284𝑡9  
− 0.00772113217𝑡10 + 0.007014853163𝑡11  
− 0.00291650618𝑡12 + 0.000611187901𝑡13  
− 1.17645503810−10𝑒𝑡  .                                                .                                      (33) 𝑘(𝑠, 𝑡)
=  𝑢(𝑡)
≈ {−3.24787640710−9 + 2.000000007𝑡

+  0.5000003604𝑡2 + 0.1666613521𝑡3

+  0.08337896382𝑡4 + 0.006476916042𝑡5

+  0.00222628487𝑡6 − 0.00147657913𝑡7

+  0.002670665105𝑡8 + 0.0034644783𝑡9

+  0.001296501364 𝑡10 + 0.00109604092𝑡11

+  −0.0007076667𝑡12 + 0.000231470092𝑡13

+  3.24787640710−9𝑒𝑡   

Table 5. Non- symmetric kernel on Volterra Integro-

differential Equation 

t Analytical ADM EFCAM 

0 0.000000000 0000000000 0.000000000 

0.1 0.205175086 0.205175069 0.205175070 

0.2 0.421470011 0.421468909 0.421468918 

0.3 0.650205199 0.650192458 0.650192579 

0.4 0.892948544 0.892876066 0.892877125 

0.5 1.151564198 1.151285222 1.151291369 

0.6 1.428286475 1.427449669 1.427476700 

0.7 1.725830112 1.723722238 1.723819881 

0.8 2.047555014 2.042895706 2.043199983 

0.9 2.397713108 2.388422212 2.389267401 

1.0 2.781817795 2.764801302 2.766942728 

Table 6. Non- symmetric kernel on Volterra Integro-

differential Equation 

t Analytical ADM EFCAM 

0 0.000000000 0.000000000 0.000000000 

0.1 0.205175069 0.205175069 0.205175071 

0.2 0.421468914 0.421468909 0.421468919 

0.3 0.650192547 0.650192487 0.650192554 

0.4 0.892876734 0.892876451 0.892876743 

0.5 1.151288446 1.151288132 1.151288459 

0.6 1.427461417 1.427464916 1.427461431 

0.7 1.723757695 1.723784226 1.723757717 

0.8 2.042989624 2.043105095 2.042989691 

0.9 2.388649276 2.389036150 2.388649643 

1.0 2.765316717 2.766411307 2.765318799 

 

Figure 4. Non-symmetric kernel function for 

Example 4 

5. DISCUSSION AND CONCLUSION  

In this paper, we present two numerical 

techniques for numerical solutions of symmetric 

and non-symmetric kernel functions on Volterra 

non homogenous second order integro-

differential equations. Table 1, Table 2, Figure 1 

and Figure 2 depict no significant difference on 

symmetric kernels  𝐾(𝑡, 𝑠) = 𝐾(𝑠, 𝑡) while Table 

3, Table 4, Table 5, Table 6, Figure 3, Figure 4, 

Figure 5 and Figure 6 depict non- symmetric 

kernels 𝐾(𝑡, 𝑠) ≠ 𝐾(𝑠, 𝑡) which established in 

definition (1). From numerical solutions obtained 

it was demonstrated that proposed methods are 

powerful and efficient in given approximation 

solutions in closed form. However, comparison 

certified that EFCM gives closed numerical 

solutions to that of analytical solutions as evident 

in all Tables of numerical solutions obtained. 

Therefore recommend for solving similar 

problems in applied sciences. 
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The Effect of Derived Features on Art Genre Classification with Machine 

Learning 

Didem ABİDİN*1 

Abstract 

Classification of the artwork according to their genres is being done for years. Although this 

process was used to be done by art experts before, now artificial intelligence techniques may 

help people manage this classification task. The algorithms used for classification are already 

improved, and now they can make classifications and predictions for any kind of genre 

classification. In this study, two different machine learning algorithms are used on an artwork 

dataset for genre classification. The primary purpose of this study is to show that the derived 

features about the artwork have a remarkable effect on correct genre classification. These 

features are derived from the metadata of the dataset. This metadata contains information about 

the nationalities and the period that the artist lived. Image filters are also applied to the images 

but the results show that applying only image filters on the dataset used in the study did not 

perform well. Instead, adding derived features extracted from the metadata increased the 

classification performances dramatically.  

Keywords: genre classification, machine learning, Random Forest, J48. 

List of Symbols and Abbreviations 

Machine Learning ML 

Artificial Neural Networks ANN 

Deep Neural Networks DNN 

Support Vector Machines SVM 

Convolutional Neural Network CNN 

Random Forest RF 

Deep Learning DL 

1. INTRODUCTION 

Genre classification is a very popular study on 

which researchers work on different data sets with 

growing amounts of data. These data may consist 

of numerical values as well as images. Artificial 

intelligence techniques have been widely used for 

genre classification for many years on these types 

of data. When dealing with image data, 
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researchers also use various filtering methods to 

obtain better classification results. Machine 

Learning (ML) is a branch of artificial 

intelligence, which is used for data science 

applications on a formatted data. Among the ML 

techniques, Artificial Neural Networks (ANN) 

play an important role on the classification of 

image data. ANN can be defined as a simulation 

of the working principles of neurons in human 

body, that takes one input, processes it and gives 

an output while learning the data. ANN 

techniques are developed by applying hidden 

layers of neurons between the input and output 

layers to obtain more accurate results in learning 

process. Because of its high learning capability, it 

can be used in various application areas like 

classification [1], prediction [2][3], recognition in 

general (including pattern, handwriting 

Sakarya University Journal of Science 25(6), 1275-1286, 2021



recognition) [4] and so on. ANN with more 

than three hidden layers between input and output 

layers is called Deep Neural Networks (DNN). 

Although the use of deep learning techniques for 

the processing and classification of visual data is 

becoming widespread, other ML techniques can 

still be used on visual data, and many ML 

algorithms can yield efficient results. In 

particular, the application of image filters on 

visual data makes the data ready for a 

classification problem application. In addition to 

filters, textual or numerical data that can be 

obtained from images also contribute to 

successful classification. The data that can be 

extracted from the images can be called as 

“derived features” and this study aimed to show 

that more efficient genre classification is possible 

on a data set where image filtering is used 

together with calculated fields. The values of the 

calculated fields can easily be included to the 

image filters’ data and they together generate a 

stronger input to train any ML algorithm in use.  

The layout of the paper is as follows: Section 2 

explains the related work listed in literature about 

art genre classification, where Section 3 explains 

the proposed methodology with the details of the 

dataset used. Section 4 gives the results for the 

experiments of the study and Section 5 is the 

conclusion.   

2. RELATED WORK 

Machine Learning has been a very popular 

classification technique for the past two decades. 

Using ML algorithms in art genre classification is 

equally popular as other application areas of ML. 

below, some studies related with art genre 

classification with ML algorithms are listed. [5]

 studied on art genre classification for five 

genres of paintings (abstract expressionism, 

cubism, impressionism, popart and realism) and 

used Naïve Bayes [6], k-Nearest Neighbor [7], 

ANN [8], Support Vector Machines (SVM) [9]

 and AdaBoost [10] algorithms. The 

best performing algorithm appeared to be the 

AdaBoost with 68.3% accuracy. 

In some studies, self-organizing maps are used for 

art genre classification. For example, [11]

 proposed a methodology that classifis 

painting styles by extracting some features from 

the paintings. They achieved their goal by using 

self-organizing maps. Another study extracted the 

light, line and color features and classified the art 

paintings by using k-Nearest Neigbor [12]. In this 

study, self-organizig maps also took place in the 

analysis of the classification process. [13] used 

dual-tree complex wavelet transforms and Hidden 

Markov Trees for the stylistic analysis of the 

paintings, where [14] used Genetic Algorithm 

(GA), to classify paintings into two and three 

classes. They used nearest neighbor algorithm for 

the training step and obtained better solutions than 

a classical nearest neighbor algorithm. In another 

study, a method to recognize painters having 

styles Impressionism, Expressionism, and 

Surrealism as a genre is proposed [15]. A study 

that derives features from a deep Convolutional 

Neural Network (CNN) obtained a performance 

of 77.57% in the classification of seven genre 

categories [16]. [17] worked on classification of 

fine-art paintings by using SVM and CNN [18]. 

They worked on the performances of different 

visual features in fine-art paintings. [19]

 worked on the classification of paintings 

with CNN and they were successful on the 

discovery of over 250,000 new object annotations 

across 93,000 paintings. 

In a relatively new study compared to the above-

mentioned studies, [20] handled the 

classification of painting styles problem with 

transfer learning. In [21], they used CNN the 

classification of the paintings and also used the 

timeframe feature as done in our study.  

Some recent studies used DNN to classify the 

styles in paintings like [22], where they obtained 

successful results in a large scale collection of 

paintings. [23] worked on Wikipaintings dataset 

with 25 different styles. They used DNN to 

perform a classification with an accuracy of 62%. 

[24] trained and classified fine-art paintinds 

with Deep Convolutional Neural Network. They 

used three different pretrained CNNs and three of 

them showed a remarkable improvement over the 

others.  

In the studies listed, very few of them have dealt 

with deriving calculated fields for the art 
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paintings datasets. This study focuses on the 

importance of derived features in genre 

classification.  

3. PROPOSED METHODOLOGY 

3.1. The Dataset 

The dataset used contains artworks of 50 artists 

with 8355 pieces in total. It has been obtained 

from Kaggle [25] with a .csv file with the artist's 

information. This file contains the following 

columns: Id, name, years (birth-death), genre, 

nationality, bio (biography), Wikipedia 

(Wikipedia link), and paintings (number of 

paintings in the dataset). There are 21 genres in 

the dataset which are listed as: Abstract 

expressionism, Baroque, Byzantine art, Cubism, 

Early Renaissance, Expressionism, High 

Renaissance, Impressionism, Mannerism, 

Neoplasticism, Northern Renaissance, Pop art, 

Post-impressionism, Primitivism, Proto-

Renaissance, Realism, Romanticism, Social 

Realism, Suprematism, Surrealism and 

Symbolism. The .csv file for artist information is 

given in Figure 1. 

 

Figure 1 Artists.csv file 

The artworks are given in 50 folders for 50 artists 

and the resized files are also available for the 

same paintings in another folder. In this study, the 

resized files are used. 

3.2. Data Preprocessing 

Classification algorithms are executed on the 

dataset in the WEKA environment [26]. WEKA 

can use .arff file format and the preprocessing 

steps on the data to be used for classification are 

given below:  

Generating the inıtial .arff file: For image 

filtering, two main attributes are needed for the 

instances in the .arff file. These attributes are the 

file name and class information. In addition to the 

aforementioned columns, year, nationality and 

genre columns are added for every instance in the 

dataset to be used after the filtering process. To 

add these columns, the artist.csv file is used. In 

this file, year, nationality and genre columns are 

first converted to encoded values with Python 

using LabelEncoder library [27]. This is done to 

give numeric values to categorical features. The 

source code and the numeric values for year, 

nationality, and genre fields are given in Figure 2 

below. 

 

Figure 2 Artists.csv file after LabelEncoder 

The meanings of encoded values for genres and 

nationalities are given in Table 1 and Table 2 

respectively. 

Table 1 Genre encoding 

No Genre 

0 Abstract Expressionism 

1 Baroque 

2 Byzantine Art 

3 Cubism 

4 Early Renaissance 

5 Expressionism 

6 High Renaissance 

7 Impressionism 

8 Mannerism 

9 Neoplasticism 

10 Northern Renaissance 

11 Pop Art 

12 Post-impressionism 

13 Primitivism 
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14 Proto-Renaissance 

15 Realism 

16 Romanticism 

17 Social Realism 

18 Suprematism 

19 Surrealism 

20 Symbolism 

Table 2 Nationality encoding 
No Nationality 

1 Austrian 

2 Belgian 

3 British 

4 Dutch 

5 Flemish 

6 French 

7 German 

8 Italian 

9 Mexican 

10 Norwegian 

11 Russian 

12 Spanish 

Detecting artists’ era: The years attribute is 

encoded according to the timeframes which the 

artists had lived and it has values from 0 to 30. 

The period from 1275 to 2000, including the life 

periods of all artists, is divided into 25 years’ 

timeframes and every timeframe is encoded. Then 

the timeframes corresponding to the birth and 

death dates of the artists are represented with two 

numeric values for more accuracy. The timeframe 

encoding is done according to the scale shown in 

Figure 3. For example, the birth and death dates 

of Pablo Picasso (1881-1973) fall into timeframes 

25-28.  

 

Figure 3 The timeframe scale 

Adding derived features: To add these three 

encoded columns to .arff file, a small Java 

program is implemented. For every artist, the 

derived year, nationality, and genre data is read 

from .csv file to initial .arff file. The final .arff file 

is given in Figure 4 with borns, dies, and 

nationality attributes. Genre is already 

represented with the class column. 

 

Figure 4 .arff file with birth, death, nationality and 

genre data 

Applying image filters: Filtering is applied to 

transform pixel intensity values of images to 

obtain some numeric data [28]. By doing so, 

features are extracted from image data and this 

data is written to the dataset. The arff files 

generated are used as input in WEKA and several 

algorithms are used to find the best performing 

one in classifying the paintings by genre. In [29], 

the best image filter combination to classify art 

images was found as the combination of 

EdgeHistogramFilter [30] and 

SimpleColorHistogramFilter [31]. 

EdgeHistogramFilter focuses on the edges of an 

image and takes shape information of the image 

into consideration for image indexing [32]. 

SimpleColorHistogramFilter extracts color 

histogram features. It has three histograms for red, 

green and blue, each one having 32 bins. Each bin 

has the count of pixels that fall to that bin. These 

two image filters are applied on .arff files and 

image filter data is merged with existing and 

derived columns. The .arff file after applying 

image filters is given in Figure 5. The same filter 

combination is applied to both versions of the data 

used in this study.  
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Figure 5 .arff file with image filters applied 

The artists and the number of paintings they have 

in the dataset are given in Table 3. Among these, 

the ones that have paintings from the rarest genres 

(shaded ones in Table 1) are excluded and 39 

artists’ paintings are used. The excluded artists are 

also shown in shades in the table. 

Table 3 Artists and the number of paintings 

Name paintings 

Albrecht Durer 328 

Alfred Sisley 259 

Amedeo Modigliani 193 

Andrei Rublev 99 

Andy Warhol 181 

Camille Pissarro 91 

Caravaggio 55 

Claude Monet 73 

Diego Rivera 70 

Diego Velazquez 128 

Edgar Degas 702 

Edouard Manet 90 

Edvard Munch 67 

El Greco 87 

Eugene Delacroix 31 

Francisco Goya 291 

Frida Kahlo 120 

Georges Seurat 43 

Giotto di Bondone 119 

Gustav Klimt 117 

Gustave Courbet 59 

Henri de Toulouse-Lautrec 81 

Henri Matisse 186 

Henri Rousseau 70 

Hieronymus Bosch 137 

Jackson Pollock 24 

Jan van Eyck 81 

Joan Miro 102 

Kazimir Malevich 126 

Leonardo da Vinci 143 

Marc Chagall 239 

Michelangelo 49 

Mikhail Vrubel 171 

Pablo Picasso 439 

Paul Cezanne 47 

Paul Gauguin 311 

Paul Klee 188 

Peter Paul Rubens 141 

Pierre-Auguste Renoir 336 

Piet Mondrian 84 

Pieter Bruegel 134 

Raphael 109 

Rembrandt 262 

Rene Magritte 194 

Salvador Dali 139 

Sandro Botticelli 164 

Titian 255 

Vasiliy Kandinsky 88 

Vincent van Gogh 877 

William Turner 66 

3.3. Input Data 

The input dataset contains the following columns: 

• Attributes of SimpleColorHistogram (64 

columns) 

• Attributes of EdgeHistogram (80 columns) 

• borns: It is the corresponding 25-year interval 

(timeframe) in which the artist's date of birth 

coincides (values from 1 to 30). 

• dies: It is the corresponding 25-year interval 

(timeframe) in which the artist's date of death 

coincides (values from 1 to 30). 

• nationality: Encoding values given in Table 2. 

Class column is the output for the proposed 

system. Genre encoding values are given in Table 

1. Additionally, image filters’ features are added 

to the dataset automatically when any of the filters 

are applied in WEKA.  

3.4. Proposed System 

To classify artworks into genres, supervised 

learning techniques are used. In supervised 

techniques, the class information for every 

instance is given to the algorithm and the 

algorithm “learns” and generates a model with 

this data on the training set. Later, the generated 

model is used for testing. Among all ML 

algorithms, this study uses Random Forest (RF) 

and J48 algorithms.  
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RF builds many classification trees as a forest of 

random decision trees [33] and these trees are 

then merged to obtain a more accurate prediction. 

Each tree uses a specific subset of the input 

features. Each tree outputs a classification (vote) 

and the algorithm chooses the one having most 

votes among all the trees in the forest [34]. As the 

number of trees in the forest increases, the 

generalization error for the forests converges to a 

limit value. This error value depends on the 

strength of the individual trees in the forest and 

the correlation between them [35]. RF algorithms 

can be used for both classification and regression 

problems. It adds additional randomness to the 

model while the trees grow. It searches for the 

best feature among a subset of features selected 

randomly. This means a wide diversity that 

generally results in a better model [36].  

ID3 was the first version of the C4.5 algorithm of 

Quinlan [37] and J48 [38] is the Java 

implementation of C4.5 [39]. C4.5 is a classifier 

that accepts nominal classifiers and can use both 

discrete and continuous attributes. Also training 

data with missing attribute values is accepted. J48 

adds some more features to C4.5 like processing 

for missing values, decision tree pruning, 

continuous attribute value ranges, and derivation 

of rules. C4.5 classifiers are also considered as 

decision trees and they can construct classifiers in 

a more comprehensible rule set form [40]. 

After the preprocessing step for the dataset is 

completed, it is used for executing classification 

algorithms.  

4. EXPERIMENTAL RESULTS 

The results were obtained for two versions of the 

dataset. In the first version (V1), all 50 artists 

from 21 genres were included. In the second 

version (V2) rare genres and their instances were 

excluded since they have very few examples. V2 

dataset has 39 artists from 11 genres. These 11 

genres are Baroque, Cubism, Early Renaissance, 

Expressionism, High Renaissance, 

Impressionism, Northern Renaissance, Post-

impressionism, Primitivism, Romanticism, 

Surrealism and Symbolism. The genres which are 

already in the original dataset but not included in 

the second version are shaded in grey in Table 1. 

Table 4 shows the properties of both versions of 

the dataset for comparison. 

Table 4 Artists and the number of paintings 

 V1 V2 

# genres 21 11 

# instances 8355 7252 

# artists 50 39 

# attributes 148 148 

Image 

filters 

EdgeHistogram 

SimpleColorHistogram 

EdgeHistogram 

SimpleColorHistogram 

Algorithms RF J48 RF J48 

For both versions of datasets, the same image 

filters and the same classification algorithms were 

used. Among the classification algorithms, RF 

and J48 had the best performances.  

RF and J48 results for dataset V1 are given in 

Table 5 and Table 6 and RF and J48 results for 

dataset V2 are given in Table 7 and Table 8 

respectively.  

Table 5 RF Results for V1 

Time taken to build model      : 6.76 seconds 

Correctly Classified Instances: 82.9823 % 

Kappa statistic                          : 0.8101 

Mean absolute error                 : 0.0557 

Root mean squared error        : 0.1455 

Relative absolute error             : 64.3106 % 

Root relative squared error     : 69.9367 % 

Total Number of Instances      : 8355      

Precision Recall F-Measure Class 

0.629 0.676 0.975 c0 

0.928 0.923 0.998 c1 

0.857 0.863 0.997 c2 

0.855 0.849 0.997 c3 

0.477 0.548 0.993 c4 

0.835 0.827 0.992 c5 

0.857 0.853 0.997 c6 

0.827 0.793 0.982 c7 

0.709 0.727 0.999 c8 

0.473 0.554 0.985 c9 

0.921 0.914 0.985 c10 

0.84 0.845 0.996 c11 

0.896 0.882 0.988 c12 

0.761 0.754 0.975 c13 

0.91 0.911 0.997 c14 

0.183 0.315 0.982 c15 

0.959 0.957 1 c16 

0.289 0.396 0.984 c17 

0.564 0.609 0.988 c18 

0.795 0.785 0.983 c19 

0.708 0.704 0.972 c20 

0.83 0.816 0.811 W. Avg. 
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Table 6 J48 Results for V1 

Number of Leaves                     :155 

Size of the tree                           : 309 

Time taken to build model       : 0.92 seconds 

Correctly Classified Instances : 94.6386 % 

Kappa statistic                           : 0.941 

Mean absolute error                 : 0.0056 

Root mean squared error         : 0.0696 

Relative absolute error             : 6.4555 % 

Root relative squared error      : 33.4437 % 

Total Number of Instances       : 8356      
 

Precision Recall F-Measure Class 

1 1 1 c0 

1 1 1 c1 

1 1 1 c2 

1 1 1 c3 

1 1 1 c4 

1 1 1 c5 

1 1 1 c6 

0.877 0.847 0.938 c7 

1 1 1 c8 

1 1 1 c9 

1 1 1 c10 

1 1 1 c11 

0.963 0.957 0.983 c12 

0.892 0.886 0.96 c13 

1 1 1 c14 

0.868 0.865 0.977 c15 

1 1 1 c16 

1 1 1 c17 

1 1 1 c18 

1 1 1 c19 

0.766 0.748 0.905 c20 

0.946 0.946 0.938 W. Avg. 

Table 7 RF Results for V2 

Time taken to build model       : 11.59 seconds 

Correctly Classified Instances : 88.7204 % 

Kappa statistic                           : 0.8709 

Mean absolute error                 : 0.0941 

Root mean squared error         : 0.1831 

Relative absolute error             : 58.6993  % 

Root relative squared error      : 64.681 % 

Total Number of Instances       : 7252      

Precision Recall F-Measure Class 

0.943 0.939 0.998 c1 

0.915 0.91 0.998 c3 

0.888 0.88 0.995 c5 

0.978 0.977 0.999 c6 

0.867 0.832 0.983 c7 

0.92 0.912 0.988 c10 

0.91 0.895 0.99 c12 

0.824 0.824 0.977 c13 

0.956 0.954 1 c16 

0.844 0.836 0.99 c19 

0.716 0.713 0.972 c20 

0.887 0.885 0.872 W. Avg. 

Table 8 J48 Results for V2 

Number of Leaves                     : 144 

Size of the tree                           : 287 

Time taken to build model       : 1.09 seconds 

Correctly Classified Instances : 94.2774 % 

Kappa statistic                           : 0.9351 

Mean absolute error                 : 0.0114 

Root mean squared error         : 0.0983 

Relative absolute error             : 7.1129 % 

Root relative squared error     : 34.7342 % 

Total Number of Instances      : 7252    

  

Precision Recall F-Measure Class 

1 1 1 c1 

1 1 1 c3 

1 1 1 c5 

1 1 1 c6 

0.886 0.853 0.947 c7 

1 1 1 c10 

0.964 0.958 0.985 c12 

0.884 0.877 0.957 c13 

1 1 1 c16 

1 1 1 c19 

0.767 0.746 0.911 c20 

0.943 0.943 0.932 W. Avg. 

The confusion matrices for the best performing 

algorithm on V1 and V2 are given in Table 9 and 

Table 10 below respectively. The confusing 

genres are marked in grey on both tables.  
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Table 9 Confusion Matrix for V1 with J48 Algorithm 

c0 c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14 c15 c16 c17 c18 c19 c20 
 

24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c0 

0 495 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c1 

0 0 99 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c2 

0 0 0 439 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c3 

0 0 0 0 164 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c4 

0 0 0 0 0 469 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c5 

0 0 0 0 0 0 556 0 0 0 0 0 0 0 0 0 0 0 0 0 0 c6 

0 0 0 0 0 0 0 1458 0 0 0 0 22 23 0 18 0 0 0 0 126 c7 

0 0 0 0 0 0 0 0 87 0 0 0 0 0 0 0 0 0 0 0 0 c8 

0 0 0 0 0 0 0 0 0 84 0 0 0 0 0 0 0 0 0 0 0 c9 

0 0 0 0 0 0 0 0 0 0 748 0 0 0 0 0 0 0 0 0 0 c10 

0 0 0 0 0 0 0 0 0 0 0 181 0 0 0 0 0 0 0 0 0 c11 

0 0 0 0 0 0 0 32 0 0 0 0 1005 7 0 0 0 0 0 0 4 c12 

0 0 0 0 0 0 0 40 0 0 0 0 6 376 0 0 0 0 0 0 7 c13 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 119 0 0 0 0 0 0 c14 

0 0 0 0 0 0 0 21 0 0 0 0 0 0 0 128 0 0 0 0 0 c15 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 388 0 0 0 0 c16 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 70 0 0 0 c17 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 126 0 0 c18 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 435 0 c19 

0 0 0 0 0 0 0 127 0 0 0 0 7 8 0 0 0 0 0 0 457 c20 

Table 10 Confusion Matrix for V1 with J48 Algorithm 

c1 c3 c5 c6 c7 c10 c12 c13 c16 c19 c20  

495 0 0 0 0 0 0 0 0 0 0 c1 

0 439 0 0 0 0 0 0 0 0 0 c3 

0 0 469 0 0 0 0 0 0 0 0 c5 

0 0 0 556 0 0 0 0 0 0 0 c6 

0 0 0 0 1468 0 27 28 0 0 124 c7 

0 0 0 0 0 747 0 0 0 0 0 c10 

0 0 0 0 28 0 1008 6 0 0 6 c12 

0 0 0 0 41 0 6 373 0 0 9 c13 

0 0 0 0 0 0 0 0 388 0 0 c16 

0 0 0 0 0 0 0 0 0 435 0 c19 

0 0 0 0 129 0 3 8 0 0 459 c20 

Image filters on their own did not perform well 

for the two datasets. However, with the addition 

of the derived features, the classification process 

became more significant. Table 11 and Table 12 

show the classification performances with only 

the image filters, and the image filters together 

with the derived features for both datasets. 

Table 11 Classification performances without/with 

derived features in V1 

Condition Algorithm Performance (%) 

Only Filters 
RF 42.13 

J48 26.24 

Filters + derived 

features 

RF 82.63 

J48 94.63 

Table 12 Classification performances without/with 

derived features in V2 

Condition Algorithm Performance (%) 

Only Filters 
RF 47.13 

J48 21.67 

Filters + derived 

features 

RF 88.18 

J48 94.27 

5. CONCLUSION AND DISCUSSION 

In this study, the art genre classification with ML 

algorithms is done by using derived features of 

the artwork in the dataset with the best performing 

image filters. Here, not the images, but the 

information about the images is in question, that 

is why no CNN or DL techniques are used. 

Instead, classical ML algorithms were enough to 

make proper classification on image data 

including.the derived features. 

The two version of the same dataset is used in two 

different sizes, one with 21 different genres of 

work and the smaller one with 11 genres of 

artwork image data. Some of these genres are 

close to each other in terms of the time period they 

were used. One genre may be following the other 

one as a slight developed/transformed version of 

the previous. For this reason, it is possible to 
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confuse the genres of some othe pieces in the 

dataset. The most confusing genres are identified 

as symbolism, impressionism, and post-

impressionism.  

Although reducing the number of genres affects 

the performance in a positive way for both of the 

algorithms, this effect is more evident for RF. On 

both datasets, J48 performs better than RF, but the 

size of the dataset does not affect the performance 

of J48. With V1, as the greater dataset, the 

performance is measured as 95.81%; where it is 

95.34% with V2. Less number of genres and 

fewer attributes do not affect the performance. 

Contrarily, more instances in the dataset played a 

positive role in the accuracy of the result.  

What is meant to be emphasized here, together 

with the best performance values obtained for the 

proposed system, are the performance values 

obtained for the genres that are more difficult to 

classify. For example, symbolism genre has 

emerged as the one with the worst performance 

value among genres confused with each other for 

both data sets. 70.8%, which is the worst 

performance value for this genre, is not a bad 

performance value when compared with the art 

genre classification studies in the literature. 
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In-Plane Buckling of Open-section Shell Segments 

Haluk YILMAZ*1, İbrahim KOCABAŞ1 

Abstract 

The present study investigates elastic buckling behavior of open-section shell segments under 

action of a central radial load. A design parameter is expressed to characterize the influence of 

fillet radius on load-bearing capacity. A reduction factor equation is developed as a multivariate 

function of shell parameters, which evaluates the amount of decrease in load-bearing capacity 

of the structure caused by the corner fillet. In addition, an expression to predict limit load of the 

shell structure under clamped end conditions is introduced. Furthermore, a parametric study is 

performed to reveal the influence of fillet radius and radius-to-thickness ratio on the limit load 

as well as deformation patterns of the open-section shells. Results show that corner fillets have 

a significant effect on the limit load of the open-section shell segments under in-plane loading.  

Keywords: buckling, open-section shell, radial load, load-bearing capacity 

 

1. INTRODUCTION 

Buckling of open-section shell segments is a 

classical stability problem and exact solutions are 

only available for limited cases, based on certain 

assumptions. Major practical application of this 

kind of structures are rigid-concreate pavement 

substructure for highways, open foundations for 

buildings, laterally and vertically loaded piles, 

tunnels in soil profile etc. Since the open-section 

shell is a special type of an arch profile with an 

opening angle of 90 degrees, the arch structures in 

the design of bridges, roofs and applications 

concerning structural engineering and 

architecture may be shown as the other examples.  

A shell-segment with an open section, which is 

under a central radial load, is also a buckling 

problem and the shell structure may suddenly lose 

its stability in a non-linear fashion. For this 
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reason, exact solutions are generally incapable of 

capturing deformation patterns and load-bearing 

capacities of these structures. To resolve this 

issue, the use of numerical analysis is an effective 

tool because it considers the role of non-linear 

geometry on the buckling behavior. In addition, 

geometric parameters of the shell segments play 

an important role in the load-bearing capacity and 

equilibrium paths as well as material properties, 

boundary conditions and loading types. This is 

because the geometric stiffness is highly 

dependent to the geometry of the shell structures 

and the system may lose its stability before 

reaching the yield point of the material. To 

analyze the stability of the open-shell segments 

under radial loading cases, researchers are 

proposed several analytical approaches. For 

example, a new theory for the buckling and 

nonlinear analysis of the thin-walled structures is 

developed by Chengyi et al., [1] to reflect the 
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influence of shear deformation on the critical 

load. However, various assumptions based on the 

Galerkin method are made to obtain analytical 

solutions of the critical loads. Open or close 

section shells are the most employed components 

in many structures. Rao et al. [2] investigate 

influence of cap fillet of tubular sections on 

deformation and energy-absorbing characteristics 

under lateral loading. Their findings emerge that 

the end fillet details have a strong effect on the 

deformation patterns and final shape profiles of 

the tested specimens [2]. This clearly indicates 

that the buckling response of a shell segment is 

highly affected by the presence of fillets and their 

dimensions. A similar study is conducted by 

Wang et al. [3], to examine vertical shear buckling 

capacity of steel beams with fillet corner 

hexagonal web openings. They compared 

buckling modes and buckling capacities of the 

beams with hexagonal and circular openings. As 

a result of their parametric analysis, buckling 

behavior of the beam is affected by the opening 

shape, the opening dimension, the opening 

distance, and thickness [3]. Shell profiles are also 

an important geometric factor for buckling load 

evaluations as well as fillet details of corners. 

Tang et al. [4] are investigated parabolic profiles 

for buckling load evaluation considering vertical 

loading cases. A modified eigen-buckling 

algorithm based on eigenvalue analysis is 

presented to assess buckling strength of a steel 

bridge structure regarding to inelastic buckling 

method and elastic buckling method. They result 

that influences of the geometric parameters of 

parabolic arches are taken into account by 

modifying slenderness parameter [4]. There are 

several methods to improve buckling loads of 

thin-walled structures through implementing 

different geometrical cross-sections. Yang et al. 

[5] are tried to enhance the local buckling strength 

of open-section beam segments using some 

stiffeners in different geometrical forms. They 

successfully increase the buckling strength up to 

207%. This shows importance of geometrical 

configurations to obtain higher load-bearing 

capacities in thin-walled structures. On the other 

hand, type of loading also plays an important role 

in determining the buckling load of an open-

section shell. Pi et al. [6] perform an analytical 

investigation to reveal significance of pre-

buckling behavior of open-section thin-walled 

arches under uniform radial load. Their numerical 

results show that the pre-buckling deformations 

of shallow arches are substantial and neglecting 

the effects of the pre-buckling deformations will 

lead to incorrect predictions of the buckling load 

of the arches. Szychowski [7] apply a warping 

torsion in an open-section thin-walled structure to 

investigate the geometry of the cross-section on 

the buckling characteristics. Pi and Bradford [8] 

examine stability of circular arches under a 

sudden uniform radial load. Similar loading case 

is considered by ref. [9] which takes a radial 

central load into account to formulate elasto-

plastic buckling of arch structures, numerically. A 

different loading type, which is axial and end 

moment, is studied by Asadi et al. [10] to 

investigate buckling behavior of both open and 

closed section beams. As a result, it is reported 

that changes in geometrical details and loading 

types should be precisely considered to develop 

efficient buckling relations. 

This paper aims prediction of in-plane buckling 

load of an open-section shell segment with 

different corner fillet radius values subjected to a 

central radial load, accounting for non-linear 

geometry. In this case, it would be possible to 

estimate limit load and reduction factor as a 

reference to the semi-cylinder profile for a simple 

open-section shell structure application. For this 

purpose, buckling load equations under clamped 

end conditions are developed to predict load-

carrying capacities of open-section shell 

segments. A reduction factor is also proposed to 

evaluate influence of the corner fillet radius, 

ranging from a reference circular profile to a 

rectangular profile, on the load-carrying capacity. 

In this respect, the present study will have a 

contribution to the current literature in the field of 

open-section shell structures. 

2. NUMERICAL BUCKLING ANALYSIS 

2.1. Open-section Shell Geometry 

Geometry of an open-section shell structure is 

schematically illustrated in Fig. 1. There are four 

independent geometric parameters in construction 

of an open-section shell segment which are 
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denoted as shell width L, shell thickness t, fillet 

radius r and shell height h. A reference circular 

open-shell profile of radius R as shown in Fig. 1 

may be proposed to evaluate the influence of the 

fillet radius r on the limit load. In this case, for the 

open-section shell segment, the half-width L/2 

and the height h are equal to the radius of the 

reference circular profile (L=2h=2R). It enables 

the buckling load comparisons of the shells with 

different fillet radius values as a basis of reference 

shell profile. For general buckling expressions, it 

is useful to consider normalized geometry 

parameters. Therefore, normalized parameters, 

such as ratio of the fillet radius to the radius of 

reference profile r/R, and radius-to-thickness 

ratioR/t are chosen for buckling evaluation. The 

r/R parameter is a geometric shape factor which 

varies between zero and unity. Several shell 

configurations are presented in Fig. 2 for different 

values of r/R. If r/R equals to 1, reference open-

section shell profile is constructed. In the case of 

r/R=0, a rectangular shell section is yielded. A 

parametric study is conducted to derive buckling 

expressions for the geometrical open-section shell 

segment parameters, as can be seen in Table 1.  

The geometrical parameters have an extensive 

range to develop efficient buckling expressions. 

For this reason, R/t is chosen in the range of 25 

and 1000. This is a quite feasible interval 

considering practical applications of the open-

section shells. Similarly, r/R is reasonably taken 

as between zero and unity with an increment size 

of 0.1. 

Table 1 Range of open-section shell segments for 

parametric study. 

Radius-to-

thickness ratio  

(R/t) 

Fillet radius-to-radius 

of reference profile  

(r/R) 

Young’s 

Modulus  

E [GPa] 

25 0 200 

↓ ↓  

1000 1  

 

Figure 1 Schematic illustration of an open-section shell geometry with a fillet radius (on left) and reference circular 
profile (on right). 

 

Figure 2 Various open-section shell segment configurations between r/R=1 and r/R=0 
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2.2. Numerical Model Details 

This section gives the details of the finite element 

model, boundary conditions and numerical 

analysis. A numerical model is constructed in 

ANSYS Workbench package program 

considering static analysis. Fig. 1 displays the 

boundary conditions employed in the numerical 

model for fixed (clamped) case. Ends of the shell 

models are constrained to move in u and w 

direction, and a central radial load F is applied 

progressively until the buckling occurrence to 

simulate in-plane buckling conditions, as shown 

in Fig 1. The open-section shell system can be 

modelled as a plane strain problem because the 

length of the shell is enough large thus out-of-

plane buckling is ignored. In this case, the limit 

load can be expressed as the load per unit depth of 

the shell in the z-direction. A mesh sensitivity 

analysis is conducted to decide optimal element 

size considering the accuracy of the numerical 

analysis. As a result, an element size of 0.25 mm 

gives reasonably sufficient accuracy because the 

deviation in the buckling loads does not change 

considerably for smaller values of the element 

size. The numerical analysis takes nonlinear 

geometry referred to GNA (geometrically 

nonlinear analysis) into account in this study. An 

elastic material model is considered since the 

elastic buckling behavior of the shells is 

investigated. Shell181, four-node quadrilateral 

shell element with large deflection capability, is 

selected for the numerical analysis. 

The numerical model is validated with the 

experimental test results in the literature. For this 

purpose, the experimental test results of limit 

loads of two semi-cylinder configurations are 

considered in the validation process [11]. The 

semi-cylinder dimensions are R=62.5 mm, t=3.2 

mm and R=62.5 mm, t=2.4 mm for the first and 

second test samples, respectively with a depth of 

125mm in the z-axis. Multilinear material model 

is implemented in the validation and mechanical 

properties of the samples are given in ref. [11]. 

The comparison of numerical and experimental 

test results is given in Table 2. It is seen that the 

amount of deviation from the test data is found out 

to be 10.9% and 5.11% for the first and second 

semi-cylinder configurations, respectively. 

Therefore, the proximity between the test data and 

numerical model is in the acceptable limits.  

Table 2 The proximity between experimental and 

numerical limit load results. 

C1 

Experimental Limit Load [N/mm] 8.137 

Numerical Limit Load [N/mm] 9.027 

Deviation [%] 10.9 

C2           

Experimental Limit Load [N/mm] 4.045 

Numerical Limit Load [N/mm] 4.252 

Deviation [%] 5.11 

3. RESULTS AND DISCUSSION 

The results of numerical analysis of the open-

section shell configurations are presented to 

examine effects of corner fillets on the limit load. 

Equilibrium paths (load-deflection curves) is an 

important tool to understand general buckling 

behavior of a shell structure. For this reason, the 

load-deflection curves of the shells are plotted in 

Fig. 3 for the r/R values changing between zero 

and unity. In the parametric study, R/t varies in the 

range of 25 and 1000. To demonstrate general 

buckling behavior, R/t=100 is considered in the 

construction of the load-deflection diagram in 

Fig. 3. As can be seen in Fig. 3, a smooth vertical 

deflection response occurs in which no sharp 

drops in load-bearing capacity are observed for 

r/R=0 (rectangular open-section shell segment). 

As r/R increases up to 0.5, a similar deformation 

pattern trend is recorded, and relatively higher 

fluctuations in the load-deflection curve are 

observed, as shown in Fig. 3. It can be said that 

the shell structure does not exhibit a significant 

buckling behavior for the r/R values up to 0.5, 

which means that the structure almost keeps its 

load-bearing capacity during loading history. 

However, a visible reduction is yielded in load-

bearing capacity for the r/R values larger than 0.5. 

Major reason is that the geometric stiffness of the 

structure does not change considerably up to the 

limit point in comparison with the configurations 

where r/R is lower than 0.5, and a membrane 

stress dominant system is achieved for r/R is 

greater than 0.5. However, a bending stress 

dominant system exhibits in the other 

configurations (r/R<0.5) from beginning of the 

loading, naturally. In this interval where r/R is 

between 0.5 and 1, the open-section shell loses its 
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stability, and a limit load value can be directly 

determined from the diagram. Otherwise, at lower 

values of r/R, the limit load can be determined 

considering the minimum slope of the equilibrium 

path. It is notable that the fillet radius r has a great 

impact on the limit load of open-section shells and 

should be considered as a design factor in the 

constructions. 

Deformation patterns of some selected open-

section shell configurations are given in Figs. 4a, 

4b and 4c for r/R=0, r/R=0.5 and r/R=1, 

respectively. The labels in Fig. 4 represents the 

total deformation at the buckling instant of the 

structure. It is seen that the amount of vertical 

deflection depends on the r/R parameter. 

 However, it is difficult to reach a direct 

correlation between the limit load and 

corresponding deflection because r/R emerges a 

nonlinear contribution in terms of buckling 

behavior. As a result, the mode shapes of the shell 

configurations are quite similar.  

A reference limit load equation is required to 

measure the amount of reduction in the limit load 

of the shell structure with a fillet. For this reason, 

r/R=1, which corresponds to a circular shell 

section, is taken as a reference profile. The limit 

load of the reference profile, denoted as Fref, is 

plotted against R/t, as shown in Fig. 5.  Fref is 

observed to decrease tremendously as R/t 

increases from 25 to 1000. Fref is apparently a 

multivariate function of R/t, R and Young’s 

modulus E. Therefore, as a result of the regression 

process, which is applied to the parametric 

analysis results, Eq. 1 may be introduced to 

calculate the limit load of the reference profile per 

unit depth: 

 

Figure 3 Equilibrium paths (load-deflection diagram) of the open-section shell segment configurations at R/t=100. 

 

Figure 4 Deformation patterns of the open-section shells for (a) r/R=0, (b) r/R=0.5 and (c) r/R=1.
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𝐹𝑟𝑒𝑓 = 𝐸𝑅(𝑅/𝑡)−3.03 (1) 

where E is Young’s modulus, R is the radius of 

the reference shell profile and t is the shell 

thickness.  

 

Figure 5 Limit load (Fref) versus R/t for the reference 

open-section shell profile 

A reduction factor parameter, which is denoted as 

φ, is introduced to measure the amount of 

reduction in the limit load as a basis of reference 

profile. The reduction factor can be described as 

φ=Flim/Fref, where Flim is the limit load of the shell 

segment for which r/R is lower than unity. To 

produce an expression, the variation of φ is 

plotted against r/R in the range of 0 to 1, as shown 

in Fig. 6. The reduction factor φ is calculated 

based on the limit load values obtained from the 

numerical analysis. The results emphasize that φ 

decreases slightly for the increasing values of r/R 

from zero (corresponding to rectangular open-

section shell) to 0.5. For 0.5< r/R <1, a visible 

buckling response appears and φ continuously 

increases as the shell section approaches to 

reference profile (r/R =1). It can be reported that 

there is a critical region, at around r/R =0.5, at 

which φ reaches some local minima. It means that 

the maximum decrement appears in the limit load, 

which is caused by the corner fillets. Although R/t 

is an important parameter in buckling evaluations, 

it results that there is no considerable influence of 

R/t on the reduction factor. For this reason, an 

expression for φ may be produced as only a 

function of r/R in the following polynomial form: 

𝜑 = 𝐹𝑙𝑖𝑚/𝐹𝑟𝑒𝑓 = 0.9(𝑟/𝑅)2 − 0.7(𝑟/𝑅) + 0.8 (2) 

Eq. 2 is proposed as an efficient tool to evaluate 

the amount of reduction in the limit load of an 

open-section shell segment which caused by the 

radius of the corner fillets. Substituting Eq. 1 into 

Eq.2 and solving for Flim gives the following 

expression to calculate the limit load of an 

arbitrary shell configuration: 

𝐹𝑙𝑖𝑚 = 𝐸𝑅(𝑅/𝑡)−3.03[0.9(𝑟/𝑅)2 − 0.7(𝑟/𝑅)
+ 0.8] 

(3) 

 

Figure 6 Reduction factor versus r/R diagram at 

R/t=100. 

A residual estimator approach is implemented as 

a measure of the accuracy of Eq. 3 as a reference 

to numerical data. The residual denoted as ΔФ is 

used as an error indicator. It is expressed as 

ΔФ=(Fnum-Feq)/Fnum where Feq and Fnum are the 

limit loads obtained from the Eq. 3 and numerical 

analysis, respectively. ΔФ is presented in Fig. 7 

for the r/R values in the range of 0 and 1 

considering all of the R/t values given in Table 1. 

The horizontal line where ΔФ is equal to zero 

represents that the predictions obtained from Eq. 

3 and numerical analysis are identical. It is 

concluded that the residuals mostly lay between a 

lower and upper bound of -0.1 and 0.05, 

respectively. The higher residuals for each r/R 

ratio are especially obtained at higher R/t values. 

Therefore, the proposed equations give more 

accurate predictions at lower R/t values. However, 

good proximity is achieved at higher R/t with a 
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maximum deviation of +5% and -10%, which is 

accepted to be in the feasible regions.  

 

Figure 7 Residual Δϕ versus r/R at different R/t values in the range of 25 and 1000 

4. CONCLUDING REMARKS 

In this study, influence of corner fillet radius on 

the buckling behavior of open-section shell 

segments under a central radial load is 

investigated, numerically. The effects of the 

geometrical parameters on the load-bearing 

capacity of the open-section shells are studied. 

Additionally, a parametric study is performed for 

a wide range of geometry configurations 

considering clamped boundary conditions. A 

reduction factor and a limit load equation are 

developed and compared with the numerical 

results to examine the accuracy of the equations. 

Finally, the results that can be drawn from the 

present study are as follows: 

• The load-bearing capacity of an open section 

shell segment under a radial load varies, 

which is proportional to (R/t)-3.03 for a 

certain r/R ratio. 

• No sudden drop in the load-bearing capacity 

of the open-section shells is observed for 

which r/R is lower than 0.5. However, slopes 

of the equilibrium paths approach to zero just 

before reaching the stiffening region 

depending on the change of geometric 

stiffness  

• Limit load attains a maximum value at the 

semi-circular configuration (reference 

config.) and a snap-through occurs beyond the 

limit point as the nature of this kind of 

structures. It results in a sudden reduction in 

the load-bearing capacity after the limit point. 

This is because the geometric stiffness of the 

semi-circular profile is greater than the other 

configurations during the loading history.  

• Geometric stiffness decreases as the structure 

turns into to rectangular profile then the 

severity of the loss of stability diminishes or 

completely disappears. Nevertheless, the 

load-bearing capacity of the structure still 

decreases.  

• The limit load may reduce up to 25% 

depending on r/R in connection with the 

reference profile. It is formulated by a second-

order polynomial which evaluates the elastic 
limit load of the structure without needing a 

numerical analysis. Therefore, it provides a 

guide for the selection of an open-section shell 

geometry with corner fillets according to 

production and service conditions. 
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Determination of Multiple Antibiotic Resistance Profiles of Enterococcus Species 

Isolated From Fermented Meat Products Consumed in Ankara 

Meryem Burcu KÜLAHCI*1, Sumru ÇITAK1, Zehra ŞAHİN1 

Abstract 

The aim of this study was to determine the multiple antibiotic resistance profiles of 

Enterococcus spp. isolated from the fermented meat products consumed in Ankara, Turkey. A 

total of 134 Enterococcus spp. were isolated and identified from 80 fermented meat samples. 

The highest prevalence of enterococci in the fermented food samples was found in sucuk (a 

Turkish fermented sausage) samples (50%), followed by sausage (25.4%), pastirma (a Turkish 

dry-cured meat product) (18.6%), and salami, respectively. Of a total of 134 Enterococcus 

isolates, 110 (82.1%) were found to be resistant to one or more of the antibiotics tested. The 

highest resistance rate was seen against rifampicin (73.2%), streptomycin (36.5%) and 

erythromycin (20.2%), and 28 (20.9%) of Enterococcus isolates were resistant to multiple 

antibiotics. The presence of multiple antibiotic resistant Enterococcus in foods of animal origin 

raises alarm because of the risk of carrying these bacteria to humans via the food chain. 

Keywords: Enterococcus, fermented meat products, multiple antibiotic resistance 

 

1. INTRODUCTION 

Enterococcus species are found in many 

environments such as soil, food and water and 

they are also found in the microbiota of the 

gastrointestinal system of humans and warm-

blooded animals [1].  They have also shown to be 

present in some ripened cheeses and fermented 

salami as part of established starter cultures and 

are used in the production of some meat and dairy 

products because of their important contribution 

in the process and fermentation of flavors and 

their probiotic properties. Therefore by intestinal 

and/or environmental exposure, enterococci can 

colonize raw foods of animal origin (milk, meat) 
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where they can survive and reproduce during 

fermentation processes. Due to their tolerance to 

environmental conditions (temperature, pH, 

salinity), they are often isolated from both 

fermented and heat treated meat products [2]. 

Enterococcus species have been shown to be 

among the most common nosocomial pathogens, 

important cause of multiple antibiotic resistance 

as well as urinary tract, central nervous system, 

intraabdominal and pelvic infections, 

endocarditis, bacteremia and infections [3, 4]. 

There is no consensus, however, on the 

importance of their existence in food items. In the 

field of veterinary medicine, antibiotics are 

commonly used to control and treat infections and 
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feed additives to promote growth results in the 

selection of resistant enterococci in the animal 

intestinal flora. The ingestion of antibiotic-

resistant bacteria through foods is a potential 

mechanism for the transition of antibiotic 

resistance determinants to human or animal 

adapted strains [5, 6]. 

The present study was designed to determine the 

multiple antibiotic resistance profiles of 

enterococci isolated from fermented meat 

products mainly derived from sucuk (a Turkish 

fermented sausage), sausage, salami, and 

pastirma (a Turkish dry-cured meat product) in 

Turkey. 

2. MATERIAL AND METHODS 

2.1. Sampling 

Eighty samples of fermented meat (20 sucuk, 20 

sausages, 20 salami, and 20 pastirma) were 

collected from markets in Ankara between 

February 2017 and December 2017. All the 

samples were kept at 40C before analysis and 

transported to the laboratory, immediately.  

2.2. Isolation and Identification 

The fermented meat samples were transferred to 

the laboratory under cold chain conditions, 

diluted 1:10 with sterile buffered peptone water 

(BPW) (Oxoid, CM 509, Basingstoke, UK) and 

homogenized for about 10 min. Isolation was 

done by selecting typical pink and purple colonies 

on Slanetz Bartley Agar (SBA; Oxoid, CM 377), 

selective medium for Enterococcus. Estimated 

identification of isolates was performed by Gram 

staining, production of catalase and oxidase, 

growth at 10 °C and 45 °C, growth in the presence 

of 6.5% NaCl, growth at pH 9.6, determination of 

esculin hydrolysis on bile-esculin agar (Merck, 

48300). 

The species identification was confirmed with 

Becton Dickinson (BD) BBL Crystal 

Identification Systems and Gram-Positive ID kit 

(Becton, Dickinson and Company, USA [7]. 

2.3. Antimicrobial Susceptibility Testing 

Antimicrobial susceptibility of the isolates was 

determined using the disc diffusion method 

following Clinical and Laboratory Standard 

Institute guidelines, 2012 [8] on Muller Hinton 

Agar (MHA) plates (Becton Dickinson 

Microbiology Systems, Cockeysville, USA). All 

strains were incubated at 370C for 48 h. The 

antimicrobials and their concentrations (BBL 

Microbiology Systems, Cockeysville, USA) were 

as follows: ampicillin chloramphenicol (C, 30 

µg), ciprofloxacin (CIP, 5 µg), erythromycin (E, 

15 µg), gentamicin (CN, 120 µg), nitrofurantoin 

(F, 300 µg), penicillin (P, 10 µg), rifampicin (RF, 

5 µg), streptomycin (S, 300 µg), teicoplanin 

(TEC, 30 µg), tetracycline (TE, 30 µg), 

vancomycin (VA, 30 µg). Enterococcus faecalis 

ATCC 29211 was used as a control strain. The 

MAR (multiple antibiotic resistance) indexes 

were calculated as described by Krumperman [9]. 

3. RESULTS 

3.1. Isolation and Identification 

Overall, one hundred thirty-four Enterococcus 

spp. were isolated from the eighty fermented meat 

samples (twenty sucuk, twenty sausages, twenty 

salami, twenty pastirma). In this study, the highest 

prevalence of enterococci in the fermented food 

samples was found in sucuk samples (50%), 

followed by sausage (25.4%), pastirma (18.6%) 

and salami (6%), respectively (Table 1). 
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Table 1 Distribution in the 134 Enterococcus strains isolated from the fermented meat samples 

Types of 

fermented meat 

Enterococcus isolated from fermented meat 
 

Total 
E. 

faecium 

E. 

faecalis 

E. 

gallinarum 

E. 

durans 

E. 

avium 

E. 

hirae 

n (%) n (%) n (%) n (%) n (%) n (%) n (%) 

sucuk 
48 

(71.6%) 

6 

(8.9%) 

9 

(13.4%) 

3 

(4.5%) 

1 

(1.5%) 
- 

67 

(50%) 

sausage 
11 

(32.3%) 

20 

(58.8%) 

3 

(8.8%) 
- - - 

34 

(25.4%) 

salami 
6  

(75%) 

1 

(12.5%) 

1 

(12.5%) 
- - - 

8 

(6%) 

pastirma 
14 

(56%) 

8 

(32%) 
- 

2 

(8%) 
- 

1 

(4%) 

25 

(18.6) 

n: Number of Enterococcus isolates 

E. faecium (59%) and E faecalis (26.1%) strains 

were predominantly isolated from all the 

fermented meat classes in this study (Table 2). 

Table 2 Distribution of the Enterococcus strains 

isolated from the fermented meat samples 

Enterococcus 

species 

Fermented meat samples 

Number of 

isolates 

% 

E.faecium 79 59 

E.faecalis 35 26.1 

E.gallinarum 13 9.7 

E.durans 5 3.7 

E.avium 1 0.7 

E.hirae 1 0.7 

Total 134 100 

3.2. Antimicrobial Susceptibility Testing 

The prevalence of antibiotic resistance 

determined in Enterococcus species isolated from 

fermented meat samples in our study is shown in 

Table 3. 

Table 3 Antimicrobial resistance in Enterococcus isolates 

Antibiotics 

Resistant  isolates (%) 

E. 

faecium 

n=79 

E. 

faecalis 

n=35 

E. 

gallinarum 

n=13 

E. 

durans 

n=5 

E. 

avium 

n=1 

E. 

hirae 

n=1 

Total 

n=134 

n (%) n (%) n (%) n (%) n (%) n (%) n (%) 

Ampicillin 1 

(%1.3) 

- - - - - 1 

(%0.8) 

Chloramphenicol - 2 

(%5.7) 

- - - - 2 

(%1.5) 

Ciprofloxacin 4 

(%5) 

4 

(%11.4) 

- - - - 8 

(%6) 

Erythromycin 19 

(%24) 

6 

(%17.1) 

1 

(%7.7) 

1 

(%20) 

- - 27 

(%20.2) 

Gentamicin 1 

(%1.3) 

 

1 

(%2.8) 

1 

(%7.7) 

- - - 3 

(%2.3) 

Nitrofurantoin 12 

(%15.1) 

 

3 

(%8.5) 

4 

(%30.7) 

1 

(%20) 

- - 20 

(%15) 
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Penicillin 1 

(%1.3) 

 

- - - - - 1 

(%0.8) 

Rifampicin 59 

(%74.6) 

 

27 

(%77.1) 

8 

(%61.5) 

2 

(%40) 

1 

(%100) 

1 

(%100) 

98 

(%73.2) 

Streptomycin 32 

(%40.5) 

 

12 

(%34.2) 

4 

(%30.8) 

- - 1 

(%100) 

49 

(%36.5) 

Teicoplanin 2 

(%2.5) 

 

- 1 

(%7.7) 

- - - 

 

3 

(%2.3) 

Tetracycline 5 

(%6.3) 

 

3 

(%8.5) 

- - - - 8 

(%6) 

Vancomycin - - - - - - - 

Of a total of 134 Enterococcus isolates, 110 

(82.1%) were found to be resistant to one or more 

of the antibiotics tested. Multiple antibiotic 

resistance status of Enterococcus isolates are 

given in Table 4. 

Table 4 Antimicrobial resistance pattern and multiple resistance of Enterococcus isolates from the fermented 

meat 

Antibiotics 
Number of resistant Enterococcus 

isolates (%) 
MAR Index 

AM 1 (0.7%) 0.08 

CIP 1 (0.7%) 0.08 

E 1 (0.7%) 0.08 

F 3 (2.2%) 0.08 

RF 34 (25.3%) 0.08 

S 2 (1.5%) 0.08 

S-RF 19 (14.2%) 0.17 

CIP-RF 4 (3%) 0.17 

RF-E 9 (6.7%) 0.17 

S-F 2 (1.5%) 0.17 

TE-RF 4 (3%) 0.17 

CIP-F 1 (0.7%) 0.17 

S-E 1 (0.7%) 0.17 

S-RF-F 9 (6.7%) 0.25 

S-RF-TEC 1 (0.7%) 0.25 

S-RF-E 7 (5.2%) 0.25 

S-CIP-RF 1 (0.7%) 0.25 

TE-RF-E 1 (0.7%) 0.25 

RF-F-E 1 (0.7%) 0.25 

S-E-TEC 1 (0.7%) 0.33 

S-RF-F-E 2 (1.5%) 0.33 

C-CIP-TE-E 1 (0.7%) 0.33 

S-RF-CN-E 1 (0.7%) 0.33 

S-TE-RF-CN 1 (0.7%) 0.33 

S-RF-F-P-E 1 (0.7%) 0.42 

S-RF-F-CN-TEC 1 (0.7%) 0.42 

AM (Ampicillin), C (Chloramphenicol), CIP (Ciprofloxacin), CN (Gentamicin), E (Erythromycin), F 

(Nitrofurantoin), P (Penicillin), RF (Rifampicin), S (Streptomycin), TE (Tetracycline), TEC (Teicoplanin). 
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4. DISCUSSION AND CONCLUSION 

In Turkey, E. feacalis and E. faecium were 

isolated as the dominant species in meat and meat 

products [10]. Likewise, E. faecalis and E. 

faecium were dominant species isolated from 

naturally fermented Turkish foods [11]. In other 

studies conducted on fermented meat products 

from Turkey [12], Canada [13] and North of 

Portugal [14] the researchers reported 

predominant isolation of E. faecalis and E. 

faecium. However, other species such as E. 

gallinarum, E. durans, E. avium, E. hirae are less 

frequently identified in our study (Table 2). 

Nevertheless, other studies have found E. faecalis 

as the predominant species [15, 16, 17], and the 

low occurrence of other Enterococcus species in 

fermented food samples resembled other research 

that had previously been published [10, 14, 16]. A 

higher prevalence of enterococci in fermented 

foods during the removal of the internal organs 

can be considered as an indicator of fecal 

contamination in the slaughterhouse. Due to their 

heat sensitivity, Enterococcus species can be 

found in many different fermented foods during 

fermentation without starter or in meat products 

processed after baking [18]. Cross-contamination 

can also occur at the final stages of processing, 

such as cutting and packaging of produce [19]. 

It is known that Enterococcus spp. is naturally 

resistant to many antibiotics used in treatment. In 

addition, they have the ability to develop genetic 

resistance and transfer it to commensal bacteria 

by genes carried by plasmids or transposons [20]. 

In the present study, the prevalence of antibiotic 

resistance was higher for E. faecium when 

compared to E. faecalis (Table 3). E. faecium 

showed resistance to rifampicin (74.6 %), 

streptomycin (40.5%), erythromycin (24%), and 

nitrofurantoin (15.1%). A high percentage of 

rifampicin resistance (73.2%) was detected 

among our enterococcal isolates. About 77.1% of 

E. faecalis, 74.6 % of E. faecium and 60% of other 

Enterococcus spp (E. gallinarum, E. durans, E. 

avium and E. hirae) presented resistance to 

rifampicin. Rifampicin is used nearly solely for 

the treatment of tuberculosis. Very significant 

research with enterococci was conducted in 

Northern Portugal using enterococcal strains 

isolated from traditional fermented meat products 

[21]. Rifampicin resistance was shown by a high 

proportion of strains (60%) from 182 

enterococcal isolates.  

Gentamicin and streptomycin are the most 

effective antibiotics used in the treatment of 

enterococcal infections in high-level 

aminoglycoside resistance situations. In our study 

among 134 Enterococcus isolates, 49 (36.5%) 

were resistant to streptomycin, 3 (2.3%) were 

resistant to gentamicin. For the erythromycin, a 

high percentage of (20.2%) fermented food 

isolates was reported as resistant. Similarly, a 

high frequency of erythromycin resistance has 

been shown among enterococcal isolates from 

different sources [22, 23]. Resistance to 

erythromycin, an important representative of 

macrolides, is a concern because erythromycin-

resistant plasmids and transposons are often 

found in enterococci [24]. In this study, we found 

low percentages of ß-lactams resistant 

enterococcal strains (ampicillin resistance 0.8% 

and penicillin resistance 0.8%), which is not in 

line with the generalization that enterococci are 

intrinsically resistant to ß-lactams [25]. Similar 

results were obtained by other authors [26, 27]. 

Vancomycin, one of the few substitutes in the 

treatment of enterococcal infections, has been 

recognized as increasingly significant in human 

medicine, and in the last decade, vancomycin-

resistant enterococci have arisen as a common 

source of nosocomial infections. [28, 29]. Strong 

data suggest that the decreased number of VREs 

has been isolated since 1995 when avoparcin was 

first forbidden for use in livestock [30]. In this 

study, none of the studied isolates was resistant to 

vancomycin and only 2.3% of Enterococcus 

species was found resistant to teicoplanin (Table 

3). Similar results have been obtained for food 

isolates in many studies [22, 31]. 

In cases where there is uncontrolled use of 

antibiotics in livestock, it has been determined 

that high and multiple resistance is seen in food 

and human isolates as a result of cross-resistance. 

The potential of fermented foods as a source for 

human transmission of multiple antibiotic-

resistant strains of enterococci or as the cause of 

horizontal transfer of resistance genes between 

KÜLAHCI et al.

Determination of Multiple Antibiotic Resistance Profiles of Enterococcus Species Isolated From Fermen...

Sakarya University Journal of Science 25(6), 1295-1303, 2021 1299



strains is particularly noteworthy [32]. The MAR 

index is a value determined as a result of a 

calculation to determine the risk of multiple 

antibiotic resistance of an isolate in the sample. 

MAR index values greater than 0.2 indicate that 

the samples are contaminated from sources where 

antibiotics are frequently used. MAR index values 

equal to or less than 0.2 indicate a strain 

originating from animals for which antibiotics are 

rarely or never used [33]. Because of its infamous 

ability to obtain and transfer resistance genes, 

multiple antibiotic resistance has frequently been 

reported for enterococci [34, 35]. The multiple 

antibiotic resistance index calculated for all 

resistant Enterococcus isolates and the ratio 

ranged from 0.08 to 0.42 values; 25.4% of the 

strains had a MAR index higher than 0.2 (Table 

4), indicating a high risk of contamination for the 

consumer. This MAR index level is lower than 

that of the index’s found in in other studies from 

0.25 to 0.87 [36] and from 0.2 to 0.6 [37]. 

The results of this study indicated that resistance 

to multiple antibiotics was spread among 

Enterococcus isolates. 

Enterococcus is commonly present in the 

digestive tract of humans and animals, with very 

high numbers of various species of Streptococcus 

and Listeria monocytogenes harboring conjugal 

plasmids and transposons. This information 

supports the notion that the intestinal tract is the 

most favorable ecosystem for the direct sharing of 

genetic information between these bacterial 

genera [38]. The inclusion of antibiotics in animal 

feed and inadequate control of prescription 

medications lead to the proliferation of antibiotic 

resistance, like enterococci, in the natural flora of 

healthy humans and livestock. Although 

antibiotic-resistant enterococci as nosocomial 

pathogens from clinical environments, especially 

E. faecium [39, 40] and raw food samples from 

livestock have been extensively studied, little is 

known about the antibiotic resistance of 

enterococci strains isolated from fermented food 

samples.  

In conclusion, our findings suggest that the 

hygienic nature of raw meat may be important as 

a source of enterococci in the fermentation of 

meat. It may also provide the correct physical and 

biochemical conditions for the growth of 

enterococci during fermentation. This study, 

therefore, suggests the need for continuous 

surveillance of enterococci in meat products, 

considering their importance as vectors for the 

spread of microorganisms from animals to 

humans via the food chain. In addition, 

enterococci obtained from animal foods should be 

handled carefully for antimicrobial resistance. 

Fermented meat products are enterococcal 

reservoirs of antibiotic resistance. This provides 

useful risk assessment information indicating that 

foods containing antibiotic-resistant enterococci 

are likely to pose a potential public health risk to 

consumers.  
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Electromagnetic Shielding Properties of Pack Borided MirraxTM Steel 

İbrahim ALTINSOY*1

Abstract 

In this study, it was aimed to investigate the electromagnetic interference shielding (EMI-SE) 

as well as some physical and mechanical properties of pack borided Mirrax tool steel. 

Boriding process was carried out at 900, 950 and 1000°C for 2, 5, 8h, respectively. Optical 

images showed that borides layer have smooth morphology and flat interface with 

matrix. XRD analysis revealed that main phases in the layer were FeB and Fe2B. Intensity of 

FeB phases increased with increment of process temperature and time. Depending on process 

time and temperature, the thickness of borides layer was ranged from 10 µm to 87.80 µm. 

Microhardness of layer was between 1700 and 2400 HV. EMI-SE measurements conducted 

within Ku band (12-20 GHz) indicated that EMI-SE efficiency increased by increasing of 

process time and temperature and it was ranged from 52dB to 75dB. It is possible to claim 

that borided Mirrax steel performed good EMI-SE and when boriding time reached to 5h, 

remarkable EMI-SE (electromagnetic interference shielding) (over 60dB) was observed on 

the samples borided at 900°C. 

Keywords: pack boriding, borides, EMI-SE, microhardness, layer thickness. 

1. INTRODUCTION

The rapid proliferation of diverse 

electro/electrical products and technology has 

resulted in the increase of electromagnetic 

pollution known as electromagnetic interference 

(EMI) to greater levels. This ever-increasing 

electromagnetic pollution can produce severe 

interference effects and may cause detrimental 

effects on device performance and human health 

[1, 2]. Therefore, the issues caused by 

electromagnetic interference are exposed to 

people accompanied by the transmission of high-

energy electromagnetic radiation, and have 

become critical problems needed to be addressed. 

Electromagnetic interference (EMI) and 

electromagnetic wave pollution will not only 

* Corresponding author: ialtinsoy@sakarya.edu.tr
1 Sakarya University, Engineering Faculty, Department of Metallurgy and Materials Engineering, Turkey.

ORCID: https://orcid.org/0000-0003-4284-5397

cause interference and serious impact on 

electronic equipment, but also cause harm to 

human health. Also, in national defense and 

military fields, electromagnetic wave leakage will 

seriously harm national defense information 

security and state secret protection [2, 3]. EMI can 

be shielded by mechanisms involving reflection 

and absorption of electromagnetic (EM) 

radiation. Reflection occurs through interactions 

of incident EM waves with mobile charge carriers 

(electrons or holes) of an electrically conductive 

material [2]. To minimize these issues arising due 

to EMI, effective shielding materials are in need 

to protect the efficient operation of 

electro/electrical systems. And they are widely 

employed to prolong the service life of 

equipment, improve the electromagnetic 
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compatibility (EMC) and security of biological 

systems, whilst reduce the impact and harm in 

electromagnetic radiation on the human body or 

the equipment being interfered [1,3]. As a result, 

searching for high performance EMI shielding 

materials has become a burgeoning field of 

research. Currently, the most commonly used 

materials for EMI shielding are metals, such as 

stainless steel, copper, aluminum, silver, etc. due 

to good electrical conductivity, metals exhibit 

excellent EMI shielding performance. However, 

many metals come across problems of high 

specific weight, susceptibility to corrosion, and 

easy oxidation [4]. Among these materials, the 

diffusion of hydrogen into steels results in a 

number of problems such as; hydrogen-induced 

cracking, hydrogen stress cracking, sulfide stress 

corrosion cracking and hydrogen embrittlement 

[5]. With the increasing demand for EMI 

shielding in various applications, such as high 

temperature and corrosion circumstances, as well 

as hydrogen infiltration, there exists a growing 

interest in exploring suitable materials [4]. For 

this purpose, boriding of steel substrates should be 

promising approach and there is limited reports in 

open literature about EMI shielding effectiveness 

of borided steels.  

Boriding, being a kind of thermo-chemical 

surface hardening process by which boron is 

introduced onto the surface of the steels and its 

alloys at elevated temperature and generally 

applied to engineering components to increase the 

superficial hardness, enhance their oxidation, 

abrasion, and erosion resistance [6,7, 8]. The 

formation borides such as FeB and Fe2B depends 

on the process temperature, the chemical 

composition of the substrate steel, the boron 

potential of the medium and the duration of the 

boriding [9, 10]. The material alloy composition 

also plays an important role in the morphology 

and properties of the boride layer [10]. Borided 

surfaces can maintain their hardness, wear 

properties up to 1000 °C. One of the most 

important features of the borided surface is to 

retain its hardness even after additional heat 

treatment [11]. Various boriding techniques such 

as powder-pack boriding, liquid boriding, plasma 

boriding and gas boriding have been developed 

[12,13]. Pack boriding method is frequently used 

because of having technical favors and cost 

efficiency [11, 12]. The process consists of 

packing the samples in a powder mixture rich in 

boron inside of a stainless steel box [14]. Ferrous 

and non-ferrous materials are commonly borided 

in temperature range of 850–1000 °C and with 

treatment time range of 1–10 h or more in pack 

boriding process [11]. 

The aim of this study, to enhance surface 

properties such as high increasing hardness of 

Mirrax tool steel, by pack boriding method and 

investigate EMI shielding properties of the 

borided surface formed on the studied steel 

sample within the Ku band range. The main 

driving force of this report is there are limited 

reports about EMI-SE effectiveness of borided 

steels in open literature and therefore, it was 

focused on EMI-SE tests as well as  the 

mechanical , morphological properties of borides 

formed on the Mirrax steel surface. 

2. MATERIALS and METHOD 

Mirrax steel samples with dimensions of 

20x15x10 mm were ground with 240,320, 400 

and 600 number SiC papers and at each grinding 

stage, grinding papers were lubricated with 

stream of water. Then, all samples were washed 

and dried. After drying, samples were taken to 

polishing wheel and polished with 1 m diamond 

past in order to clean surface and enhance the 

boron diffusion efficiency prior to boriding 

process. Pack boriding was realized at 900, 950, 

1000°C for 2, 5, 8h, respectively by sealing 

samples within steel container with Ekabor® as 

boronizing source and Ekrit® powders, for 

preventing possible oxidation. Chemical 

properties of the Mirrax steel was given in Table 

1.  

After boronizing, samples were grinded  with SiC 

abrasive paper up to1000 grid and then polished 

with 1 µm alumina suspension. Polished samples 

were etched with 3 % of Nital (vol. 3% HNO3-

vol. 97%Ethanol) in order to carried out optical 

microscopy observation. The borides layer 

formed on the surface of steel substrate were 

examined via Nikon Eclipse L200 optical 

microscope. Layer thickness was measured with 
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image analysis from the optical micrographs as-

taken. XRD analysis was conducted by Rigaku 

PC2200 using CuKα with a wavelength of 1.54 

nm between 20-90° range in order to detect boride 

phases in the borided layer. Microhardness of 

borides and variation of hardness from borides to 

matrix were measured by Nikon VM-HTMod 

with a load of 50g. Electromagnetic Interference 

Shielding test was carried out via Vector Network 

Analyzer (Agilent ENA E5071C) according to 

ASTM D4935 within the Ku band (12-20 GHz). 

Thickness of borided samples was reduced to 2 

mm in order to elude the shielding efficiency of 

metallic matrix before EMI-SE test. 

Table 1 Chemical composition of Mirrax® Steel 

Elements/Chemical Composition, wt.% 

C Si Mn Cr Mo Ni V 

0.25 0.35 0.55 13.3 0.35 1.35 0.35 

3. RESULTS AND DISCUSSIONS  

3.1. Optical Microstructure 

Optical images of Mirrax sample borided at 900-

1000°C for 2-8h were illustrated in Figure 1-3 (a-

c). As it can be seen from optical micrographs, 

borided layer had smooth morphology and flat 

interface between layer and matrix. It was resulted 

from alloying elements of Cr, Ni due to high 

amount of Cr and Ni in the Mirrax steel matrix 

restricted the growing of borides layer [9, 15, 16, 

17]. These elements, especially Cr, also has 

higher dissolution ability in the layer according to 

iron matrix because of atomic number of Cr was 

lower than that of Fe and therefore, higher 

porosity can be seen towards surface of the 

borides layer. It was probably resulted from more 

Cr promoted towards the surface of the borides 

layer by boriding temperature and time increased 

(Fig.1-3 a-c)[15]. On the other hand, Ni tends to 

accumulate at the end of borides layer during 

boriding process [16] and it can be claimed that 

grayish-black coloured zone beneath the layer 

indicated Ni and also Cr rich region. Ni elements 

pushed towards the tips of borides also formed the 
complex (Fe,Ni)B [16] as well as some Cr-borides 

with grayish-green coloured particle morphology 

at the grain boundaries and some of them can take 

place in the steel matrix observed as grayish-

green colored small bright particles (Fig. 2-3b-c). 

As boronizing time and temperature progress, the 

borides layer became more porous as more 

alloying elements take place of iron during 

boriding and it leaded to more porosity formation 

[16]. 

It can be seen from optical micrographs, borided 

layer thickness increased with decreased growing 

rate by boriding progress and temperature raised 

(Fig. 1-3a-c). This is well-known diffusion 

phenomenon and in the presence of high alloying 

elements (Cr), growing of the borides layer 

become difficult. The nature of borides layer had 

polyphase morphology and consisted of 

FeB/Fe2B (Fig. 2b). This polyphase nature was 

obviously seen in the samples borided at 950 and 

1000 °C. At the beginning of the boriding 

process, boron diffusing occurs first, and Fe2B 

phase is formed by the reaction of boron with iron. 

By increasing the thickness of this boride layer, 

the boron diffusion towards the end of borides and 

matrix is reduced and the FeB phase, which has 

higher boron content, starts to form on the Fe2B 

phase by reaction of B with outer section Fe2B 

(Fig. 2-3a-c) [9, 18].  

 
a) 

 
b) 
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c) 

Figure 1 Optical micrographs of Mirrax steel borided 

at 900°C, a) 2h, b) 5h, c) 8h. 

 
a) 

 
b) 

 
c) 

Figure 2 Optical micrographs of Mirrax steel borided 

at 950°C, a) 2h, b) 5h, c) 8h. 

 

 
a) 

 
b) 

 

 
c) 

Figure 3 Optical micrographs of Mirrax steel 

borided at 1000°C, a) 2h, b) 5h, c) 8h. 

3.2. Layer Thickness 

Variation of borides layer thickness was 

presented in Table 2 and it can be seen from Table 

2, when boriding temperature increased, the 

thickness of borides layer rapidly growth for the 

short process time, 2h. So that, four time higher 

thickness for sample borided at 1000°C, 2h was 

measured compared to that of sample borided 

900°C, 2h and the growing rate of borides reduced 

from four times to three and two-half  times in the 

samples borided for 5 and 8h, respectively by 

increasing temperature. The growing of layer got 

slower when the process time increased for 

increasing temperatures. On the other hand, 

boriding temperatures was more dominant factor 

for growth of the borides layer. The obtained 
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results was coming from nature of diffusion 

phenomenon as boronizing is diffusion base 

process, and results were similar to reports related 

to boriding of AISI 420 steel [16, 19]. Mirrax steel 

was derivated and developed from AISI 420 steel, 

thus similar but lower layer thickness was 

measured in Mirrax steel than that of AISI 420 

due to higher amount of Cr and Ni according to 

AISI 420 steel. 

Table 2 Borides Layer thickness depending on 

boriding time and temperature 

Boriding 

Time (h) 

Boride Layer Thickness (µm) 

Boriding Tempereature (°C) 

900 950 1000 

2 11,55 32,06 43,85 

5 21,32 46,50 66,63 

8 33,51 62,20 86,15 

3.3. XRD Analysis 

XRD analysis of the boride samples were shown 

in Figure 4a-c.  

 
a) 

 

 

 

 

 

 

 
b) 

 

 

 
 

 

 

 

c) 

Figure 4 XRD analysis of borided Mirrax Steels 

according to boriding temperature, a) 900°C,  b) 

950°C,  c) 1000°C. 

When boriding process have just started, Fe2B 

initially formed followed by saturation of matrix 

with boron. As boronizing process progressed, 

Fe2B layer growth restrictly due to high amount 

of Cr as well as some Ni in the steel matrix and 

FeB started to form by reaction of boron rich Fe2B 

on outer side of Fe2B phase. Therefore, 

remarkable amount of FeB was detected in the 

sample even borided at 900°C for 2h (Fig. 4a). 

According to XRD analysis, FeB formation 

accelerated with increasing temperature and time. 

for 8h This led to detection of only FeB on the 

surface of borided matrix as thickness of FeB 

layer which took place outer zone of the borides 

increased with increment in boronizing time and 

tempearature. (Fig. 4b-c). It was reported that 

double phase (FeB/Fe2B) was common for high 

alloy steels. [14, 17] Althogh there was high 

amount of Cr in the samples, there was no CrB 

detected due to possible a relative low intensity 

and a low volume fraction of the chromium boride 

phases within the borides layer [17]. 

3.4. Microhardness 

Microhardness of borides formed on the steel 

samples was ranged from 1672 HV to 2215 HV 

by increasing of boriding temperature and times. 

Microhardness of the borided samples was four 

times higher than that of Mirrax steel matrix 

(500HV) which was higher than that of annealed 

Mirrax steel (250 HV) [20] (Fig. 5a-c). It was 

reported that AISI 420 steel could be air quenched 

and hardness of air quenched AISI 420 steel was 

approximately 500 HV. Mirrax have similar heat 

treatment characterizations with AISI 420 steel 

and identical results obtained for Mirrax steel [20, 

21]. During boriding process, steel matrix was 

possibly exposed to air quenching and that matrix 

hardness was measured. 

It can be observed from the Figure 5a-c, 

penetration of high hardness continued towards 

more inner section of matrix due to increasing of 

borides layer consisting of FeB and Fe2B with 

increment in the process time and temperature. It 

can be said that microhardness of over 1800 HV 

2θ 
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8h 
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was measured in max. 20 µm range in the samples 

borided at 900°C for 8h. There was also limited 

Ni rich diffusion zone having 600-1000HV 

microhardness observed in the same borided 

samples.  

 
a) 

 
b) 

 
c) 

Figure 5 Variation of microhardness from surface to 

interior of sample in the samples borided at  a) 

900°C,  b) 950°C,  c) 1000°C. 

When boriding temperature raised to 950°C, it 

was observed that high microhardness of over 

1800 HV could be measured up to 50 µm distance 

from the borides surface. Same phenomenon was 

seen up to 60 µm in the samples borided at 

maximum temperature. This was resulted from 

growing of the layer having FeB phase which is 

harder. By increasing of layer thickness, 

microhardness of 1800 HV was measured up to 

75 µm, and diffusion zone also enlarged by 

increment in temperature and times. 

Microhardness of over 2000 HV measured in the 

all samples, except that of borided at 900°C for 2h 

possibly due to complex borides (Fe,Cr)B 

formation which was resulted from high amount 

of Cr within the FeB layer formed on the near 

surface regions (Fig.5a-c). 

3.5. EMI-SE Analysis 

EMI-SE (total) measurement were carried out 

within Ku band and results were presented in 

Figure 6a-c. Also, variation of mean EMI-SE with 

layer thickness was shown in Figure 7. As Figure 

6a was investigated, it was found that at lower 

boriding temperature maximum EMI-SE was 

ranged from 60 to 74 dB by increasing process 

time. As boronizing time raised, variation of EMI-

SE within Ku band seen in a narrower range. 

When boriding temperature increased to 950°C, 

maximum EMI-SE was measured between 70-79 

dB. On the other hand, EMI-SE of sample borided 

at 950°C for 2h was significantly decreased to 60 

dB after 13 GHz band passed and remained within 

60-65 dB range up to 20 GHz. However, samples 

borided at 950°C for 5 and 8h performed higher 

EMI-SE efficiency and become more stable 

within the Ku band range. Samples borided at 

1000°C had narrower, higher and more stable 

EMI-SE efficiency in the same band range. 

Maximum EMI-SE was ranged between 74 and 

80 dB and samples caused a lower EMI-SE lost as 

boronizing time progressed with increased the 

band frequency (Fig. 6b-c). 

When the layer thickness-EMI-SE relationship 

was examined, mean EMI-SE values reached the 

desirable maximum, 75 dB, at 46 µm borides 

layer thickness. After reaching out certain layer 

thickness, mean EMI-SE was not remarkably 

changed up to maximum layer thickness of 86 µm 

which belonged to sample borided at 1000°C for 

8h (Fig. 7). It can be claimed that mean EMI-SE 

was increased by increasing of layer thickness up 

to 46 µm and certain amount of FeB phase. The 

borides layer have poly phase (FeB/Fe2B) and 

thickness of FeB phase increased with growing of 
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borides layer. The thickness of FeB was lower 

than half of total thickness of borides layer for the 

sample borided at 950° C for 5h. The higher 

boronizing temperature and duration, the higher 

FeB ratio to Fe2B in the layer was observed. It was 

possibly reason of the fixing EMI-SE of around 

75 dB.  

 
a) 

 
b) 

 
c) 

Figure 6 Total EMI-SE in the Ku band of steel 

samples borided at a) 900°C,  b) 950°C,  c) 1000°C. 

On the other hand, increasing FeB ratio and layer 

thickness led to narrower and more stable EMI-

SE for samples borided at higher temperatures 

and durations (Fig.7). 

 

Figure 7 Variation of mean EMI-SE with borided 

layer thickness 

4. CONCLUSIONS 

The following results can be derived from this 

study, 

a. The microstructure of borides formed on 

the surface of Mirrax steel was smooth 

morphology. 

b. The thickness of borides layer, 

microhardness and penetration of 

microhardness were increased by 

increment of boriding temperature and 

time. 

c. XRD revealed that borides layer showed 

biphasic nature (FeB, Fe2B). 

d. Maximum EMI-SE, total values increased 

from 50 to 80 dB as boriding time and 

temperature raised. 

e. Mean EMI-SE of samples was increased 

with certain layer thickness (46 µm) and 

FeB ratio in the layer and it was found to 

be maximum 75 dB for sample borided at 

950 °C for 5h. 

f. It can be expressed that optimum EMI-SE 

values obtained in sample borided at 950 

°C for 5h. 

g. Layer thickness was more dominant effect 

than type of borides on the EMI-SE 

values. But, by increasing layer thickness 

and FeB amount made EMI-SE more 

stable within Ku band range. 
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A Comparative Investigation of the Mechanical Properties of Single and Bi Layer 

MoS2 Structures: Influences of Defect, Strain Rate and Temperature 

Ahmet Emin ŞENTÜRK*1 

Abstract 

In this paper, the mechanical properties of single and bi layer molybdenum disulfide (MoS2) 

structures are investigated using uniaxial tensile molecular dynamics (MD) simulation. 

According to the results of MD simulations, these structures show superior mechanical 

properties (failure strain, ultimate tensile strength and Young’s modulus) for various 

applications of nanodevice. The mechanical properties of single and bi layer MoS2 structures 

are studied at four different temperatures between 300 K and 900 K and different strain rates 

from 107 s-1 to 109 s-1. As temperature increases up to 900 K, the mechanical properties of single 

and bi layer MoS2 structures gradually decrease, due to the high temprerature’s weakening 

effect. Also, changing of temperatures shows more effect on the bi layer MoS2 structure than 

single layer MoS2 structure. Furthermore, MD results show that the mechanical properties of 

single and bi layer MoS2 structures demonstrate increasing trend when the strain rate increases. 

Different strain rates indicate similar effects on the mechanical properties of single and bi layer 

MoS2 structures. On the other hand, the mechanical properties of these structures are adversely 

affected by structural defects. Accordingly, the influences of two different S atom types 

vacancy defect on the mechanical properties of single and bi layer MoS2 structures are 

examined. When the vacancy defect concentrations in MoS2 structures increase, the mechanical 

properties of these structures decrease significantly. In addition, S atom bi vacancy defects type 

exerts more effect on the mechanical properties of single and bi layer MoS2 structures than S 

atom single vacancy defect type do by increasing concentration. Additionally, vacancy defects 

indicate more influence on the bi layer MoS2 structure than single layer MoS2 structure. Finally, 

the results of this study make them excellent candidate for nano-mechanical systems. 

Keywords: molecular dynamics, MoS2 structure, mechanical properties. 

 

1. INTRODUCTION 

The discovery of 2D nanomaterials, many 

investigations have been conducted for the 

applications in nanodevice. Due to 2D transition 

metal dichalcogenides’ (TMDs) electronic, 

mechanical, thermal, structural properties and 

many potential applications [1-5], they have 
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gained increasing attention, recently. For 

example, molybdenum disulfide (MoS2), a 2D 

semiconductor, is promising member of TMDs 

family with hexagonal lattice structure. Different 

from graphene, because of its considerable band 

gap, MoS2 is proposed as an excellent potential 

candidate in flexible electronics and 

optoelectronic devices [6, 7], piezoelectronics [8], 
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high-performance field-effect transistors [3], and 

valleytronics, [9, 10]. MoS2 can be further 

manipulated via changing its stacking order [11], 

number of layer [12], or by application of 

mechanical strain [13, 14]. MoS2 is consisting of 

Supper–Mo–Slower triple thickness layers. During 

synthesizing or processing, in reality, structural 

defects, such as, Stone-Wales and vacancy, are 

unavoidably observed in MoS2. Structural defect 

affects the physical, mechanical and chemical 

properties of MoS2. Only vacancy defect was 

examined in this investigation. 

The mechanical properties of 2D nanostructures 

have examined by several researchers using 

molecular dynamics (MD) simulations, in recent 

years [15, 16]. The published knowledges 

regarding the mechanical properties of single and 

bi layers MoS2 structures are still limited, despite 

of the earlier experimental realization of these 

structures. Comprehensive computational 

estimates of the mechanical properties of single 

and bi layers MoS2 structures are examined, in 

this investigation. Additionally, understanding 

the effects of vacancy defect on the mechanical 

properties of MoS2 structure are crucial issue. 

Mamun et al. [17] investigated the effects of 

different types of vacancy defects, such as, single 

and bi-vacancy, on thermal properties of single 

layer MoS2 structure. They indicated that thermal 

property of  single layer MoS2 structure is 

significantly reduced with increasing defect 

concentrations. However, the effects of vacancy 

defect on the mechanical properties of MoS2 

structure get less attention from authors. Thus, the 

influences of single and bi vacancy defects on the 

single and bi layers MoS2 structures are studied. 

In this work, because of problems in experimental 

characterizations of 2D nanomaterials, MD 

simulation was used as an alternative of 

experimental studies. 

2. SIMULATION METHODS AND 

PHYSICAL MODELS  

In this investigation, the VNL package [18] was 

used for visualization, while all MD simulations 

of MoS2 structure were conducted by using 

LAMMPS [19], which is the publicly available 

simulation code. The physical model of the 

atomistic structure of MoS2 was illustrated in 

Figure 1. Single and bi layer MoS2 structures 

consisting of 7500 and 15000 atoms, respectively, 

were built with almost 13.6 nm in width and 15.8 

nm in length.  

 

Figure 1 Physical model of the non-defective single 

layer MoS2 structure: Mo represents a molybdenum 

atom and Sd and Su represent S atom in the lower and 

upper layer, a) top and b) side views 

To compute the mechanical properties of single 

and bi layer MoS2 structures, uniaxial tensile test 

was conducted at room temperature (300 K) for 

loading condition. Integration scheme of velocity 

Verlet was used in the calculation to solve the 

motion-equations with a time step of 0.5 fs. For 

defining the interatomic interactions of single and 

bi layer MoS2 structures, the correctness of force 

field is so important. There are several potential 

for use in MD simulations, such as Stillinger-

Weber (SW), Tersoff and Brenner. The Tersoff 

and Brenner bond-order potentials have had 

particular success for carbon-based materials. 

Beside these potentials, the SW potential is 

another successful empirical potential for 

covalently bonded systems. The SW potential has 

a simpler form and fewer parameters than the 

Brenner potential, so it is much faster. One of the 

practical advantage of the SW potential is that it 

has been implemented in almost all available MD 

simulation packages. For these structures, the SW 

potential is chosen. This potential is simple and 

contains all possible atomic interactions of S and 

Mo [20, 21]. Therefore, it is used to describe the 

interatomic interactions of these structures. 

Additionally, this potential provides an accurate 

prediction for the structural parameters of MoS2. 

The form of SW potential can be written as, 
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𝐸

=∑∑∅2(𝑟𝑖𝑗)

𝑗>𝑖𝑖

+∑∑∑∅3(𝑟𝑖𝑗, 𝑟𝑖𝑘, 𝜃𝑖𝑗𝑘)

𝑘>𝑗𝑗≠𝑖𝑖

 

(1) 

The two-body interaction potential ∅2 takes the 

following form. 

∅2(𝑟𝑖𝑗) = 𝐴𝑖𝑗 (
𝐵𝑖𝑗

𝑟𝑖𝑗
4 − 1)

× 𝑒𝑥𝑝 [
𝜌𝑖𝑗

𝑟𝑖𝑗 − 𝑟𝑖𝑗
𝑚𝑎𝑥] 

(2) 

The three-body interaction potential ∅3 in 

Equation (1) is modeled as; 

∅3(𝑟𝑖𝑗, 𝑟𝑖𝑘, 𝜃𝑖𝑗𝑘)

= 𝐾𝑖𝑗𝑘𝑒𝑥𝑝 [
𝜌𝑖𝑗

𝑟𝑖𝑗 − 𝑟𝑖𝑗
𝑚𝑎𝑥

+
𝜌𝑖𝑘

𝑟𝑖𝑘 − 𝑟𝑖𝑘
𝑚𝑎𝑥]

× (𝑐𝑜𝑠𝜃𝑖𝑗𝑘

− 𝑐𝑜𝑠𝜃0,𝑖𝑗𝑘)
2
 

(3) 

∅2 and ∅3 represents the two body (bond 

stretching) and three body (bond bending) 

interactions. The pair separations are described by 

𝑟𝑖𝑗 and 𝑟𝑖𝑘. The angle between the separation 

vectors centering on atom-i is denoted by 𝜃𝑖𝑗𝑘. 

The potential parameters are 𝐴, 𝐵, 𝐾, 𝜌, along 

with 𝑟𝑚𝑎𝑥 cutoff radii and equilibrium angles and 

they rely upon on the atoms interacting with each 

other. Periodic boundary conditions (PBCs) are 

used to the in-plane directions (x and y 

directions), in order to minimize edge effects. 

Single and bi layer MoS2 structures are uniaxially 

stretched at strain rate of 109 s-1. Virial stresses are 

computed at each strain’s level to acquire a stress–

strain response. The Young’s modulus (YM) of 

MoS2 structure was computed at low level of the 

strain (up to 0.05) of the linear region. The stress 

(𝜎), strain (𝜀) and YM (𝐸) of single and bi layer 

MoS2 structures can be written as: 

𝜀 =
𝑙 − 𝑙0
𝑙0

 (4) 

𝜎 =
1

𝐴𝑡

𝜕𝑈

𝜕𝜀
 (5) 

𝐸 =
1

𝐴𝑡

𝜕2𝑈

𝜕2𝜀
 (6) 

here, the thickness, surface area and strain energy 

of single and bi layer MoS2 structures are 

expressed by 𝑡, 𝐴 and 𝑈, respectively. The final 

and initial lengths of these structures are denoted 

by 𝑙 and 𝑙0, respectively. 

3. RESULTS AND DISCUSSION 

Firstly, to understand the energetic stability of the 

MoS2 structure, per-atom cohesive energy was 

computed as: 

𝐸𝑐𝑜ℎ = (∑ 𝐸𝑖 − 𝐸𝑡
𝑖

) /𝑛 (7) 

here 𝑛, 𝐸𝑡 and 𝐸𝑖 denote the total number of atoms 

in the cell, total energy per cell and the energy of 

the i-th isolated atom, respectively. MD results 

indicated that the cohesive energy of MoS2 

structure is negative, -10.41 eV. This result 

indicate that MoS2 structure is energetically 

stable. 

3.1. Mechanical Properties 

In this section, the MD simulations system was 

employed to investigate the effects of various 

temperatures, structural defects and different 

strain rates on mechanical properties of single and 

bi layers MoS2 structures. Firstly, the computed 

uniaxial stress–strain response for considered 

single layer MoS2 structure was showed in Figure 
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2. The YM, ultimate tensile strength (UTS) and 

failure strain (FS) of single layer MoS2 structure 

were acquired at low strain levels (up to 0.05). At 

300 K, the acquired YM, UTS and FS values of 

single layer MoS2 structure are 0.202 TPa, 42.7 

GPa and 0.155, respectively. These results are in 

agreement with the previous study [22] on the 

single layer MoS2 structure. Also, the mechanical 

properties of bi layer MoS2 structure were studied. 

The YM, UTS and FS of bi layer MoS2 structure 

are 0.191 TPa, 40.3 GPa and 0.149, respectively. 

These results revealed that these structures have 

outstandingly high mechanical properties.  

 

Figure 2 Stress-strain curve of pristine MoS2 

structure at room temperature 

3.1.1. Temperature Effects 

In this part of this study, the effects of various 

temperatures on the mechanical properties of 

single and bi layer MoS2 structures were 

examined. Using MD simulations for single and 

bi layer MoS2 structures at 300 K, 500 K, 700 K 

and 900 K, the UTS, FS and YM values of single 

and bi layer MoS2 structures are presented in 

Figure 3. According to these results, by rising the 

temperatures up to 900 K, the UTS, FS and YM 

of single and bi layer MoS2 structures gradually 

reduce. With increasing temperature, these 

structures become softer and less stiff. The atomic 

thermal vibrations get more dramatically robust 

and the vibrational amplitudes seem to be more 

tremendous while the temperature is growing up. 

This growing prompts the interatomic distance 

expands. When the distances of neighbors atoms 

increase, the interaction energy of atoms decrease 

by increasing temperature. Therefore, the UTS of 

single and bi layer MoS2 structures reduces. Also, 

by increasing temperature, the strain energy 

reduces because of the rising kinetic energy. 

Hence, high temperatures affect the FS adversely. 

As temperature is increased, the binding energy 

between atoms reduces. Thus, the YM values of 

single and bi layer MoS2 structures decrease.  

According to Figure 3, when the temperature rises 

from 300 K to 900 K, the maximum variations in 

the YM of single and bi layer MoS2 structures are 

around 23.7% and 27%, respectively. The UTS of 

single and bi layer MoS2 structures are 66.3% and 

68.3% lower than those at room temperature, 

respectively, when the temperature is increased to 

900K. Similar to other properties, the FS 

reduction of single and bi layer MoS2 structures 

are computed around 55.1% and 59.2%, 

respectively, as the temperatures rise from 300 K 

to 900 K. The difference between monolayer and 

multilayer MoS2 can be lies in the presence of the 

van der Waals interlayer interaction. The 

interlayer van der Waals interaction between 

adjacent layers is not that strong. Therefore, it 

cannot boost the mechanical properties for 

multilayer MoS2 significantly. As a result, 

changing of temperatures shows more effect on 

the bi layer MoS2 structure than single layer MoS2 

structure. It is important to note that, the van der 

Waals interaction can be strengthened by various 

methods such as, chemical functionalization and 

surface roughness modification. 
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Figure 3 a) Young’s modulus b) ultimate tensile 

strength and c) failure strain of MoS2 structure as a 

function of different temperatures 

3.1.2. Strain Rate Effects 

The effects of different strain rates on the 

mechanical properties of single and bi layer MoS2 

structures were studied. In Figure 4, the UTS, FS 

and YM of single and bi layer MoS2 structures 

were shown as a function of different strain rate. 

It can be seen in Figure 4, as the strain rate rises 

from 107 s-1 to 109 s-1, the YM, UTS and FS of 

single and bi layer MoS2 structures show an 

increasing trend. Additionaly, it can be said that 

the strain rates influence on the mechanical 

properties of single and bi layer MoS2 structures 

indicate similar behavior. As observed in Figure 

4, as the strain rate reduces from 109 s-1 to 107 s-1, 

the maximum differences in the UTS, FS and YM 

of single layer MoS2 structure are around 13.1%, 

22.4% and 25.6%, respectively, at 300 K. 

Additionally, as shown in Figure 4, the UTS, FS 

and YM reduction of bi layer MoS2 structure are 

almost 14.6%, 21.4% and 24.5%, respectively, 

when the strain rate is decreased to 107 s-1, at room 

temperatue. Also, various strain rates show 

similar influences on the UTS, FS and YM of 

single and bi layer MoS2 structures. 

 

 

 
Figure 4 a) Young’s modulus b) ultimate tensile 

strength and c) failure strain of MoS2 structure as a 

function of different strain rates 

3.1.3. Defect Effects 

The influences of two different S atom types 

vacancy defect (point and bi vacancy) on the 
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mechanical properties of single and bi layer MoS2 

structures were investigated, in this part. It is 

important to note that experimentally introduce S 

atom defects into the MoS2 structures is found to 

be easier than defects caused by Mo atom defects 

[23]. Therefore, only S atom vacancy defect was 

examined, in this study. The atomic structures of 

the defective MoS2 with point and bi vacancy 

defects are shown in Figure 5. 

 
Figure 5 The atomic structure of the defective MoS2 

structures with a) point and b) bi vacancies 

As observed in Figure 6, due to the S atom point 

and bi vacancy defects in the single and bi layer 

MoS2 structures at 300 K, the mechanical 

properties of these structures decrease. 

Additionally, in Figure 6, the effects of eight 

various concentrations of S atom vacancy defects 

on the UTS, FS and YM of single and bi layer 

MoS2 structures were investigated. As the point 

and bi vacancy defects concentration increases up 

to to 4%, the mechanical properties of single and 

bi layer MoS2 structures containing vacancy 

defects gradually reduce, in Figure 6. The MD 

simulation results in Fig. indicated that the type of 

S atom bi vacancy defect exerts more influence on 

the FS, UTS and YM than other do with 

increasing concentrations because type of S atom 

bi vacancy defect occurs a hole in the structure. 

For single layer MoS2 structure, the maximum 

variations in the YM, UTS and FS between the 

pristine MoS2 structure and that one with S atom 

bi vacancy defect type are about 27.9%, 78.3% 

and 64.1%, respectively, in Figure 6. 

Furthermore, as shown in Figure 6, the variations 

of the YM, UTS and FS between the pristine 

MoS2 structure and that one with S atom single 

vacancy defect type are changed between 22.9%, 

72.9% and 58.8%, respectively. Also, for bi layer 

MoS2 structure, the maximum variations in the 

YM, UTS and FS between the pristine bi layer 

MoS2 structure and that one with S atom bi 

vacancy defect type are almost 25%, 82% and 

65.1%, respectively, in Figure 6. In addition, the 

differences of the YM, UTS and FS between the 

pristine bi layer MoS2 structure and that one with 

S atom single vacancy defect type are changed 

between 20%, 77.3% and 60.4%, respectively. 

For both single and bi layer MoS2 structures, 

vacancy defect type’s  changing indicates more 

influence on the FS and UTS than YM does by 

rising defect concentration. 

 

 

 
Figure 6 a) Young’s modulus b) ultimate tensile 

strength and c) failure strain of single and bi layer 

MoS2 structures as a function of the concentration of 

point and bi S atoms vacancy defects 
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4. CONCLUSIONS 

In this study, via utilizing MD simulations, the 

mechanical properties (FS, UTS and YM) of 

single and bi layer MoS2 structures are 

investigated. Also, the influences of various strain 

rates, vacancy defects and temperatures on the 

single and bi layer MoS2 structures are studied. 

MD simulation results indicated that single and bi 

layer MoS2 structures have ultra high mechanical 

properties. The influences of four various 

temperatures from 300 K to 900 K on the 

mechanical properties of single and bi layer MoS2 

structures are examined. As the atomic bonds 

become weaker at higher temperatures, the lower 

FS, UTS and YM values occur. In addition, bi 

layer MoS2 structure has lower mechanical 

properties than single layer MoS2 structure, at 

high temperature. It is also demonstrated that the 

existence of point and bi vacancy defects in single 

and bi layer MoS2 structures reduce the 

mechanical properties of these structures 

remarkably by increasing concentrations of 

defects. Furthermore, S atom bi vacancy defect 

type exerts more effect on the mechanical 

properties of single and bi layer MoS2 structures 

than S atom single vacancy defect type do with 

increasing concentrations. The effects of various 

strain rates from from 107 s-1 to 109 s-1 on the FS, 

UTS and YM of single and bi layer MoS2 

structures are studied. The FS, UTS and YM of 

single and bi layer MoS2 structures indicate 

increasing trend, as the strain rate increases. 

Single and bi layer MoS2 structures, along with 

superior electronic properties, exhibit ultra high 

mechanical properties which make it a promising 

candidate for nano-mechanical system. 
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Determination of Indoor Air Quality in University Student Canteens  

Gülgün DEDE1, Cemile DEDE*2 

Abstract 

The negative effects of indoor air quality cause a decrease in the working efficiency of people, 

and health problems. For this reason, monitoring the indoor air quality of the places where 

students spend time such as canteen, cafeteria and library is important in terms of quality of 

life. Particulate matter is the leading source of pollutants affecting indoor air quality. For this 

purpose, the indoor air quality of student canteens in a public university located in Marmara 

Region, Turkey was examined in terms of temperature, relative humidity, person density, area, 

particulate matter (PM2.5 and PM10) parameters. The relative humidity in canteens was found to 

be within normal range in terms of comfort conditions, and the temperature was slightly higher 

depending on seasonal conditions and canteen conditions. According to the results of 

Spearman's correlation analysis applied, a statistically significant negative correlation between 

temperature and PM2.5  (r=-0.449) and PM10 ( r=-0.339) measurements,  a positive correlation 

between humidity and PM2.5 (r=0.974) and PM10 (r=0.440) measurements, and a positive 

correlation between the number of people and PM2.5 (r=0.320) measurements (p<0.05), a 

positive correlation  between PM2.5  (r=0.454) and PM10  were detected (p<0.01). It was 

determined that World Health Organization (WHO) limit values and air pollution regulation 

limit values were exceeded in canteens except E3 and A1 canteens. Due to the insufficient 

ventilation of the canteens, it was determined that particulate matter may pose a risk to the 

students and the employees of the canteen, and recommendations were made to improve the 

indoor air quality. 

Keywords: Indoor air quality, PM2.5, PM10, temperature, relative humidity, canteen 

 

1. INTRODUCTION 

The air quality within and around buildings and 

structures, particularly relating the building 

occupants' health and comfort, is considered as 

Indoor Air Quality (IAQ) [1].  It has been stated 

that low IAQ may cause building-related diseases 

and adversely affect human health. Nowadays, 
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people spend most of their time in indoor 

environments where there are crowded 

communities such as houses, workplaces, 

schools, indoor shopping centers and canteens 

[2]. However, according to the U.S. 

Environmental Protection Agency (EPA) 

pollutants levels in indoor air may be two to five 

times and sometimes even more than 100 times 
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higher than outdoor air levels [3]. Therefore, IAQ 

has a significant impact on health. The adverse 

health effects of indoor air pollutants may be 

occur immediately after exposure or may show up 

years later [1]. Both short-term and long-term 

exposure to IAP can cause a wide variety of 

diseases. Short-term effects include eye, nose and 

throat irritation, headache, dizziness and fatigue. 

Other health effects may occur years after 

exposure has occurred or only after prolonged or 

repeated exposure periods. These effects, which 

include some respiratory diseases, heart disease 

and cancer, can be fatal [4]. 

IAQ can be affected by many sources of pollution 

such as outdoor air,   building materials, furniture 

materials, fuels used in activities such as heating, 

lighting or cooking, pollutants arising from user 

activities like cleaning, smoking [5-8]. Some of 

the indoor air pollutants which are known their 

hazardousness to health are benzene, carbon 

monoxide, formaldehyde, naphthalene, nitrogen 

dioxide, polycyclic aromatic hydrocarbons, 

radon, trichloroethylene and tetrachloroethylene 

[9]. In terms of health, one of the most important 

pollutants in indoor air is particulate matter (PM). 

The particulate matter, also known as PM or 

particle pollution, is a complex mixture of 

airborne solid and / or liquid particles. These 

particles may exist in different sizes, shapes and 

compositions [4,10]. PM10 refers to particles less 

than or equal to 10 μm in diameter and PM2.5 

refers to fine inhalable particles with diameters 

that are generally 2.5 micrometers and smaller. 

Particles that are 10 micrometers in diameter or 

smaller are especially concern because they are 

inhalable. They can penetrate the upper regions of 

the body’s respiratory defense mechanisms [11, 

12].  In a study, it was predicted that the number 

of deaths attributable to PM2.5 is 4.2 million 

between 1990 and 2015 and 20% increased for the 

same period [13]. According to World Health 

Organization (WHO), air quality limit values are 

10 µg/m3 (annual mean) and 25 µg/m3 (24-hour 

mean) for PM2.5. For PM10, the specified limit 

values are 20 µg/m3 (annual mean) and 50 µg/m3 

(24-hour mean) (Table 1) [14]. The limit values 

stated in the Air Quality Assessment and 

Management Regulation (2008) in our country is 

50 µg/m3 (24-hour mean) for PM10 (Table 1) [15]. 

Limit values recommended in national and 

international standards on indoor air quality are 

shown in Table 1 [4, 9, 11, 15, 16, 17]. 

Table 1. Limit values recommended in national and 

international standards on indoor air quality 
Turkey  PM10 <40 μg/m3 (annual mean) 

PM10 <50 μg/m3 (24-hour mean) 

Canada PM2.5<40 μg/m3 (8-hour mean) 

PM2.5<100 μg/m3 (1-hour mean) 

China PM10<150 μg/m3 (24-hour 

mean) 

WHO 

(World Health 

Organization)  

 

PM10<20 μg/m3 (annual mean) 

PM10<50 μg/m3 (24-hour mean) 

PM2.5<10 μg/m3 (annual mean) 

PM2.5<25 μg/m3 (24-hour mean) 

EPA 

(Environmental 

 Protection Agency) 

 

PM10<150 μg/m3 (24-hour 

mean) 

PM2.5<12 μg/m3 (annual mean) 

PM2.5<35 μg/m3 (24-hour mean) 

England PM10<50 μg/m3 

Norway PM2.5<20 μg/m3 

EU 

(European Union) 

PM10<40 μg/m3 (annual mean) 

PM10<50 μg/m3 (24-hour mean) 

PM2.5<25 μg/m3 (annual mean) 

Hong-Kong PM10<20 μg/m3 (Level 1) 

PM10<180 μg/m3 (Level 2)  

(8-hour mean) 

Belgium PM2.5<15 μg/m3 (24-hour mean) 

PM10<40 μg/m3 (annual mean) 

Korea PM10<100 μg/m3 (24-hour 

mean) 

PM10<100 μg/m3 (8-hour mean) 

Portugal PM2.5<25 μg/m3 (24-hour mean) 

PM10<50 μg/m3 (annual mean) 

Among the indoor environments canteens are 

especially important places for students because 

they may spend long times and be influenced from 

IAQ inside them. Investigating the inhalable 

particle concentrations inside them is great 

significance for human health [18]. The 

importance of this has been emphasized in many 

studies in the literature. Slezakova et al. (2019), 

assessed UFP levels in different indoor school 

microenvironments including classrooms, 

canteens, gyms, libraries. They conducted real-

time Ultra Fine Particles (UFP) measurements in 

20 public primary schools located in Oporto city 

which is the 2nd largest city in Portugal. Their 

results showed that canteens were the 

microenvironment with the highest UFP levels 

among the investigated indoor school 

microenvironments [19]. Zhang et al. (2017), 

measured cooking particle concentrations at 
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university canteens having enclosed and open 

style cooking units. Their results revealed the 

cooking style at canteens have significant role in 

the particle concentrations. They determined that 

PM10 mass concentration in the open-style 

cafeteria can reach to 450 µg/m3 and exceeds 

maximum allowable concentrations. The 

researchers recommended the improving 

ventilation in canteens with open-style dining hall 

to reduce the detrimental effects of particulate 

matter on human health [18]. 

The aim of this study is to determine the indoor 

air quality in student canteens, especially in terms 

of particulate matter. Another purpose of this 

study is to help raise public awareness of the need 

to provide a better IAQ in student’s canteens. 

2. MATERIALS AND METHODS 

The study was carried out in a total of 9 student 

canteen in a public university located in Marmara 

Region, Turkey. The locations and the areas of the 

canteens were shown in Table 2. The ventilation 

of the canteens is provided by mechanical 

ventilation system and the heating and cooling 

systems are similar. The hardware features of the 

canteens are as follows; double-glazed windows, 

floor tiles, interior doors, tables and chairs are 

standard, walls are standard plastic paint. In 

addition, the materials of the canteens are 

standard (oven, rotary cooking stove, tea stove, 

etc.). The buildings are outside the city and the 

traffic density is negligible. The measurements 

were made in spring semester in April, 2019. In 

each of the selected canteens, measurements were 

made in the time interval of 10:00 AM and 19:00 

PM for one day. Measurements were carried out 

regularly for nine consecutive days. 

As the IAQ parameters, temperature, relative 

humidity, PM10 and PM2.5 values were measured 

simultaneously and meanwhile, the areas of the 

examined canteens, and the people densities 

during the measurements were determined. The 

Particle Measuring Device PCE-MPC 10 was 

used to determine particulate matter (PM10 and 

PM2.5) level, temperature and relative humidity. 

Temperature and relative humidity were 

measured at the time of the sampling and the 

number of people in the cafeteria during the air 

sampling was counted. The study was carried out 

by measuring the average 10 hours of PM2.5 and 

PM10. Measurements were carried out at each 

hour during the day between 10:00 AM-19:00 PM 

and 1.5 meters above the ground (the height at 

which the air is inhaled). 

Table 2. Locations and the areas of the canteens 

Location  Area (m2) 

Faculty of Engineering E1 75 

 E2 30 

 E3 30 

Faculty of Arts and 

Sciences 

A1 70 

 A2 180 

Faculty of Theology T1 200 

Faculty of Health Sciences H1 90 

Business School B1 110 

Central cafeteria C1 5075 

The results were statistically analyzed by 

spearman correlation analysis (Table 3). 

3. RESULTS AND DISCUSSION 

Temperature It is reported that the ideal 

temperature for indoors can vary between 15-26 

ºC. Although the indoor air temperature is chosen 

according to the outdoor temperature in summer 

conditions, the indoor temperature in winter is 

determined according to the purpose and type of 

use of the environment. Indoor temperature 

affects air movement/velocity and clothing 

selection. It is also a factor that affects distraction 

and work efficiency. Temperature and humidity 

form an inseparable relationship. In general, more 

moisture is retained in the air at lower 

temperatures and constant barometric pressure. 

Below these "dew point" temperatures, water can 

condense on cold surfaces inside a room or 

building. This can contribute to the collection and 

accumulation of airborne dust and debris 

containing fungal spores on wet surfaces, 

followed by mold growth [16, 20, 21]. 

Measurements regarding indoor air quality were 

taken during working hours on certain days in 

April. Temperature (°C) distribution in canteens 

were shown in Figure 1. According to the 
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obtained values, it was observed that the indoor 

temperature ranged between 19.3 °C and 34.2 °C 

(Fig. 1). In the morning (10:00-11:00), the 

temperature values determined between 19.3 °C -

25 °C (Fig. 1). The detected values are low and 

this can be attributed to the coolness of the 

morning weather and the lack of indoor people 

due to the class hours. At noon (12:00-14:00) 

there was a significant rise in temperatures thanks 

to warming of the air and sunlight. In addition, the 

frequent use of open style cooking units for 

crowded and food orders created by the students 

on lunch breaks in canteens is the main reason for 

this temperature increase. The highest values 

were determined during this time period (20.2 °C-

34.2 °C) (Fig. 1).  

In the afternoon (15:00-19:00) the loss of the sun 

caused significant reductions in outdoor 

temperature, and in addition, the density of people 

in the canteens was reduced due to the fact that 

the formal education students had finished their 

classes and left the campus area. In the afternoon 

(15:00-19:00), the indoor temperatures in the 

canteens were determined between 20.3 °C and 

30.9 °C (Fig. 1). This decrease in temperature can 

be attributed to the fact that the students of night 

education are very few and they do not prefer 

canteens to spend time. 

 According to the results of the Spearman’s 

correlation analysis applied, a statistically 

significant negative correlation was found 

between temperature and PM2.5(r=-0.449) and 

PM10 ( r=-0.339) (p<0,05) (Table 3). 

Tablo 3. Results of Spearman’s correlation analysis 

  PM2.5 PM10 

Temperature 
r -0,449 -0,339 

p 0,000* 0,001* 

Humidity 
r 0,974 0,440 

p 0,000* 0,000* 

Number of people 
r 0,320 0,036 

p 0,002* 0,736 

PM2.5 
r  0,454** 

p  0,000 

*:p<0,05, **: p<0,01 

Humidity Relative humidity levels can affect the 

release rate of many indoor pollutants, their 

concentration in the air, and the growth of 

microbial organisms. Relative Humidity also has 

an impact on human comfort. Areas with 30-70% 

relative humidity are suitable for human comfort, 

productivity and health. In general, relative 

humidity levels below 30% cause drying of the 

skin, eyes and mucous membranes, while levels 

above 70% can contribute to mold growth and the 

growth of pathogenic and allergic organisms [16, 

21]. 

When we examined the relative humidity content, 

it was observed that it generally varied between 

34.8-61.5% (Fig. 2). In the morning (10:00-

11:00), the humidity levels determined ranged 

from 38.1% to 61.5% (Fig. 2). At noon (12:00-

14:00) it was found that the amount of moisture 

decreased and changed in the range of 34.8-53.2% 

(Fig. 2). In the afternoon (15:00-19:00), an 

increase in the amount of moisture was observed 

and it was found to vary between 35.9-55.1% 

(Fig. 2). According to the results of Spearman’s 

correlation analysis, a statistically significant 

positive correlation was found between moisture 

and PM2.5 (r=0.974) and PM10 (r=0.440) (p<0,05) 

measurements (Table 3). 

Similar to our study, Işık and Çibuk (2015),  

carried out measurements of parameters related to 

indoor air quality in a university canteen and 

cafeteria. As a result of the measurements made 

in the cafeteria and canteen, which are heated by 

the central heating system in the winter period, 

they have determined that the indoor temperature 

and relative humidity do not pose a significant 

problem since they are within the desired range in 

terms of comfort [16].Bulut (2011), investigated 

indoor air quality in public living spaces in his 

study. According to the results obtained, the 

relative humidity remained at low values in terms 

of comfort (average 36.2%, minimum 14.2%, 

maximum 68.6%). The low relative humidity is 

due to the fact that the region is a dry region and 

the humidification process is not performed in the 

ambient air conditioning. There is a statistically 

significant relationship between the number of 

people and PM1, temperature, CO, CO2 and 

relative humidity. In addition, a significant 

correlation was found between the relative 
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humidity in the indoor environment and PM 

values [22]. 

Menteşe et al. (2018) investigated the potential to 

improve IAQ of a rotor turbine ventilator (RTV) 

installed outside the kitchen chimney of a 

cafeteria. After RTV setup, total TB (Number of 

airborne bacteria), PM, TVOC (Total volatile 

organic compounds) and CO2 were clearly 

reduced, while ozone and CO levels did not 

change significantly during the study. In addition 

to examining the effectiveness of RTV, they 

found cross-correlations between air pollutants, 

temperature-relative humidity, and occupancy 

regardless of RTV setup. In addition, statistically 

significant correlations (p<0.05) were found for 

the number of people in the cafeteria and both 

CO2 and TB levels throughout the study [23]. 

Figure 1. Temperature (°C) distribution in canteens 

Figure 2. Humidity (%) distribution in canteens 

People density When we look at the number of 

people in the canteens, there is generally a 

decrease in the morning hours (10:00-11:00) (5-

50 people) (Fig. 3). This can be attributed to 

morning classes. However, with the arrival of the 

lunch hours (12:00-14:00), the number of people 

identified in the canteens increased (10-160 

people) (Fig. 3). This is of course due to the fact 

that students eat lunch at the canteens. However, 

in the case of canteens E1, E3 and A1, this is 

exactly the opposite. The reason for this is the 

location of buildings with canteens. The fact that 

these buildings are close to the student refectory 

causes the students to eat their meals in the 

refectory. In the afternoon (15:00-19:00), it is 

seen that the number of students in the canteens 

has decreased (3-107 people) (Fig. 3). A positive 

correlation  between the number of people and 

PM2.5 (r=0.320) measurements was detected 

(p<0.05) (Table 3). 
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Figure 3. Hourly people density in canteens 

PM2.5 When the PM2.5 measurement results were 

examined, it was found to be directly proportional 

to the number of people in the canteens. 

According to the results of Spearman correlation 

analysis, a statistically significant positive 

correlation was found between the number of 

people and the measurement of PM2.5 (r=0.320) 

(p<0.05) (Table 3). PM2.5 values generally varied 

between 3-130 µg/m3 (Fig. 4). PM2.5 values 

measured in the morning hours (10:00-11:00) 

were between 3-126 µg/m3 (Fig. 4). This was 

especially the case during the morning when 

students bought toast and tea from the canteens. 

However, it should be noted that the 

concentrations of PM2.5 detected in canteens are 

as effective as 1 hour after the concentration of the 

individual.  

At noon (12:00-14:00), PM2.5 level increased with 

the increase in the number of people (3-130 

µg/m3) (Fig. 4). This is an expected rise. 

However, in the afternoon (15:00-19:00), PM2.5 

values were also decreased due to the decrease in 

students, and they were measured in the range of 

3-99 µg/m3 (Fig. 4). When we examine Figure 4, 

hourly changes of PM2.5 levels are similar for all 

canteens.  

During the morning hours (10:00-11:00) PM2.5 is 

at low levels. However, after 11:00, the students 

had to leave the classes and enter the lunch break 

and there were intensities in the canteens and 

therefore the PM2.5 values increased. As of 14:00, 

a decrease was seen again, but this did not last 

longer at 15:00 with the arrival of night education 

students increased PM2.5 values (Fig. 4). When the 

PM2.5 values in all canteens were examined, it was 

found that the limit values (<25 µg / m3) specified 

in the WHO regulation were exceeded except for 

the E3 and A1 canteens [14]. The 50 percentage 

of number of samples is higher than the standard 

of PM2.5 in WHO regulation (<25 µg / m3). 

Zhu (2015) examined the relationship between 

indoor and outdoor particulate matter 

concentrations and suggested better measures to 

improve indoor air quality. Zhu determined that 

the concentration of particulate matter in campus 

underground spaces and canteens is quite high. 

Zhu even determined that the concentration of 

particulate matter in the external environment can 

reach two to three times. Therefore, researcher 

concluded that uncirculated air sometimes 

increases PM2.5 concentration and cooking can be 

a new source of pollution to some extent [24]. 

Kumar and Jain measured PM in the student 

occupants area in India. Among the investigated 

areas canteen had the highest PM level. In their 

study, the average PM 2.5 concentration in canteen 

was 87 ± 26.45 µg/m3 [25]. 

In our study a positive correlation  between PM2.5  

(r=0.454) and PM10  was detected (p<0.01). In a 

recent study carried by Liang et al., indoor air 

chemical contaminants including PM2,5 and 

PM10 were measured in public buildings in 

China. Liang et al., also determined a positive 

correlation between PM2.5 and PM10 in the canteen 

that investigated and Pearson correlation 

coefficient was 0.3. They detected that the PM2.5 

concentration in the canteen during the cooking 

periods before breakfast, lunch and dinner, 

reached extreme values with concentrations of 

32.5 μg/m3,, 30.6 μg/m3, and 30.3 μg/m3, 

respectively [26]. 
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Figure 4. Hourly PM2.5 (µg/m3) concentrations in 

canteens 

PM10 The result show that the average PM10 

concentrations of 10 hour are in the range of 8-

253 μg/m3 (Fig. 5). In the morning hours (10:00-

11:00), PM10 values were between 8-235 µg/m3 

range (Fig. 5). At noon (12:00-14:00), PM10 

values were determined in the range of 10-253 

µg/m3 (Fig. 5). In the afternoon (15:00-19:00), 

PM10 levels in canteens decreased (11-177 µg/m3) 

(Fig. 5). When the canteens where the 

measurements were made were examined, the 

highest (253 µg/m3) PM10 value was determined 

in the canteen of the faculty of theology at 12:00. 

When the PM10 values in all canteens were 

examined, it was found that the limit values (<50 

µg / m3) specified in the WHO and Air Quality 

Assessment and Management Regulation (2008) 

were exceeded except for the E3 and A1 canteens 

[14, 15]. The 42 percentage of number of samples 

is higher than the standard of PM10 in WHO 

regulation (<50 µg / m3).  

According to the results of Spearman's correlation 

analysis applied, a statistically significant 

negative correlation between temperature and 

PM10 ( r=-0.339) measurements and a positive 

correlation between humidity and PM10 (r=0.440) 

(p<0.05) measurements, and a positive correlation  

between PM2.5  (r=0.454) and PM10  was detected 

(p<0.01). The correlation between number of 

people and PM10 was not statistically significant 

(Table 3).  

Thongsanit et al. (2017), aimed to investigate the 

particle size of particles smaller than 10 microns 

(PM10) in the canteens of a university and 

determined the 8-hour average PM10 

concentrations in the range of 49.0 to 294.1 

μg/m3. The results they obtained supported the 

results we found, and they stated that there may 

be many factors affecting the amount of PM10 in 

canteens, including the number of people and 

their activities, and the cooking process is 

effective [27]. 

In the study performed by Liang et al. (2021) the 

PM10 concentration in the canteen peaked to 59 

μg/m3 [26]. The average PM 2.5 concentration in 

canteen was 138 ± 34.19 μg/m3 in the study caried 

by Kumar and Jain. [25]. 

 

Figure 5. Hourly PM10 (µg/m3) concentrations in 

canteens 

In our study, it is observed that particulate matter 

(PM10 and PM2.5) levels reach its highest value at 

15:00 in canteens E1 and H1 (E1; PM10: 64 µg/m3; 

PM2.5:36 µg/m3) (H1; PM10: 63 µg/m3; PM2.5:91 

µg/m3). However, when we look at the densities of 

people in both canteens, we see the highest 

student crowd at 12:00 noon. It should be noted 
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that particulate matter concentrations detected in 

canteens in the literature are effective up to 1 hour 

after the highest concentration of people. 

Considering this situation, it is seen that the 1-

hour period increases even more (2-3 hours) 

depending on the high level of activity of the 

person. Similarly, in the canteen E2, the highest 

student density was observed at 13:00, while the 

highest particulate matter levels were detected at 

16:00 (approximately 2-3 hours later) following 

this hour (PM10: 177 µg/m3; PM2.5:99 µg/m3). In 

the canteen no. A1, the highest particulate matter 

levels were measured 1 hour after 11:00, when the 

person density was highest, in line with the 

literature data (PM10: 50 µg/m3; PM2.5:26 µg/m3). 

When we look at the canteen numbered A2, 

similar to the canteens E1, E2 and H1, the highest 

particulate matter levels were observed 2-3 hours 

after 16:00 when the density of people was 

highest (PM10: 90 µg/m3; PM2.5:52 µg/m3). When 

we examined the values we obtained, we found 

the highest student density in the central cafeteria 

no. C1 (160 people). It is expected that the central 

cafeteria, which is frequented by the students of 

all faculties, has the highest crowd. However, the 

highest particulate matter levels were detected in 

the canteen T1 (PM10: 253 µg/m3; PM2.5: 130 

µg/m3). The highest levels were measured at 

12:00. This may be due to the fact that the T1 

canteen is far from the cafeteria and the central 

cafeteria. However, while the highest student 

density in the T1 canteen was expected at 12:00, 

the most crowded hour was determined at 15:00 

(103 people). When we look at 12:00, we see a 

relatively crowded canteen with a density of 78 

people. This crowd, seen at 12:00, was 

determined as the second highest level of 

rudeness in the given time period. 

4. CONCLUSIONS 

Indoor temperature and humidity are the most 

important parameters of indoor air quality and 

human comfort. Especially these two parameters 

are known to affect air quality and influence the 

growth and sporulation of the present fungi. The 

indoor temperature is 15-26 ℃ and the relative 

humidity is recommended between 30% and 70% 

for different environments [21]. In the canteens 

where the measurements were made, the 

temperatures determined were slightly higher 

(19.3-34.2 ℃) (Fig. 1). However, this situation 

can be attributed to the increase in outdoor 

temperature in season, the crowd experienced at 

certain hours and the increase of indoor air 

temperature of canteens serving with open style 

cooking system. The relative humidity levels 

were consistent with the literature (34.8-61.5%) 

(Fig. 2). The canteens measured according to the 

relative humidity values obtained can be 

considered as the environment with suitable 

humidity area. Canteens usually have central air 

conditioning systems, heating and cooling is 

provided in this way. However, such systems are 

used for air heating and cooling and use indoor air 

when performing this operation. Therefore, it is 

advisable to use heating and cooling systems 

against high temperatures depending on the 

weather conditions. 

When we look at the PM2.5 and PM10 

concentrations, it was found that both parameters 

exceed the regulations limit values at certain 

hours in all canteens except E3 and A1 (Fig 4., 

Fig. 5). This situation has negative effects on 

human health and may cause some acute and 

chronic diseases. In such places, ventilation 

should be done regularly, cleaning should be 

repeated frequently, air conditioning systems 

should be reviewed and their filters should be 

cleaned and maintained. Performing these 

routines regularly is essential for a healthy and 

productive life. 
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Examination of Stability Analysis of Sakarya and Turkey Scale Alcohol Use 

Model 

Recai TARAKÇI*1, Ömer Faruk GÖZÜKIZIL1 

Abstract 

This paper is devoted to studying the mathematical model of the alcohol-consuming population. 

For this purpose, the formulation of the model including the alcohol-consuming population is 

presented; then the balance points related to non-alcohol use and positive alcohol use are 

discussed. Hurwitz theorem is used to find the local stability of the model, and Lyapunov 

function theory is used to investigate the global stability. The same mathematical model with 

alcohol use is considered for Sakarya and Turkey, individual numerical results are presented, 

and stability analyzes are examined. Finally, using the numerical data, a simulation is made in 

Matlab with the Runge-Kutta fourth-order method.  

Keywords:  alcohol use model, differential equation system, stability analysis, equilibrium 

model of the mathematical model 

1. INTRODUCTION

The mathematical model is a system model, and 

the terms are conjecture. Mathematical models 

are used in nature, fundamentals, engineering, and 

social sciences. Mathematical biology is an 

interdisciplinary branch in which mathematics is 

applied to the branch of biology, medicine, and 

biotechnology. This field is seen as the fastest 

growing and productive, and enlightening branch 

of mathematics in today's world. In mathematical 

biology, Daniel Bernoulli used mathematical 

tools to describe the impact of smallpox on the 

human population in the 18th century [1]. 

Likewise, we use mathematical biology to 

understand diseases and develop new 

perspectives for treatment. On an individual scale, 

it is possible to predict how the patient's immune 

system might respond to a virus and thus 

* Corresponding author: recai.tarakci@ogr.sakarya.edu.tr
1 Sakarya University, Faculty of Science and Literature, Department of Mathematics
E-mail: farukg@sakarya.edu.tr
ORCID: https://orcid.org/0000-0001-7569-8974, https://orcid.org/0000-0002-5975-6430

determine the course of treatment. On a larger 

scale, new methods can be developed to control 

epidemic diseases such as Ebola. In 1909, 

Brownlee took responsibility for the development 

of mathematical biology [1]. In 1912, He 

presented basic laws for epidemic spreading [2]. 

Details of epidemic studies were discussed by 

Kermark and McKendrick in 1927 [3]. Then they 

discussed different models of many diseases [4-

17]. After all these researches, people's health 

deteriorated, and they became ill due to harmful 

habits such as alcohol, one of the social habits that 

spread rapidly to the world like a contagious 

disease. 

Alcohol use causes significant health problems in 

society. Alcohol use is the main cause of some 

fatal diseases. Alcohol consumption negatively 

affects the social and economic lives of societies. 

The most important reason for the occurrence of 
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violence and unconscious movements in society 

is alcohol. Some studies have shown that alcohol 

use starts at a young age. It is seen that the use as 

an infectious disease spreads in society. In this 

study, we created the mathematical model of 

alcohol use considering the SIR model of 

epidemic diseases [18-24].  

We divided the population who use alcohol in 

society into five classes as follows: 

X(t): Susceptible population,  

𝑯𝟏(𝑡): Alcohol drinkers class,

𝑯𝟐(t): Irregular alcohol drinkers class,

Y(t): Regular alcohol drinkers class,  

Z(t): Alcoholic quitters class. 

Here 't' denotes time change. We formalized the 

alcohol use model according to the assumptions 

that we obtained. We applied the stability analysis 

of the model that we created. We examined the 

local stability of this model using the Hurwitz 

theorem and discussed its global stability with the 

help of the Lyapunov function. 

2. MATHEMATICAL MODEL

2.1. Formation of the Model 

We divided the community of the alcohol users 

class into five classes as X(t), 𝐻1(𝑡), 𝐻2(𝑡),Y(t),

Z(t). Moreover, let λ,  β1, β2, ω, γ, μ, α, ρ, d,

respectively, denote the recruitment rate (birth ve 

migration), rate of conversion of sensitive 

populations to alcohol drinkers, rate at which 

alcohol drinkers become irregular alcohol 

drinkers, rate of which irregular alcohol drinkers 

become regular alcohol drinkers, quitting rate, 

natural death rate, relapse rate, the death rate of 

alcohol drinkers class due to alcohol use, death 

due to alcohol drinkers related diseases, then our 

model has been constructed as follows:

𝛽1 𝛽2

Figure 1 Schematic Diagram of Alcohol Use Pattern 

Thus the differential equation system depending 

on our model has been given by 

𝑑𝑋

𝑑𝑡
=   𝜆 − 𝛽1𝑋𝐻1 − 𝜇𝑋 + 𝛼𝑌,

𝑑𝐻1

𝑑𝑡
=  𝛽1𝑋𝐻1 − 𝛽2𝐻1𝐻2 − (𝜌 + 𝜇)𝐻1,

𝑑𝐻2

𝑑𝑡
= 𝛽2𝐻1𝐻2 − (𝑑 + 𝜔 + 𝜇)𝐻2,

𝑑𝑌

𝑑𝑡
=𝜔𝐻2 − (𝛼 + 𝛾 + 𝜇)𝑌,

𝑑𝑍

𝑑𝑡
= 𝛾𝑌 − 𝜇𝑍.  (1) 

In this system, we take the first four equations. 

We do not take Z(t) because it does not affect the 

generality. Our new model is converted to the 

following system: 

𝑑𝑋

𝑑𝑡
=    𝜆 − 𝛽1𝑋𝐻1 − 𝜇𝑋 + 𝛼𝑌 ,

𝑑𝐻1

𝑑𝑡
=  𝛽1𝑋𝐻1 − 𝛽2𝐻1𝐻2 − (𝜌 + 𝜇)𝐻1,

𝑑𝐻2

𝑑𝑡
= 𝛽2𝐻1𝐻2 − (𝑑 + 𝜔 + 𝜇)𝐻2,

𝑑𝑌

𝑑𝑡
= 𝜔𝐻2 − (𝛼 + 𝛾 + 𝜇)𝑌.  (2)
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3. EQUILIBRIUM POINTS OF THE

SYSTEM 

3.1. No Alcohol Equilibrium Points 

Let 𝐻1 = 𝐻2 = 𝑌 = 0, the balance point is

obtained as 𝐸0 = ( 
 𝜆

𝜇
, 0,0,0).  The Jacobian  of

the system (2) is found as

J= [

−β1H1 − μ
β1H1

0
0

 

−β1X   
β1X − β2H2 − ρ + μ

β2H2

0

 

0 
−β2H1

β2H1 − (d + ω + μ)
ω

α
0
0

−(α + γ + μ)

]. 

So by considering the balance point in the last Jacobian matrix, we get 

J(𝐸0) =

[

−μ −
β1λ

μ
 0  α

 0 
β1λ

μ
− (ρ + μ)  0  0

 0  0 − (d + ω + μ)  0
  0  0  ω − (α +    γ + μ)     ]

. 

Concerning the Hurwitz theorem, we find the 

matrices of  F  and   𝑉 as 

𝐹 = [
 𝛽1

 λ 

𝜇
 0  0

 0  0  0 
 0  0  0 

] 

and 

V= [
(𝜌 + 𝜇) 

0
0

 
0

(𝑑 + 𝜔 + 𝜇)
−𝜔

 
0
0

(𝛼 + 𝛾 + 𝜇)
]. 

The dominant eigenvalue of  F.𝑉−1  is
𝛽1𝛌 

𝜇(𝜌+𝜇)
 , 

𝛽1λ 

Proof. Let 𝑅0 > 1. Then to determine the

equilibrium 𝐸 ∗, we assume the left side of the

system (2) is equal to zero. 

The third equation of the system (2) implies that 

𝐻1
∗= 

(𝑑+𝜔+𝜇)

𝛽2
 . 

From the second equation of the system (2), we 

have 

𝑋∗   =
𝛽2 𝐻2

∗+(𝜌+𝜇)

𝛽1
. 

Also, the fourth equation implies that 

𝑌∗ =
𝜔𝐻2

∗

(𝛼+𝛾+𝜇)
. 

Similarly, the first equation reveals that 

𝐻2
∗  =

(𝛼+𝛾+𝜇) (𝜌+𝜇)[𝛽2𝜇 (𝑅0−1)−𝛽1(𝑑+𝜔+𝜇)]

(𝛾+𝜇)(𝛽1𝛽2𝜔)+(𝛼+𝛾+𝜇)(𝛽1𝛽2(𝑑+𝜇)+𝛽2
2𝜇)

. 

We have 𝛽2𝜇 (𝑅0 − 1) > 𝛽1(𝑑 + 𝜔 + 𝜇)) since

𝑅0 > 1. Thus,  𝐻2
∗ is positive. So, the required

positive equilibrium point 𝐸∗is found as
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Theorem 3.1. If 𝑅0 > 1, then the drinking alcohol 
has a positive equilibrium point.  
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𝐸∗(𝑋∗, 𝐻1
∗, 𝐻2

∗, 𝑌∗) =  (
𝛽2𝐻2

∗+(𝜌+𝜇)

𝛽1
,
(𝑑+𝜔+𝜇)

𝛽2
,

𝜔𝐻2
∗

(𝛼+𝛾+𝜇)  
,

(𝛼+𝛾+𝜇) (𝜌+𝜇)[𝛽2𝜇 (𝑅0−1)−𝛽1(𝑑+𝜔+𝜇)]

(𝜸+𝝁)(𝜷𝟏𝜷𝟐𝝎)+(𝛼+𝛾+𝜇)(𝛽1𝛽2(𝑑+𝜇)+𝛽2
2𝜇)

). 

4. STABILITY OF THE MODEL

4.1. Local Stability 

Theorem 4.1. If 𝑅0 < 1, then the system (2) is

locally stable, and if 𝑅0 > 1, then system (2) is

unstable. 

Proof. For the local stability at 𝐸0, the Jacobian

matrix of the system (2) is given by  

J(𝐸0) =

[

−𝜇 −
𝛽1𝜆

𝜇
 0  𝛼

 0 
𝛽1𝜆

𝜇
− (𝜌 + 𝜇)  0  0

 0  0 − (𝑑 + 𝜔 + 𝜇)  0
  0  0  𝜔 − (𝛼 +    𝛾 + 𝜇)     ]

. 

The eigenvalues 𝜆1, 𝜆2, 𝜆3 and 𝜆4 of J(𝐸0) are

obtained as 

𝜆1= -𝜇 < 0,

𝜆2 = (𝜌 + 𝜇) (𝑅0 − 1) <0,

𝜆3 =  −(𝑑 + 𝜔 + 𝜇) < 0,

𝜆4=  −(𝛼 + 𝛾 + 𝜇) < 0.

Assuming 𝑅0 < 1 implies that that 𝜆2 < 0. On the

other hand if 𝑅0 = 1  then 𝜆2 = 0. Finally, if 𝑅0 >

1, then 𝜆2 > 0.

Theorem 4.2. If 𝑅0 >
𝛽2𝜆

(𝑑+𝜔+𝜇)(𝜌+𝜇)
 , then the 

system (2) is locally stable at  𝐸∗, otherwise

unstable. 

Proof. For the local stability at 𝐸∗, the Jacobian

matrix of the system (2) becomes 

𝐽(𝐸∗) = [

−𝛽1𝐻1
∗ − 𝜇

𝛽1𝐻1
∗

0
0

−𝛽1𝑋
∗

𝛽1𝑋
∗ − 𝛽2𝐻2

∗ − 𝜌 + 𝜇
𝛽2𝐻2

∗

0

0 
−𝛽2𝐻1

∗

𝛽2𝐻1
∗ − (𝑑 + 𝜔 + 𝜇)

𝜔

𝛼
0
0

−(𝛼 + 𝛾 + 𝜇)

]. 

Under the assumption, we get 

𝐽(𝐸∗) = [

−𝛽1𝐻1
∗ − 𝜇

𝛽1𝐻1
∗

0
0

−𝛽1𝑋
∗

0
𝛽2𝐻2

∗

0

0 
−𝛽2𝐻1

∗

0
𝜔

𝛼
0
0

−(𝛼 + 𝛾 + 𝜇)

], 

= [

−𝛽1𝐻1
∗ − 𝜇

−𝜇
𝛽1𝐻1

∗

0

−𝛽1𝑋
∗

−𝛽1𝑋
∗

𝛽2𝐻2
∗

0

0 
−𝛽2𝐻1

∗

−𝛽2𝐻1
∗

𝜔

𝛼
𝛼
0

−(𝛼 + 𝛾 + 𝜇)

], 
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=

[

−𝛽1𝐻1
∗ − 𝜇

0
𝛽1𝐻1

∗

0

−𝛽1𝑋
∗

−𝛽1𝑋
∗ +

𝜇𝛽2′𝐻2
∗

𝛽1′𝐻1
∗

𝛽2𝐻2
∗

0

 0  𝛼

−𝛽2𝐻1
∗ −

𝜇𝛽2𝐻1
∗

𝛽1𝐻1
∗  𝛼

−𝛽2𝐻1
∗       0 

 𝜔 − (𝛼 + 𝛾 + 𝜇) ]

, 

J(𝐸∗) =

[

−𝛽1𝐻1
∗ − 𝜇 −𝛽1𝑋

∗ 𝜔𝛼

(𝛼+𝛾+𝜇)
 0 

 0 −𝛽1𝑋
∗ +

𝜇𝛽2𝐻2
∗

𝛽1𝐻1
∗ −𝛽2𝐻1

∗ −
𝜇𝛽2𝐻1

∗

𝛽1𝐻1
∗ +

𝜔𝛼

(𝛼+𝛾+𝜇)
 0

𝛽1𝐻1
∗ 𝛽2𝐻2

∗ − 𝛽2𝐻1
∗       0      

 0  0  𝜔 − (𝛼 + 𝛾 + 𝜇)  ]

. 

For the sake of simplicity, this matrix can be 

written as 

𝐽(𝐸∗) = (
𝐴  𝐵
𝐶  𝐷

) 

where 

A= (
−𝛽1𝐻1

∗ − 𝜇 − 𝛽1𝑋
∗

 0 −𝛽1𝑋
∗ +

𝜇𝛽2𝐻2
∗

𝛽1𝐻1
∗

), 

B=(

 𝜔𝛼

(𝛼+𝛾+𝜇)
 0

−𝛽2𝐻1
∗ −

𝜇𝛽2𝐻1
∗

𝛽1𝐻1
∗ +

𝜔𝛼

(𝛼+𝛾+𝜇)
 0

), 

C= (
𝛽1𝐻1     

∗ 𝛽2𝐻2
∗

0  0
),  

 D = (
−𝛽2𝐻1 

∗      0

 𝜔 − (𝛼 + 𝛾 + 𝜇)
). 

Since the eigenvalues of 𝐽(𝐸∗) depend on the

eigenvalues of A and D, the eigenvalues of A are 

given as follows: 

𝜆1= −𝛽1𝐻1
∗ − 𝜇  < 0 ,

𝜆2 = -(𝜌 + 𝜇) +
𝜇𝛽2𝐻2

∗

𝛽1𝐻1
∗𝜆

(𝜆 − 𝐻1
∗(𝜌 + 𝜇)𝑅0).

If 𝑅0 >  
𝛽2𝜆

(𝑑+𝜔+𝜇)(𝜌+𝜇)
, then  𝜆 2< 0.

4.2. Global Stability 

Theorem 4.3. If 𝑅0 < 1, then the system (2) is

globally stable. 

Proof. First, we construct the Lyapunov function 

L as 

L= ln
𝑋

𝑋0
+ ln

𝐻1

𝐻10

+𝐻2 + 𝑌.  (4) 

Differentiating Eq. (4) with respect to time, we get 

𝐿′ =
𝜆

𝑋
− 𝛽1𝐻1 +

𝛼𝑌

𝑋
− 𝜇 + 𝛽1𝑋 − 𝛽2𝐻2 − (𝜌 +

𝜇)+ 𝛽1𝐻1𝐻2 −(𝑑 + 𝜔 + 𝜇)𝐻2 +𝜔𝐻2 − (𝛼 +
𝛾 + 𝜇)𝑌. 

Using the values 𝐸0 in the above equation, we find

𝐿′ =  μ − μ +
𝛽1𝜆

𝜇
− (ρ + μ). 

By successive calculation, we obtain that 

𝐿′ = 𝑅0(ρ + μ) − (ρ + μ),

𝐿′ = (ρ + μ)(𝑅0 − 1).

Therefore, if 𝑅0 < 1, then 𝐿 ′< 0, which implies

that the system (2) is globally stable. 
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5. NUMERICAL RESULTS

Table 1 Parameters of the model 

Parameter Definition Rates in 

Turkey 

Rates in 

Sakarya 

λ Recruitment rate (birth ve migration) 0,0022 0,0018 

𝛽1  Rate of conversion of sensitive populations to alcohol drinkers 0,003 0,003 

𝛽2 Rate at which alcohol drinkers  become irregular alcohol drinkers 0,004 0,004 

𝜔 Rate of which irregular alcohol drinkers become regular alcohol drinkers 0,002 0,002 

𝛾 Quitting rate 0,086 0,084 

𝜇 Naturel death rate 0,005 0,006 

𝛼 Relapse rate 0,002 0,002 

𝜌 The death rate of alcohol drinkers class due to alcohol use 0,003 0,003 

d 

Death due to alcohol drinkers related diseases 

0,003 0,003 

Table 2 The classes of the population who use alcohol 

Classes Explanations Turkey data Sakarya data 

𝑋(𝑡) Sensitive Alcohol Drinkers 

47.236.000 

(%78) 

420.550 

(%65) 

 𝐻1(𝑡) Alcohol Consumers 

13.324.075 

(%22) 

226.450 

(%35) 

 𝐻2(𝑡)
Irregular Alcohol 

Consumers 

9.145.435 

(%15.1) 

163.044 

(%25,2) 

Y(t) 
Regular Alcohol 

Consumers 

4.178.640 

(%6,9) 

63.406 

(%9,8) 

Z(t) Those Who Quit Alcohol 

111.914 

(%8,4) 

19.021 

(%8,4) 

The population of Sakarya in 2019 is 

approximately 1 million 45 thousand and over the 

age of 18 is 647 thousand [25-28]

Recai TARAKÇI, Ömer Faruk GÖZÜKIZIL

Examination of Stability Analysis of Sakarya and Turkey Scale Alcohol Use Model

Turkey's population in 2019 is approximately 83 

million and over 18 years old is 60 million 560 

thousand 75. 
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Graphics 1. MatLab simulations of the Turkey alcohol use model (system 1), that are plotted according to the 

approximate parameters given in Table 1 and the numerical data presented in Table 2. They are scaled to 

1/1.000.000. 
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Graphics 2 MatLab simulations of the Sakarya alcohol use model (system 1), that are plotted according to the 

approximate parameters given in Table 1 and the numerical data presented in Table 2. They are scaled to 

1/1.000.000.
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A New Game Value Approach for Infinite Interval Matrix Games 

Aykut OR1, Gönül Selin SAVAŞKAN*1 

Abstract 

The purpose of this paper is to determine when and under which conditions the solution and 

game value of the infinite interval matrix games will exist.  Firstly, the concept of a reasonable 

solution defined in interval matrix games was extended to infinite interval matrix games. Then, 

the solution and game value were characterized by using sequences of interval numbers defined 

by Chiao [“Fundamental Properties of Interval Vector Max-Norm”, Tamsui Oxf J Math Sci, 

18(2):219-233, 2002.] and their concept of convergence of interval numbers. Considering that 

each row or column of the payoff matrix is a sequence of interval numbers, we assume that 

each row converges to the same interval number �̃� = [𝛼𝑙 , 𝛼𝑟] and each column to the same

interval number �̃� = [𝛽𝑙 , 𝛽𝑟]. In a conclusion, the existence of the solution of �̃� is shown.

Keywords: infinite matrix games, interval matrix games, reasonable solution 

1. INTRODUCTION

Game theory is a branch of mathematics that 

studies the interaction between players with 

mathematical methods, in which all parties 

engage in a game to maximize the payoffs (for a 

specific goal) making rational decisions (Barron, 

2006). John von Neumann laid the mathematical 

foundations of game theory with the Minimax 

Theorem in 1928. Moreover, “Game Theory and 

Economics Behavior” known as the first book in 

the field of game theory, was published by von 

Neumann and Morgenstern in 1944. Different 

mathematical concepts such as matrix, 

differential equation, and graphs are used to create 

mathematical model of the game. 

 On the other hand, the games are classified 

according to payoff functions, players' numbers, 

* Corresponding author: aykutor@comu.edu.tr
1 Çanakkale Onsekiz Mart University, Faculty of Arts and Sciences, Department of Mathematics

E-mail: savaskan@comu.edu.tr

ORCID: https://orcid.org/0000-0001-5279-0057, https://orcid.org/0000-0002-9978-6941

and strategy sets. In this context, games played 

with two players in which one’s loss is equal to 

the other’s gain and the payoff function is 

represented by a matrix called matrix games 

(Owen, 1995).  

Generally, in matrix games, all payoff matrix 

entries are supposed to be certain. However, we 

often encounter cases with imprecise information 

such as interval matrices or uncertain 

environments in real-life situations.  

In this paper, we count infinite interval matrix 

games, a generalized form of interval matrix 

games, allowing players to have infinite 

strategies. As in the finite games, �̃�𝑖𝑗 is the payoff

of player I when players I and II choose 𝑖𝑡ℎ and 

𝑗𝑡ℎ pure strategies, respectively.  
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A mixed strategy for Player I, in this case, will be 

a sequence (𝑥1, 𝑥2, … ) satisfying

∑ 𝑥𝑖 
∞

𝑖=1
= 1, 𝑥𝑖 ≥ 0.

Similarly, for player II will be a sequence 

(𝑦1, 𝑦2, … ) defined similarly (Owen, 1995). The

game value in mixed strategies is denoted by 

ℎ(𝑥, 𝑦), i.e., 

ℎ(𝑥, 𝑦) = ∑ 𝑥𝑖

∞

𝑖,𝑗=1
�̃�𝑖𝑗𝑦𝑗.

Marchi (1967) found a necessary and sufficient 

condition for the existence of game value in an 

infinite matrix game. However, it wasn’t easy to 

verify this condition. Tijs (1975), Cegielski 

(1991) ve Mendez Naya (1996, 1998, 2001) 

obtained different results regarding the existence 

of game value in infinite matrix games. Li et al. 

(2012) defined the “reasonable solution” and 

notions of solution for infinite matrix games, 

developing a bi-objective linear programming 

method to solve the game. In this paper, we 

account for a reasonable solution and notions of 

solution for infinite interval matrix games. Also, 

we present sufficient conditions for an exact or 

reasonable solution by using the convergence of 

sequences of rows or columns.  

2. PRELIMINARIES

where 𝑎𝐿, 𝑎𝑅 ∈ ℝ and 𝑎𝐿 ≤ 𝑎𝑅. All interval

number set is denoted by ℝ𝑖. If  𝑎𝐿 = 𝑎𝑅, then �̃�
is a degenerate interval. 

The following definition describes the basic 

arithmetic operations for intervals. 

Definition 2.1.2 [8] Let �̃� = [𝑎𝐿, 𝑎𝑅] and �̃� =
[𝑏𝐿, 𝑏𝑅] be two interval numbers, and 𝛼 is a real

number, then 

(1) �̃� = �̃� ⇔ 𝑎𝐿 = 𝑏𝐿 ve 𝑎𝑅 = 𝑏𝑅

(2) �̃� + �̃� ⇔ [𝑎𝐿 + 𝑏𝐿 , 𝑎𝑅 + 𝑏𝑅]

(3) �̃� − �̃� ⇔ [𝑎𝐿 − 𝑏𝑅 , 𝑎𝑅 − 𝑏𝐿]

(4) �̃�. �̃� ⇔ [min 𝑆 , max 𝑆] such that

𝑆 = {𝑎𝐿𝑏𝐿, 𝑎𝐿𝑏𝑅 , 𝑎𝑅𝑏𝐿 , 𝑎𝑅𝑏𝑅}

(5) �̃�/�̃� ⇔ [min 𝐾 , max 𝐾] where

𝐾 = {
𝑎𝐿

𝑏𝐿
,

𝑎𝐿

𝑏𝑅
,

𝑎𝑅

𝑏𝐿
,

𝑎𝑅

𝑏𝑅
} such that 0 ∉ �̃� 

(6) For 𝛼 ∈ ℝ, (𝛼 ≠ 0)

𝛼�̃� = {
[𝛼𝑎𝐿 , 𝛼𝑎𝑅], 𝛼 ≥ 0 
[𝛼𝑎𝑅 , 𝛼𝑎𝐿], 𝛼 < 0.

The midpoint, and the radius of the interval �̃� was 

defined by Moore (1979) as follows respectively, 

𝑚(�̃�) =
𝑎𝐿 + 𝑎𝑅

2
, 𝜔(�̃�) =

𝑎𝑅 − 𝑎𝐿

2
. 

The ordering between intervals is a difficult 

problem. Firstly, Moore (1979) introduced an 

order relation to order two discrete interval 

numbers. Then, Ishibuchi and Tanaka (1990) 

defined different order relations, which cannot 

strictly explain ranking interval numbers. Then, 

an index was defined by Sengupta et al. (2001) 

and Sengupta et al. (2009), which can order two 

intervals in terms of value. 
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In this section, we refer to the definition, theorem, 

and the notions concerning interval matrices 

(Moore, 1979; Sengupta and Pal, 1997, 2000, 

2009) and concerning interval matrix games 

(Collins and Hu, 2008; Nayak and Pal, 2009). The 

most extensive work on interval analysis was 

done by Moore (1979). First of all, we introduced 

the definitions used in interval matrix games.  

2.1. Interval Numbers 

Definition 2.1.1 [8] An interval �̃� is the bounded, 

closed subset of the real number set ℝ, defined by 

�̃� = [𝑎𝐿 , 𝑎𝑅] = {𝑥 ∈ ℝ: 𝑎𝐿 ≤ 𝑥 ≤ 𝑎𝑅},
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Definition 2.1.3 [17] Let ℝ𝑖 denote the set of all

closed intervals on the real line ℝ. Then, an 

acceptability function 𝜙: ℝ𝑖 × ℝ𝑖 → [0, ∞) is

defined by 

𝜙(�̃� ≺ �̃�) =
𝑚(�̃�) − 𝑚(�̃�)

𝜔(�̃�) + 𝜔(�̃�)

where 𝜔(�̃�) + 𝜔(�̃�) ≠ 0. 𝜙(�̃� ≺ �̃�) may be 

interpreted as the grade of acceptability of the 

“second interval to be superior to the first 

interval”. 

The grade of acceptability of 𝜙(�̃� ≺ �̃�) can be 

further classified and interpreted based on 

comparison interval �̃� with respect to the interval 

�̃� as follows: 

𝜙(�̃� ≺ �̃�)

= {

0 𝑚(�̃�) = 𝑚(�̃�)

> 0, < 1 𝑚(�̃�) < 𝑚(�̃�) ve 𝑎𝑅 > 𝑏𝐿

≥ 1 𝑚(�̃�) < 𝑚(�̃�) ve 𝑎𝑅 ≤ 𝑏𝐿.

(1) If 𝜙(�̃� ≺ �̃�) = 0, then the premiss “�̃�

inferior to �̃�” is not accepted.

(2) If 0 < 𝜙(�̃� ≺ �̃�) < 1, then the interpreter

accepts the premiss �̃� ≺ �̃� with different

grades of satisfaction ranging from zero to

one.

(3) If 𝜙(�̃� ≺ �̃�) ≥ 1, the interpreter is

satisfied with the premiss �̃� ≺ �̃�.

𝑆𝐼 and 𝐼𝐼𝑗 ∈ 𝑆𝐼𝐼, respectively, then the payoff for

Player 𝐼 is stated by �̃�𝑖𝑗 = [𝑔𝑖𝑗𝐿, 𝑔𝑖𝑗𝑅]. Interval

matrix 𝐺 is denoted as follows: 

𝐼𝐼1 𝐼𝐼2  ⋯ 𝐼𝐼𝑛

𝐼1

𝐼2

⋮
𝐼𝑚

[

[𝑔11𝐿, 𝑔11𝑅] [𝑔12𝐿, 𝑔12𝑅] ⋯ [𝑔1𝑛𝐿, 𝑔1𝑛𝑅]

[𝑔21𝐿, 𝑔21𝑅] [𝑔22𝐿, 𝑔22𝑅] ⋯ [𝑔2𝑛𝐿, 𝑔2𝑛𝑅]
⋮

[𝑔𝑚1𝐿 , 𝑔𝑛1𝑅]
⋮

[𝑔𝑚2𝐿, 𝑔𝑚2𝑅]
⋯
⋯

⋮
[𝑔𝑚𝑛𝐿 , 𝑔𝑚𝑛𝑅]

]

𝑋 and 𝑌 below represent sets of mixed strategies 

for Players 𝐼 and 𝐼𝐼, 

𝑋 = {𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑚) ∣ ∑  

𝑚

𝑖=1

𝑥𝑖 = 1, 𝑥𝑖 ≥ 0, (𝑖

= 1,2, … , 𝑚)} 

𝑌 = {𝑦 = (𝑦1, 𝑦2, … , 𝑦𝑛) ∣ ∑  

𝑛

𝑗=1

𝑦𝑖 = 1, 𝑦𝑗 ≥ 0, (𝑗

= 1,2, … , 𝑛)}. 

Taking into account (2) and (6) of Definition 

2.1.2, the payoff function of Player 𝐼 can be given 

as follows: 

ℎ(𝑥, 𝑦) = ∑  

𝑚

𝑖=1

∑  

𝑛

𝑗=1

�̃�𝑖𝑗𝑥𝑖𝑦𝑗

= [∑  

𝑚

𝑖=1

∑  

𝑛

𝑗=1

𝑎𝑖𝑗𝐿𝑥𝑖𝑦𝑗 , ∑  

𝑚

𝑖=1

∑  

𝑛

𝑗=1

𝑎𝑖𝑗𝑅𝑥𝑖𝑦𝑗],

which is an interval (Li et al., 2012). 

Definition 2.2.1 [6] Let 𝐺 be an interval matrix. 

The lower and upper values of the game are 

defined below 

𝑉𝐿 = max 
1≤𝑖≤𝑚

min
  1≤𝑗≤𝑛

 {[𝑎𝑖𝑗𝐿, 𝑎𝑖𝑗𝑅]} 

𝑉𝑈 = min 
1≤𝑗≤𝑛

max
  1≤𝑖≤𝑚

 {[𝑎𝑖𝑗𝐿, 𝑎𝑖𝑗𝑅]}.

If [𝑎𝑘𝑟𝐿, 𝑎𝑘𝑟𝑅] = 𝑉𝐿 = 𝑉𝑈 , then (𝑘, 𝑟) element of

interval matrix 𝐺 is called an equilibrium point 
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For each interval number, the terms supremum 

and infimum are defined further below: 

Definition 2.1.4 For each �̃�, �̃� ∈ ℝ𝑖

sup{�̃�, �̃�} = [sup{𝑎𝐿, 𝑏𝐿} , sup{𝑎𝑅 , 𝑏𝑅} ]

inf{�̃�, �̃�} = [inf{𝑎𝐿, 𝑏𝐿} , inf{𝑎𝑅 , 𝑏𝑅} ].

2.2. Interval Matrix Games 

Let us consider an interval matrix game. Suppose 

that 𝑆𝐼 = {𝐼1, 𝐼2, … , 𝐼𝑚} and 𝑆𝐼𝐼 = {𝐼𝐼1, 𝐼𝐼2, … , 𝐼𝐼𝑛} 
are the sets of pure strategies for Players 𝐼 and 𝐼𝐼. 

If Players 𝐼 and 𝐼𝐼 choose their pure strategies 𝐼𝑖 ∈

Sakarya University Journal of Science 25(6), 1343-1351, 2021 1345



and [𝑎𝑘𝑟𝐿, 𝑎𝑘𝑟𝑅] is called the game value in pure

strategies.   

Example 2.2.2 Let us consider an interval matrix 

game given by 𝐺 

𝐼𝐼1  𝐼𝐼2  𝐼𝐼3  𝐼𝐼4

 𝐼1

𝐺 = 𝐼2

 𝐼3

(

[−12, −1] [−10,5] [−6,5] [−8,5]

[−11,6] [−3,5] [1,6] [6,7]
[−5, −4] [−3,3] [−4,0] [−5,5]

)
. 

𝑔23 = [1,6] is the minimum value of the second

row and the maximum value of the third column 

at the same time, namely 

max min 𝑔𝑖𝑗 = min max 𝑔𝑖𝑗 = [1,6].

It means that [1,6] is the game value. 

Example 2.2.3 Let us consider the game given by 

𝐺 =

𝐼𝐼1     𝐼𝐼2

𝐼1

𝐼2
(

[−1,1] [1,3]

[0,2] [−2,0]
)

Here, we compute 

min max 𝑔𝑖𝑗 = [−1,1]

If (𝑥∗, 𝑦∗, �̃�, �̃�) is a reasonable solution for the

interval matrix game 𝐺 then �̃� is called a 

reasonable value for Player 𝐼 and �̃� is called 

reasonable value for Player 𝐼𝐼. In this case, 𝑥∗ and

𝑦∗ represent reasonable strategies for Player 𝐼 and

𝐼𝐼, respectively. In other words, a reasonable 

solution for the interval matrix game is not an 

exact solution, which is conceptually defined 

below.  

Definition 2.2.5 [6] Let 𝑉 and 𝑊 be the sets of 

reasonable values �̃� 𝑎𝑛𝑑 �̃� for Players 𝐼 and 𝐼𝐼, 

respectively. Assume that there exist �̃�∗ ∈
𝑉, �̃�∗ ∈ 𝑊. If there does not exist any �̃�′ ∈
𝑉(�̃�′ ≠ �̃�∗) and �̃�′ ∈ 𝑊(�̃�′ ≠ �̃�∗) such that they

satisfy either 

�̃�∗ ≼ �̃�′   𝑜𝑟  �̃�∗ ≽ �̃�′,

then (𝑥∗, 𝑦∗, �̃�∗, �̃�∗) is called a solution of the

interval matrix game 𝐺, with 𝑥∗ and 𝑦∗ being

optimal strategies for Player 𝐼 and 𝐼𝐼. �̃�∗ is called

the value of interval matrix game 𝐺 for Player 𝐼 

and similarly, �̃�∗ is for Player 𝐼𝐼.

2.3. A Sequence of Interval Numbers 

Definition 2.3.1 [3] Let �̃�𝑖 = {�̃�: �̃�𝑖𝐿 ≤ 𝑥 ≤
�̃�𝑖𝑅 , �̃�𝑖𝐿, �̃�𝑅 ∈ ℝ} be a real closed interval. Then,

an ordered 𝑛-tuple of intervals 

�̃� = (�̃�1, �̃�2, … , �̃�𝑚)
= ([𝑥1𝐿, 𝑥1𝑅], [𝑥2𝐿, 𝑥2𝑅], … , [𝑥𝑛𝐿, 𝑥𝑛𝑅])

is called an 𝑛-dimensional interval vector. 

Definition 2.3.2 [8] Let 𝑓 be a function defined 

below 

𝑓: ℕ → ℝ𝑖

 𝑛 → 𝑓(𝑛) ≔ �̃�𝑘

Then, 𝑓 is called a sequence of interval numbers 

and denoted by (�̃�) = (�̃�𝑘). Also �̃�𝑘 is the 𝑘𝑡ℎ
term of (�̃�𝑘).

Let ℝ𝑖 be the sets of all intervals and �̃�, �̃� ∈ ℝ𝑖.

The distance between �̃� and �̃� intervals are 

represented by 

Aykut OR, Gönül Selin SAVAŞKAN

A New Game Value Approach for Infinite Interval Matrix Games

max min 𝑔𝑖𝑗 = [0,2].

Then, we get the following, 

max min 𝑔𝑖𝑗 ≠ min max 𝑔𝑖𝑗.

Now, in pure strategies, there cannot always be 

the game value of the interval matrix game. In this 

case, Li et al. (2012) defined the reasonable 

solution and the concepts of solution for interval 

matrix games, as follows. 

Definition 2.2.4 [6] Let �̃� = [𝑣𝐿, 𝑣𝑅] and �̃� = 
[𝑤𝐿, 𝑤𝑅] be interval numbers on ℝ. Assume that 
there exist 𝑥∗ ∈ 𝑋 and 𝑦∗ ∈ 𝑌. Then,
(𝑥∗, 𝑦∗, �̃�, �̃�) is called a reasonable solution of the 
interval matrix game 𝐺 if  ∀ 𝑥 ∈ 𝑋, 𝑦 ∈ 𝑌; 

(𝑥∗, 𝑦∗, �̃�, �̃�) satisfies both conditions following

𝑥∗𝐺𝑦𝑇 ≥ �̃�  and  𝑥𝐺𝑦∗⊤ 
≤ �̃�.
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𝑑(�̃�, �̃�) = 𝑚𝑎𝑥{|𝑎𝐿 − 𝑏𝐿|, |𝑎𝑅 − 𝑏𝑅|}.

Moreover, 𝑑 is a metric on ℝ𝑖 and (ℝ𝑖 , 𝑑) is a

metric space (Moore, 1979). 

Definition 2.3.3 [3] A sequence (�̃�𝑘) of (ℝ𝑖 , 𝑑) is

said to be convergent to the interval number �̃�0 if

for each 𝜀 > 0 there exists a positive integer 𝑘𝜀

such that 𝑑(�̃�𝑘, �̃�0) < 𝜀 for all 𝑘 ≥ 𝑘𝜀 and

denoted by 

lim
𝑘→∞

�̃�𝑘 = �̃�0.

Thus, 

lim
𝑘→∞

�̃�𝑘 = �̃�0 ⇔ lim
𝑘→∞

𝑥𝑘𝐿 = 𝑥0𝐿 ve lim
𝑘→∞

𝑥𝑘𝑅

= 𝑥0𝑅 .

Theorem 2.3.4 [3] Let (�̃�𝑘) be a convergent

sequence of intervals with limit interval �̃�0 then

𝑙𝑖𝑚
𝑘→∞

 �̃�𝑘 = �̃�0 ⇔ 𝑙𝑖𝑚
𝑘→∞

 𝑑(�̃�𝑘 , �̃�0) = 0.

Example 2.3.5 Let us consider a sequence of 

interval (�̃�𝑘) = ([
1

𝑘
, 1𝑘]) and denote its

convergent to the interval number [0,1]. 

𝑙𝑖𝑚
𝑘→∞

 𝑑(�̃�𝑘 , �̃�0) = lim
k→∞

max{|𝑥𝑘𝐿 − 𝑥0𝐿|, |𝑥𝑘𝑅 − 𝑥0𝑅|}

= lim
k→∞

max {|
1

𝑘
− 0| , |1 − 1|}

= lim
k→∞

1

𝑘
= 0

Let �̃� = [𝑔𝑖𝑗]
𝑖,𝑗∈ℕ

 be an infinite interval matrix.

Also denoted by 

�̃� = [𝑔𝑖𝑗]
𝑖,𝑗∈ℕ

= [
[𝑔11𝐿, 𝑔11𝑅] [𝑔12𝐿, 𝑔12𝑅] ⋯
[𝑔21𝐿, 𝑔21𝑅] [𝑔22𝐿, 𝑔22𝑅] ⋯

⋮ ⋮ ⋮

]

where the set of strategies of both players is 

defined by 

𝑆 = {(𝑥1, 𝑥2, … ): ∑ 𝑥𝑖 = 1,   𝑥𝑖 ≥ 0,   ∀𝑖 ∈ ℕ

  ∞

𝑖=1

} 

Naya (2001). The payoff function of Player 𝐼 is 

given below, 

∀ (𝑥, 𝑦) ∈ 𝑆 × 𝑆, 

ℎ̃(𝑥, 𝑦) = 𝑋�̃�𝑌𝑇 = ∑ ∑ 𝑥𝑖

∞

𝑖=1

∞

𝑗=1

[𝑔𝑖𝑗𝐿, 𝑔𝑖𝑗𝑅]𝑦𝑗
𝑇.

Definition 2.4.1 [11] Let �̃� = [𝑔𝑖𝑗]
𝑖,𝑗∈ℕ

 be the

payoff matrix of the infinite interval matrix game. 

For each (𝑥, 𝑦) ∈ 𝑆 × 𝑆 , the superior and inferior 

values of �̃�, 𝑉(�̃�) and 𝑉(�̃�) respectively, are 

defined by 

𝑉(�̃�) = inf
y∈S

sup
x∈S

ℎ̃(𝑥, 𝑦) 

and 

𝑉(�̃�) = sup
x∈S

inf
y∈S

ℎ̃(𝑥, 𝑦), 

respectively. 

Assume that the payoff matrix is denoted by 

�̃�𝑖′ = (𝑔𝑖𝑗)
1≤𝑖≤𝑖′;1≤𝑗<∞

in which the Player 𝐼 has a finite strategy but 

Player 𝐼𝐼 has infinite strategy while the payoff 

matrix is stated by 

�̃�𝑗′ = (𝑔𝑖𝑗)1≤𝑖<∞

1≤𝑗≤𝑗′
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Thereby, the sequence of interval (�̃�𝑘) is 
convergent to the interval number  [0,1]. 

2.4. Infinite Interval Matrix Games 

In this paper, we have considered finite interval 

matrix games till this part. In this section, we 

focus on the case where the pure strategy sets of 

both players have infinite elements. We 

investigate the concepts of game value and 

solution of infinite interval matrix games 

generalized to finite interval matrices. Given 

�̃�𝑖𝑗 = [�̃�𝑖𝑗𝐿, �̃�𝑖𝑗𝑅] denotes the payoff of Player 𝐼 
when Player 𝐼 chooses 𝑖 𝑡ℎ strategy and Player 𝐼𝐼 

chooses 𝑗 𝑡ℎ strategy. 

Sakarya University Journal of Science 25(6), 1343-1351, 2021 1347



in which the rows are infinite, and the columns are 

finite. Such games are called semi-infinite 

interval matrix games (Tijs, 1975). 

3. RESULTS

This section contains the results obtained and a 

new definition and theorem based on the approach 

in this paper. 

Definition 3.1 Let �̃� = [𝑣𝑙 , 𝑣𝑟] and �̃� = [𝑤𝑙 , 𝑤𝑟]

be elements of ℝ𝑖. Assume that 𝑥∗, 𝑦∗ ∈ 𝑆 and

(𝑥∗, 𝑦∗, �̃�, �̃�) is a reasonable solution to the

infinite interval matrix game �̃�. If (𝑥∗, 𝑦∗, �̃�, �̃�)
satisfies both the conditions  

𝑥∗�̃�𝑦𝑇 ≽ �̃� and 𝑥�̃�𝑦∗𝑇 ≼ �̃�, ∀𝑥, 𝑦 ∈ 𝑆 .

If (𝑥∗, 𝑦∗, �̃�, �̃�) is a reasonable solution to the

infinite interval matrix game �̃�, then �̃� and �̃� are 

called reasonable values for each player, where 𝑥∗

is a reasonable strategy of Player 𝐼 and 𝑦∗ is a

reasonable strategy for Player 𝐼𝐼.  

Let 𝑉 and 𝑊 be the sets of reasonable values for 

Players 𝐼  and 𝐼𝐼, respectively, which does not 

imply a solution for the infinite interval matrix 

game. Consequently, the solution to the infinite 

interval matrix game is defined below. 

Definition 3.2 Given that there are �̃�∗ ∈ 𝑉 and

�̃�∗ ∈ 𝑊. If there are no �̃�′ ∈ 𝑉(�̃�′ ≠ �̃�∗) and

�̃�′ ∈ 𝑊(�̃�′ ≠ �̃�∗) such that they satisfy

�̃�∗ ≼ �̃�′ 𝑜𝑟  �̃�∗ ≽ �̃�′

then (𝑥∗, 𝑦∗, �̃�∗, �̃�∗) is called a solution of the

infinite interval matrix game �̃�, 𝑥∗ and 𝑦∗are

optimal strategies for Players 𝐼 and 𝐼𝐼, 

respectively, �̃�∗ is called the value of infinite

interval matrix game �̃� for Player 𝐼 and �̃�∗is

called the value of the game for Player 𝐼𝐼.  

Definition 3.3 Let �̃� = (�̃�𝑖𝑗)
𝑖,𝑗∈ℕ

 be a bounded

infinite interval matrix. Limit superior of row 

sequences and limit inferior of column sequences 

of an infinite interval matrix are described as 

follows: 

𝑇𝑖 = inf
m≥1

sup
j≥m

�̃�𝑖𝑗 , ∀𝑗 ∈ ℕ, 𝑇 = (𝑇𝑖)𝑖∈ℕ

and 

𝐾𝑗 = sup
m≥1

inf
i≥m

�̃�𝑖𝑗 , ∀𝑖 ∈ ℕ, 𝐾 = (𝐾𝑗)
𝑗∈ℕ

 ,

respectively. 

Theorem 3.4 Let �̃� = inf
j∈ℕ

𝐾𝑗  be infimum of  𝐾𝑗 and

�̃� = sup
i∈ℕ

𝑇𝑖 be supremum of 𝑇𝑖, 𝑥∗, 𝑦∗ ∈ 𝑆 and

(𝑥∗, 𝑦∗, �̃�, �̃�) be a reasonable solution. If   �̃� =
(�̃�𝑖𝑗)

𝑖,𝑗∈ℕ
 is a bounded infinite interval matrix

such that 

�̃� ≻  �̃�, 

then �̃� does not have a value. 

Proof.  First, 

inf 𝑥�̃�𝑦𝑇 ≼ 𝑥𝑇, ∀𝑥 ∈ 𝑆.

Suppose otherwise. Then, there exist 𝑧 ∈ 𝑆 and 

𝜖 > 0 such that 

inf
𝑦∈𝑆

𝑧�̃�𝑦𝑇 ≻ 𝑧𝑇 + 𝜖.

Therefore, 

𝑧�̃�𝑒𝑗
𝑇 ≺ 𝑧𝑇 + 𝜖 ⇒ 𝑧(𝑇 − �̃�𝑒𝑗

𝑇) ≺ −𝜖, ∀𝑗 ∈ ℕ.

But this is a contradiction. 

Hence, 

inf
y∈S

𝑥�̃�𝑦𝑇 ≼ 𝑥𝑇, ∀𝑥 ∈ 𝑆.

Thereby, 

sup
x∈S

inf
y∈S

𝑥�̃�𝑦𝑇 ≼ sup 𝑥𝑇 = sup
i∈ℕ

𝑇𝑖 = �̃�

⇒ 𝑉𝐿(�̃�) ≼ �̃�.

Similarly, 

𝑉𝑈(�̃�) ≽ �̃�.

Thus, game �̃� does not have a value. 
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Example 3.5 Payoff matrix �̃� is given as follows 

�̃� = (�̃�𝑖𝑗)
𝑖,𝑗∈ℕ

= {

[−1,1] 𝑖 < 𝑗,

[0,0] 𝑖 = 𝑗,

[1,1] 𝑖 > 𝑗.

 

Given Theorem 3.4, the fact that �̃� has no value 

is an immediate result, since it is obvious that for 

this matrix 𝑇𝑖 = [−1,1] for all 𝑖, 𝑗 ∈ ℕ and 𝐾𝑗 =

[1,1]. 

Theorem 3.6 Let �̃� = (�̃�𝑖𝑗)
𝑖,𝑗∈ℕ

 be a bounded

infinite interval matrix game such that all its 

column converges to �̃� = [𝛼𝑙 , 𝛼𝑟] and all its rows

converge to �̃� = [𝛽𝑙 , 𝛽𝑟]. If �̃� ≼ �̃� then,

�̃� ≼ 𝑉(�̃�) ≼ 𝑉(�̃�) ≼ �̃�. 

Proof. Let us consider �̃� = (�̃�𝑖𝑗)
𝑖,𝑗∈ℕ

 as a

separate payoff matrix taking into account the 

lower and upper values of the intervals, as 

follows: 

�̃� = [𝑔𝑖𝑗]
𝑖,𝑗∈ℕ

= [
[𝑔11𝐿, 𝑔11𝑅] [𝑔12𝐿, 𝑔12𝑅] ⋯
[𝑔21𝐿, 𝑔21𝑅] [𝑔22𝐿, 𝑔22𝑅] ⋯

⋮ ⋮ ⋮

] 

𝐺𝐿 = [𝑔𝑖𝑗𝐿]
𝑖,𝑗∈ℕ

= [
𝑔11𝐿 𝑔12𝐿 ⋯
𝑔21𝐿 𝑔22𝐿 ⋯

⋮ ⋮ ⋮
] 

𝐺𝑅 = [𝑔𝑖𝑗𝑅]
𝑖,𝑗∈ℕ

= [
𝑔11𝑅 𝑔12𝑅 ⋯
𝑔21𝑅 𝑔22𝑅 ⋯

⋮ ⋮ ⋮
] 

�̃� 

Therefore, 

𝛼𝐿 ≤ 𝑉𝐿(𝐺𝐿) ≤ 𝑉𝑈(𝐺𝐿) ≤ 𝛽𝐿

𝛼𝑅 ≤ 𝑉𝐿(𝐺𝑅) ≤ 𝑉𝑈(𝐺𝑅) ≤ 𝛽𝑅 .

the above inequalities hold (Naya, 2001). Given 
these inequalities when the nested intervals are 

ignored 

[𝛼𝐿, 𝛼𝑅] ≼ [𝑉𝐿(𝐺𝐿), 𝑉𝐿(𝐺𝑅)]

≼ [𝑉𝑈(𝐺𝐿), 𝑉𝑈(𝐺𝑅)] ≼ [𝛽𝐿, 𝛽𝑅]

the above inequality is obtained. 

On the other hand, it means that 

�̃� ≼ 𝑉(�̃�) ≼ 𝑉(�̃�) ≼ �̃�. 

Namely, the proof is completed. 

4. CONCLUSIONS

The concepts of game value and solution of the 

game are two main characteristics of the research-

related matrix games. Currently, interval matrix 

games, which play a crucial part in dealing with 

uncertainties in the real world, are gaining 

attention. Studies on interval matrix games and 

their solution methods play an essential role in the 

game theory since their applicability to daily life 

practices is high. Consequently, within the scope 

of this paper, we extend an interval matrix game 

to an infinite interval matrix game, and we state 

some definitions and theorems for finite interval 

matrix games. The results obtained from the 

present work will significantly contribute to 

future works since the infinite interval matrix 

game is an emerging topic. After this work, 

research on the convergence of either row or 

column sequence to a different interval number 

for a matrix game with infinite payoffs is an open 

problem. 
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where  𝐺𝐿 and 𝐺𝑅 are infinite interval matrices 
whose entries are real numbers. Assume that each 

of 𝐺𝐿 and 𝐺𝑅 is an infinite matrix game and in the 
payoff matrix 𝐺𝐿 the sequence of rows (or 
columns) converges to the real number 𝛽𝐿 (or 𝛼𝐿). 
Similarly, in the payoff matrix 𝐺𝑅 the sequence of 
rows (or columns) converges to the real number 

𝛽𝑅 (or 𝛼𝑅).

Since �̃� ≼

then, 

𝛼𝐿 ≤ 𝛽𝐿 𝑎𝑛𝑑 𝛼𝑅 ≤ 𝛽𝑅 .
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The Leaf and Stem Anatomy of Two Endemic Salvia (Section Salvia, Lamiaceae) 

from Turkey: S. aucheri subsp. canascens and S. heldreichiana 

Gülnur EKŞİ*1, Gülderen YILMAZ2 

Abstract 

Salvia L. has a wide variety of traditional usages as digestive, appetizer, carminative, antiseptic, 

stimulant, pain reliever, antipyretic, diuretic, antitussive and for bronchitis, asthma and cold. 

Anatomical features are extremely important for the taxonomy of Salvia species, especially leaf 

and stem represent many specific characteristics. The aim of this study is to determine the 

distinctive anatomical structures of S. aucheri subsp. canascens (Boiss. & Heldr.) Celep, 

Kahraman & Doğan and S. heldreichiana Boiss. comparatively. The transverse-sections were 

taken from the leaf and stem to determine the anatomical features of two Salvia species. They 

differ in many anatomical characters like leaf type, which is bifacial and hypostomatic for S. 

aucheri subsp. canascens and monofacial and amphistomatic for S. heldreichiana. Besides, the 

leaf surfaces of both species are covered by different types of glandular trichomes. The midrib 

contains a big vascular bundle in S. aucheri subsp. canascens and has three big vascular bundles 

in S. heldreichiana. Additionally, the stem surface of S. aucheri subsp. canascens is glabrous 

while the stem is pilose in S. heldreichiana. In conclusion, our anatomical results were 

contributed to the taxonomy of S. aucheri subsp. canascens and S. heldreichiana and confirmed 

the importance of anatomy in the species level for the genus. 

Keywords: anatomy, Lamiaceae, Salvia aucheri subsp. canascens, S. heldreichiana. 

1. INTRODUCTION

Salvia L. is the largest genus of Lamiaceae 

consisting of ca. 1000 species worldwide. The 

genus is distributed mainly in Central and South 

America and Asia [1–3]. It has more than 100 

species in Turkey, half of which are endemic 

demonstrating that Turkey is a possible diversity 

centre for Salvia in Asia [4, 5]. The members of 

the genus are herbaceous, suffruticose or shrubby, 

generally perennials and often strongly aromatic. 
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1 Istanbul Medipol University, Department of Basic Pharmaceutical Sciences, Deparment of Pharmacognosy

ORCID: https://orcid.org/0000-0002-6869-8703
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Stems erect or procumbent and glandular to 

glabrous. Leaves undivided and lyrate or 

pinnatisect. Inflorescence verticillaster. Calyx 

and corolla are bilabiate [6]. Salvia species have 

many usages worldwide, not only for medicinal 

purposes but also for food, in cosmetics, 

perfumery and pharmaceutical industry [7–9]. 

The genus is one of the most well-known 

medicinal plant group in Turkey since ancient 

times with its various traditional use such as 

diuretic, stimulant, laxative and for abdominal 
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pain, cold, flatulence, rheumatism, stomach ache, 

wounds [1, 10–18]. Recent bioactivity studies 

proved that Salvia species contain bioactive 

secondary metabolites efficient as antioxidant, 

antimicrobial, antialzheimer, anticancer, 

antidiabetic, antitumor, antiplasmodial, 

antiinflammatory [19–25]. Besides, numerous 

anatomical studies have been conducted on Salvia 

species [2, 12, 26–29]. Salvia aucheri subsp. 

canescens (Boiss. & Heldr.) Celep, Kahraman & 

Doğan and S. heldreichiana Boiss. (Lamiaceae) 

are both belong to sect. Salvia (Figure 1).  

In the present study, the anatomical 

characteristics of these two endemic species have 

been studied for the first time. The results are 

presented by photographs. The characteristic 

elements of anatomical structures have been 

determined and these results compared to other 

studies in the literature. This study aims to 

contribute to the taxonomy of examined Salvia 

species and the genus. 

2. MATERIALS AND METHODS

Aerial parts of S. aucheri subsp. canascens and S. 

heldreichiana were collected from Karaman 

province at the flowering time on 27th of June 

2019 from Yeşildere Village at an elevation of 

1300 m by the second author and the specimens 

were stored in Ankara University, Pharmacy 

Faculty Herbarium with the numbers of AEF 

28920 and AEF 28919, respectively. For 

anatomical studies, living materials were kept in 

70% alcohol. Transverse-sections of leaf and stem 

were taken by hand and examined using Sartur 

and chloral hydrate reagents. The measurements 

(Table 1) and photos (Figures 2, 3, 4, 5) of 

characteristic elements were photographed by a 

binocular light microscope with a Leica DFC280 

camera at 4x, 10x and 40x magnifications. 

3. RESULTS

Phytogeographical Region: East Mediterranean 

element.  

3.1.1. Stem 

The stem is quadrangular in transverse-section 

(Figure 2. A, C). The epidermis is covered by a 

cuticle layer and consists of a single layer of 

elliptical to rectangular cells (Figure 2. F, I). The 

collenchyma tissue is in one or two rows, thicker 

at the edges (Figure 2. A, C, F, I). Parenchyma is 

three to five layered in the cortex. Starches are 

visible in parenchymatic cells (Figure 2. G). 

Sclerenchyma cell groups in the cortex are above 

the phloem. The cambium is distinctive (Figure 2. 

A, C). The pith consists of lignified and 

unlignified parenchymatic cells which are large, 

polygonal or orbicular in shape (Figure 2.E, H). 

3.1.2. Leaf 

In the transverse-section of the leaf lamina 

including the midrib, the epidermis is covered by 

a cuticle layer on both sides of the leaf (Figure 3. 

B, C). The epidermis consists of a single layer of 

elliptical to rectangular cells which are larger at 

upper surface. The multicellular non-glandular 

and glandular trichomes are present on both sides 

of the leaves (Figure 3. B, C). The non-glandular 

multicellular trichome consists of two or three 

cells (Figure 3. F, G, I). Two types of glandular 

trichome are present. The first one is a larger 

glandular trichome that has two or three cells 

including a neck cell in the stalk with unicellular 

heads (Figure 3. G, H). The second one is a small 

glandular trichome containing one or two cells 

including a neck cell in the stalk with one or two 

celled heads (Figure 3. F, H, I). The midrib has a 

big vascular bundle covered with 5-6 layers of 

polygonal to circular collenchyma cells from the 

adaxial and 3-4 layers from the abaxial (Figure 3. 

D, E). The stomata type is diacytic and they 

present on the lower epidermis (Figure 3. K, L). 

The leaf is hypostomatic and bifacial (Figure 3. B, 

C). The palisade parenchyma cells are rectangular 

elongated, 4-6 layered and 1–3 layers of 

intercellular spaced spongy parenchyma cells 

(Figure 3. B, C). The vascular bundle is the 

collateral type (Figure 3. D, E).  
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3.1. S. aucheri subsp. canescens 

S. aucheri subsp. canescens (Boiss. & Heldr.) 
Celep, Kahraman & Doğan, Distribution: 
Southern Turkey. Habitat: Stony slopes, rocky 
areas. Flowering: July to October.
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monofacial (Figure 5. A, B, C, H). The palisade 

parenchyma cells are elongated rectangular as 6-

8 layers in the mesophyll. The spongy 

parenchyma cells are one or two layers on both 

sides of the palisade parenchyma (Figure 5. H, I). 

On the surface, the stomata cells are located on 

both sides of the leaf The leaf is amphistomatic 

and the stomata type is diacytic (Figure 5. J, K, 

L). 

4. DISCUSSION

Salvia species have non-glandular and glandular 

trichomes characteristic to Lamiaceae [2, 4, 12, 

30–34] (Table 3). In the leaf transverse and the 

leaf superficial sections, upper and lower 

epidermis of S. aucheri subsp. canascens and S. 

heldreichiana were both covered by non-

glandular and glandular trichomes. The trichome 

characteristics are very important for the 

classification of Salvia species [2, 4, 32, 33]. The 

non-glandular trichome in Lamiaceae could be 

erect, triangular, unicellular to multicellular and 

variable in shape and length [30, 35]. S. 

heldreichiana has long and non-glandular 

multicellular trichome on the stem surface in 

contrast to S. aucheri subsp. canascens (Figure 2. 

A, C, G, I; Figure 4. A, B, H, I; Table 3). 

Glandular trichome in Salvia displays variability 

among species [32, 33]. Capitate and peltate are 

the two main types of glandular trichome based 

on the shape of secretory heads [2, 4, 35]. The 

capitate trichome contains short or long stalks 

with unicellular heads. The peltate trichome is 

formed of short stalks with a broad multicellular 

secretory head. S. heldreichiana has both. The 

peltate trichome in S. heldreichiana comprises of 

a glandular head with eight cells in a row (Figure 

5. L). The capitate trichome in S. heldreichiana

has one to two celled stalks with spherical

secretory heads (Figure 5. F, G, I,). S. aucheri

subsp. canascens has two main types of capitate

trichome, one is short capitate (the short stalk

consists of one or two cells-if two cells, one of

them is neck cell-) and the other is long capitate

(the long stalk contains two or more cells

including neck cell). S. aucheri subsp. canascens

has the long capitate trichome with two to three

cells in stalk and the short capitate trichome with

a round unicellular secretory head and a stalk with

Gülnur EKŞİ, Gülderen YILMAZ
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3.2. Salvia heldreichiana 

Salvia heldreichiana Boiss., Prodr. 17: 320, 

(1873). Distribution: Southern Turkey. Habitat: 

Stony slopes, rocky places. Flowering: July-

October. Phytogeographical Region: East 

Mediterranean element. 

3.2.1. Stem 

The stem is quadrangular to circular in transverse-

section (Figure 4. A, B). The epidermis is covered 

by a cuticle layer and non-glandular trichomes 

consisted of one to three cells (Figure 4. A, B, H, 

I). The epidermis is composed of uniseriate, thick 

walled, elliptical to rectangular cells (Figure 4. G, 

H, I). Cortex exhibits three different layers. The 

first layer has thick walled, flattened, 

collenchyma cells in two to six rows under the 

epidermis. The second layer is three to five rows 

of bigger and ovoid parenchyma cells. At the third 

layer, cells are smaller and without intercellular 

spaces cells (Figure 4. G, H, I). Sclerenchyma 

cells are in the third layer of the cortex above the 

phloem cells (Figure 4. E, G). The cambium is 

distinctive cells (Figure 4. A, B). The pith consists 

of lignified parenchyma cells, which are larger 

and polygonal or orbicular in shape (Figure 4. D). 

3.2.2. Leaf 

In the transverse-section of the leaf lamina, the 

upper and the lower epidermis are covered with a 

cuticle layer cells. The epidermis is composed of 

a single layer of elliptical to rectangular cells 

which are thick walled (Figure 5. E, F, G, H, I). 

The multicellular non-glandular and glandular 

trichome are on both sides of the leaves. The non-

glandular multicellular trichome consist of two or 

three cells. Two types of glandular trichome are 

distinguished. One has a unicellular stipe with one 

or two celled heads, second has a unicellular stipe 

with multicellular heads (Figure 5. F, G, I). The 

midrib contains three big vascular bundles 

covered with four to six layers of collenchyma 

cells from the adaxial and six to nine layers of 

collenchyma cells from the abaxial (Figure 5. A, 

B, C, D, E). The collenchyma cells are polygonal 

to circular in shape. The vascular bundle is the 

collateral type (Figure 5. D). The leaf is 
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both species were more or less similar in 

previously examined Salvia species [1, 2, 12, 26, 

27, 37, 40]. 

5. CONCLUSION

In this study, the stem and leaf anatomy of Salvia 

aucheri subsp. canascens and S. heldreichiana 

were studied for the first time. These two endemic 

species were found to be closely related to each 

other but S. aucheri subsp. canascens and S. 

heldreichiana has exhibited many different 

anatomical characters such as indumentum of 

stem, glandular trichome, vascular bundle 

numbers and orientations. Our results provide 

significant data to the taxonomy of two examined 

endemic species and the genus Salvia and confirm 

the importance of anatomical structures in the 

species level. 
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two cells including a neck cell. The leaf epidermis 

of both S. aucheri subsp. canascens and S. 

heldreichiana consist of a single layer of the oval 

to rectangular thick-walled epidermis cells 

covered with a cuticle. The leaf of S. aucheri 

subsp. canascens is bifacial like S. potentillifolia 

Boiss. & Heldr. ex Benth., S. nydeggeri Hub.-

Mor. [12], S. quezelii Hedge & Afzal-Rafii[2] and 

S. divaricata Montbret & Aucher ex Benth. [28]

(Table 2). The leaf of S. heldreichiana is 
monofacial like S. macrochlamys Boiss. & 
Kotschy [36], S. ballsiana (Rech.f.) Hedge [37]

(Table 2). In both S. aucheri subsp. canascens and 
S. heldreichiana, mesophyll consists of elongated 
rectangular palisade parenchyma and nearly 
isodiametric spongy parenchyma cells. In S. 
aucheri subsp. canascens, the midrib has a single 
large vascular bundle in the middle (Figure 3. A, 
D) like in S. macrochlamys [36], S. ballsiana [37], 
S. potentillifolia, S. nydeggeri [12] and S. 
divaricata [28]. In S. heldreichiana three large 
vascular bundles were in the midrib (Figure 5. D, 
E) like in S. indica L. [38] and S. vermifolia 
Hedge & Hub.-Mor. [39]. The midrib comprises 
multilayers of collenchyma cells around vascular 
bundles in both species. S. aucheri subsp. 
canascens and S. heldreichiana are both have 
diacytic stoma type like the many others members 
of Salvia [27, 38, 39]. S. heldreichiana has 
amphistomatic leaves (number of stomata on the 
lower surface is equal to stomata number on the 
upper surface) (Figure 5. J, K, L) and S. aucheri 
subsp. canascens has hypostomatic leaves

(stomata are just located on the lower surface)

(Figure 3. J, K, L). The stems of both S. aucheri 
subsp. canascens and S. heldreichiana were 
quadrangular and cortex was composed of one to 
two layers of collenchyma, which is multilayer at 
the corners making them quadrangular and 
several layers of parenchymatic cells. In both 
species, sclerenchyma cells were visible above 
the phloem (Figure 2. B, C, D, E, F, I; Figure 4. 
A, B, E, G) similar to other Salvia species [30, 
40]. In both examined species, large trachea and 
smaller tracheid were observed in the xylem

(Figure 2. A, C, D, F, I; Figure 4. A, B, C, E, F). 
Medullary rays in stems of S. aucheri subsp. 
canascens and S. heldreichiana were visible and 
the cambium was well distinguished (Figure 2. A, 
C, D; Figure 4. A, B, C, F) The stem anatomies of
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 Figure 1 A-B Salvia aucheri subsp. canascens, C-D Salvia heldreichiana. 

Figure 2 Salvia aucheri subsp. canascens. (A-I) Stem transverse-section, (1) cuticle, (2) epidermis, (3) 

collenchyma, (4) parenchyma, (5) sclerenchyma, (6) phloem, (7) cambium, (8) xylem, (9) pith. 
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 Figure 3 Salvia aucheri subsp. canascens. (A-I) Leaf transverse-section, (J-L) leaf surface, (1) cuticle, (2) 

epidermis, (3) non-glandular trichome, (4) glandular trichome, (5) stomata, (6) collenchyma, (7), phloem, (8) 

xylem, (9) palisade parenchyma, (10) spongy parenchyma. 
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 Figure 4 Salvia heldreichiana. (A-I) Stem transverse-section, (1) cuticle, (2) epidermis, (3) non-glandular 

trichome, (4) collenchyma, (5) parenchyma, (6) sclerenchyma, (7) phloem, (8) cambium, (9) xylem, (10) pith. 
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 Figure 5 Salvia heldreichiana. (A-I) Leaf transverse-section, (J-L) leaf surface, (1) cuticle, (2) epidermis, (3) non-

glandular trichome, (4) glandular trichome, (5) Lamiaceae type glandular trichome, (6) stomata, (7) collenchyma, 

(8) vascular bundle, (9) phloem, (10) xylem, (11) palisade parenchyma, (12) spongy parenchyma.
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Enhancing The Out-Of-Plane Compressive Performance of Lightweight Polymer 

Foam Core Sandwiches 

Çağrı UZAY*1 

Abstract 

This study investigates the flatwise compressive performance of the developed sandwiches with 

core stitching modification. Polyvinyl chloride (PVC) foam cores with a density of 0.048 g/cm3 

were stitched with 600-tex glass fiber yarns. Then the core materials were sandwiched with 

carbon/epoxy and glass/epoxy face sheets, respectively. The composite sandwich structures 

were produced by applying the vacuum bag method, and the composite layers were co-cured. 

The non-stitched foam core sandwiches were also manufactured as the benchmark. The 

developed sandwich panels were subjected to flatwise compression tests per the ASTM C365 

Standard to obtain compressive properties. The mechanical testing showed that the stitched 

foam core sandwiches carried dramatically higher compressive loads and presented additional 

load peaks. Almost 80% and 90% enhancement were achieved in resistance to compressive 

forces for the sandwiches made of carbon/epoxy and glass/epoxy face sheets, respectively. 

Also, the increments in the compressive strength of the developed sandwich panels were found 

above 80% with a minimum weight penalty. Core stitching, providing the sandwich panels to 

have better out-of-plane strength, is a simple and less time-consuming through-thickness 

reinforcement process among the other core modification methods. 

Keywords: core stitching, flatwise compression, sandwich composite, strength, modulus 

 

1. INTRODUCTION 

Sandwich structures, a kind of hybrid laminated 

composites, are constructed with two thin and stiff 

face sheets, which are bonded to relatively thicker 

and low-density core material by a polymer 

matrix. While the core materials can be made of 

honeycomb, corrugated plates, balsa wood, 

polymer, and aluminum foams, the face sheets are 

commonly made of very thin metal alloy sheets or 

fiber-reinforced polymer composites. The core 

material mainly resists shearing, provides 
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stability of two separated face sheets and load 

transfer between the face sheets, whereas the face 

sheets carry the compressive and tensile loads. 

The sandwich composites have emerged with 

superior specific strength and the stiffness-to-

weight ratio [1-4]. Depending upon the sandwich 

constituents, they can also resist higher impact 

loads [5, 6], provide acoustic and vibration 

damping [7], and have better out-of-plane 

strength [8]. Therefore, the sandwiches have 

found widespread application areas in such 

industries as aerospace, automotive, marine, and 
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civil infrastructures where lightweight and higher 

stiffness are the primary design considerations [9-

12]. To characterize the mechanical behaviors of 

the sandwich composites, they are subjected to 

several testing methods under various loadings, 

e.g., low-velocity impact [13], flexural [14, 15], 

edgewise and flatwise compression [9], and 

tensile [16] loads. The extensively obtained 

knowledge about the failure modes helps the 

designers and researchers to reveal optimal 

sandwich systems satisfying the desired 

requirements. 

The typical failure modes encountered for 

sandwich structures are core shear, face sheet 

yielding, indentation, delamination, debonding, 

and face sheet wrinkling. The initiation and 

propagation of the failures depend upon the 

sandwich materials, type of loading, and design 

geometry [17, 18]. For instance, assuming the 

sandwiches are irrespective of the manufacturing 

defects, the core shear and indentation failure 

modes are commonly encountered under bending 

loadings, whereas delamination and debonding 

can be seen under impact loads [19] or flatwise 

compression [8]. One of the most common failure 

modes encountered in practice is the debonding or 

delamination of the core and the face sheets 

materials [9]. The compressive behavior of the 

sandwiches has been investigated to analyze these 

failure modes. Many researchers used high-

density core materials to increase shear load 

carrying capacity, preventing the debonding of 

the laminates [1, 2, 8, 12, 20]. Some practical 

approaches for the developments of compressive 

performance of the sandwich composites are the 

insertion of shear key elements into the structure 

[20], z-pinning [16], tufting [21], and through-

thickness stitching [16] of the core materials 

together with or without the face sheets [1]. Abdi 

et al. [1] obtained a dramatic increase in flatwise 

compression performance of the sandwiches by 

inserting polymer pins into the foam core. 

Stitching, providing through-thickness 

reinforcement, can be applied to whole 

sandwiches, including face sheets and core [22], 

or applied only to the core material [23]. 

However, it was stated in the literature that only 

the core stitching rather than stitching the core 

with face sheets provided a sandwich panel to had 

better flatwise compression properties [16]. This 

might be due to the fiber damages during the 

stitching process [7]. The stitched core sandwich 

contributes to the interfacial strength of face 

sheets to the core leading to obtaining higher out-

of-plane properties. The stitching with fiber 

bundles increases the energy requirement for 

delamination of the sandwich laminates and 

prevents face sheet-core debonding. Yalkin et al. 

[16] reported that core stitching is a simple and 

less time-consuming process than other through-

thickness reinforcement methods such as 

inserting shear key elements, composite rods, and 

polymer pins. Malcom et al. [22] stitched the 

glass/epoxy face sheets and PVC foam core with 

aramid fiber to increase the shear and 

compressive properties. Han et al. [4] used 167-

tex glass fiber yarns and stitched carbon/epoxy 

face sheets and polyurethane (PU) foam core with 

different stitching densities. Drop weight impact 

test results showed that stitching increased the 

energy absorption capacity, and also, the 

delamination area was smaller as the stitched 

density was increased. Yalkin et al. [23] the PVC 

foam core glass/epoxy face sheets sandwiches at 

various tex numbers of glass fiber yarns from 600-

tex to 2400-tex. The researchers obtained 

enhanced compressive, shear, bending, and 

impact properties. However, they indicated that 

increasing tex number caused individual fiber 

damages during the stitching, which made the 

process more difficult. 

In this study, the effects of stitched core on the 

flatwise compression properties of the low-

density polymer foam core sandwich panels were 

investigated. 15 mm thick, closed-cell, and rigid 

polyvinyl chloride (PVC) foam cores with a 

density of 0.048 g/cm3 were sandwiched with 

carbon/epoxy and glass/epoxy face sheets. The 

stitching was applied to the pre-drilled foam core 

and carried out with glass fiber yarns (600-tex). 

The vacuum bagging method was applied to 

manufacture the sandwich panels, in which the 

laminates were co-cured under a vacuum 

atmosphere at room temperature. According to 

ASTM C 365 Standard [24], the flatwise 

compression tests were performed to discover the 

developed sandwiches’ compressive properties.  
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2. MATERIALS AND METHOD 

2.1. Materials 

Low-density foam core fiber reinforced sandwich 

panels were fabricated with polyvinyl chloride 

(PVC) foam core, woven plain glass and carbon 

fiber fabrics, and polymer epoxy resin set. PVC 

foam is a linear cross-linked, rigid, closed-cell 

core material and has widespread application in 

industrial practice due to its low cost and better 

environmental resistance like moisture 

absorption, flammability [25, 26]. Woven plain 

fiber fabrics were preferred since they provide 

better fiber yarn stability in both fill and warp 

directions, which leads to ease of fabrication. 

They also provide almost equal in-plane elastic 

properties and high out-of-plane strength 

compared to unidirectional fibers [27, 28]. In 

order to obtain the same thickness for the face 

sheets, 5-ply glass fiber fabrics was used, whereas 

4-ply carbon fiber fabrics were used. Although it 

seems that the use of such ply numbers is not 

matching the same thickness value, 

approximately the same face sheet thickness 

values were obtained as the resin impregnation 

behaviors are different. The decision made for 

face sheets’ layers was due to the laboratory 

experiences. The fiber face sheets and the core 

material were processed with a polymer epoxy 

resin set. The material properties of the sandwich 

constituents are given in Table 1. 

2.2. Core Stitching and Sandwich Panel 

Manufacturing 

PVC foam core materials were firstly drilled with 

a CNC milling machine to obtain stitching holes. 

The diameter of the holes is 2.5 mm. Figure 1 

shows the schematic view of the drilled PVC 

foam core and drilling orientations. The stitching 

was made manually with a hole density of 0.36 

hole/cm2, which determines the number of 

stitching holes in a unit cm2. The core stitching 

was made on the perforated foam core by using E-

glass fiber yarns with 600-tex. 

 
(a) 

 
(b) 

Figure 1 a) Schematic view of a drilled PVC core, b) 

drilling orientation 

Table 1 Material properties of the sandwich 

constituents [29-31] 
Material Property Value 

Carbon fiber 

Fabric Description Woven, 3K plain, 

continuous 

Areal Mass 200 g/m2 

Thickness  0.20 mm 

Density 1790 kg/m3 

Tensile Strength 3800 MPa 

Tensile Modulus 240 GPa 

Tensile Strain 1.6 % 

Glass fiber 

Fabric Description E-glass, woven, 

continuous 

Areal Mass 200 g/m2 

Thickness  0.18 mm 

Density 2560 kg/m3 

Tensile Strength 2400 MPa 

Tensile Modulus 76 GPa 

Tensile Strain 4.8 % 

PVC foam core materials 

Description Rigid, linear, closed-

cell 

Density  48 kg/m3 

Thickness 14 mm 

Compressive strength 0.60 MPa 

Compressive modulus 48 MPa 

Tensile strength 0.95 MPa 

Tensile modulus 35 MPa 

Shear strength 0.55 MPa 

Shear modulus 16 MPa 

Epoxy matrix 

Density 1180-1200 kg/m3 

Resin to hardener ratio 100:25 in weight 

Tensile strength 70-80 MPa 

Tensile modulus 3.2-3.5 GPa 

Tensile strain 5-6.5 % 

Compressive strength 80-100 MPa 

Impact strength 40-50 kJ/m2 
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Sandwich panels’ manufacturing was carried out 

by applying the vacuum bagging method. The 

face sheet fabrics were co-cured with the foam 

cores. Once all the composite layers, including 

fiber fabrics and core material, were stacked in a 

specified order, a perforated release film was 

placed over the resin-impregnated composite 

sandwich structure to allow the removal of 

excessive resin and air bubbles. Then, a vacuum 

breather was placed to collect the excessive resin. 

Lastly, the composite system was enclosed 

entirely by a vacuum bag. The non-stitched foam 

core sandwich panels were also fabricated as the 

benchmarks. The curing was performed at room 

temperature under a vacuum pressure of 0.005 

mbar. The illustration of the manufacturing 

method I schematically demonstrated in Figure 2. 

The total sandwich thickness was obtained at 

15.80 mm with a face sheet thickness of 0.9 mm. 

 

Figure 2 Schematic illustration of the vacuum bag 

method 

2.3. Flatwise Compression Test 

The flatwise compression tests were applied since 

the typical use of sandwich panels are generally 

under the compressive loads such as bridge decks, 

floors, roofs, etc. [9]. Therefore, the sandwich 

panels in the present study were subjected to 

flatwise compression tests according to ASTM 

C365 Standard. Dimensions of the testing 

specimens are 50 mm x 50 mm x 15.80 mm. A 

universal testing machine named ZwickRoell 

Z100 was used to perform the compression tests. 

The cross-head speed was set to 0.5 mm/min. A 

test specimen under compressive loading was 

presented in Figure 3. Compressive load and 

deflection values were recorded by the universal 

testing machine, and compressive strength and 

compressive modulus of the sandwich panels 

were determined based on Equations 1 and 2.  

 
(a) 

 
(b) 

 
(c) 

Figure 3 Flatwise compression test of a sandwich 

specimen; a) before test, b) compression, c) after test 

𝜎𝑧 =
𝑃

𝑎.𝑏
     (1) 

𝜀𝑧 =
∆𝑡

𝑡𝑐
      (2) 

Where z and z are the thorugh-thickness stress 

and the strain; a and b are the specimen’s surface 

dimensions; tc is the core thickness, and t is the 

deflection value of the specimen. 

3. RESULTS AND DISCUSSION 

Sandwich panels were tested under flatwise-

compressive loading with five repetitions. The 

closest curves to each other were used to present 

load-deflection (Figure 4 and 5) and stress-strain 

(Figure 6 and 7) curves. While four specimens are 

introduced for non-stitched foam core 

sandwiches, three specimens are introduced for 

stitched foam core sandwiches. Table 2 presents 

the average values of compressive load capacity, 

stress, and modulus data together with their 

standard deviations. The compressive modulus 

was calculated by dividing the stress to the 

corresponding strain value in the linear elastic 

region. The table also includes the sandwich 

weights. 

As seen in Figure 4a, non-stitched foam core 

sandwiches with glass/epoxy face sheets 

exhibited a linear initial elastic zone, followed by 

a plastic region (a larger plateau), and finally, a 
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densification stage. After the linear elastic zone, 

the gaps in PVC foam core cells start to close, 

which carry out in a wide deflection value, and 

then, densification occurs at last, which the foam 

core behaves like a solid structure. Similar 

findings were also obtained by Mostafa [2]. The 

non-stitched sandwich behaviors under flatwise-

compressive loads were found irrespective of the 

face sheet materials. Because the sandwich with 

glass/epoxy face sheets carried a compressive 

load of 1330 N, whereas the sandwich with 

carbon/epoxy face sheets carried 1270 N. The 

results are very close to each other. The deflection 

values where the plastic region initiated were also 

closer to each other. Garay et al. [9] also obtained 

similar behaviors even in using both different 

types of core and face sheet materials. 

Consequently, the type of fiber reinforcement in 

face sheets does not significantly affect the failure 

behavior of the structures when designing a 

sandwich working under compressive loading. 
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Figure 4 Load-deflection of non-stitched foam core 

sandwiches with; a) glass/epoxy face sheet, b) 

carbon/epoxy face sheet 

Using stitched core provided the sandwich panels 

to resist higher compressive forces. In the linear 

elastic region, the increment in compressive load 

carrying capacity was obtained by 56.02% for the 

sandwich with glass/epoxy face sheets, whereas it 

was 77.95% for the sandwich with carbon/epoxy 

face sheets compared to the non-stitched foam 

core sandwiches. Contrary to non-stitched foam 

core sandwiches, the load capacity and 

compressive behavior were varied for the stitched 

sandwiches depending upon the face sheets. 

Moreover, additional force peaks were observed, 

as seen in Figure 5. The stitched core sandwich 

with glass/epoxy face sheets carried 2075 N 

average compressive load, and then after a 

yielding, it resisted to a force of 2514 N, which is 

21.16% higher than the initial peak. On the other 

hand, in the case of using carbon/epoxy face 

sheets, the sandwich carried a compressive load 

of 2260 N, then after a decrease in the force for 

particular deflection values, the sandwich showed 

a second peak force of 2256 N, which is almost 

the same as the first peak force value. This might 

be due to the better integration of the sandwich 

layers thanks to the glass/epoxy columns in 

stitching holes, leading to improved interfacial 

strength, and the stitching restricted the core 

movement between the face sheets [23]. 
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Table 2 Compressive properties and weights of the sandwich panels (SC: Stitched core, NSC: Non-stitched core, 

G/E: glass/epoxy, C/E: carbon/epoxy, FS: Face sheets) 

Sandwich 

configuration 
Load capacity (N) Strength (MPa) 

Modulus 

(MPa) 
Weight (N) 

NSC, G/E FS 1330.25 (18.45) 0.533 (0.007) 
47.38 

(1.82) 

0.0838 

(0.0006) 

NSC, C/E FS 1269.75 (32.87) 0.508 (0.018) 
43.5 

(1.12) 

0.0767 

(0.0014) 

SC, G/E FS 
1st peak: 2074.33 (23.83) 

2nd peak: 2514.33 (173.63) 

1st peak: 0.830 (0.009) 

2nd peak: 1.006 (0.069) 

57.83 

(3.79) 

0.0905 

(0.0008) 

SC, C/E FS 
1st peak: 2272.00 (21.27) 

2nd peak: 2256.67 (123.51) 

1st peak: 0.911 (0.008) 

2nd peak: 0.918 (0.038) 

46.33 

(7.77) 

0.0839 

(0.0020) 
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Figure 5 Load-deflection of stitched foam core 

sandwiches with; a) glass/epoxy face sheet, b) 

carbon/epoxy face sheet 

The stress-strain curves of the non-stitched foam 

core sandwich panels with fiber face sheets 

(Figure 6) are found similar to the behavior of 

only the core material. The compressive strength 

of the sandwiches was obtained closer to that of 

core material as provided by the manufacturer. 

Also, in the literature, Mostafa [2] and Yalkin et 

al. [16] also demonstrated that the compression 

strength of only the foam core is very close to that 

of composite sandwich with fiber face sheets. The 

sandwiches showed a linear elastic phase until the 

yield stress. Then, the stress value decreased with 

the increase of strain since the closed cells were 

exposed to buckling in the core. After certain 

strain values, no significant change was observed 

in the compressive stress with increased strain 

value. Lastly, the sandwiches underwent 

densification at the end of that stress region since 

the closed cells were in self-contact in the core. 

The occurrence of the densification led to an 

increase in the stress value. The densification 

strains are about 0.52 mm/mm for the sandwiches. 

In recent literature, Akar [12] found a strain of 

0.60 mm/mm for a 10 mm thick, 0.060 g/cm3 PVC 

foam core sandwich with glass/epoxy face sheets. 

However, the researcher obtained approximately 

0.40 MPa compressive strength, whereas it was 

0.533 MPa in the present study. In fact, the higher 

the core density, the higher the compressive 

strength can be obtained. Compared to ref [12], a 

relatively thicker core was used in this work and 

provided the closed cell to resist more buckling 

loads. 

The average values of the compressive strength 

and compressive modulus are given in Table 2. 

The standard deviations are given in parenthesis. 
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Figure 6 Stress-strain curves of non-stitched foam 

core sandwiches with; a) glass/epoxy face sheet, b) 

carbon/epoxy face sheet 

The stress-strain curves of the stitched core 

sandwiches are obtained quite differently in the 

present study, although the shape of the curves of 

both stitched and non-stitched foam core 

sandwiches was presented similar to each other in 

the literature [16, 23, 25]. After the yield stress 

was reached, the stress value decreased for a 

particular strain, and then the stress value 

increased again, reaching the second peak in the 

stress. The second peak in the stress value was 

obtained thanks to the glass/epoxy columns in the 

stitching holes of the core. These through-

thickness reinforcements provided to carry most 

of the compressive loads acting on the sandwich 

panels.  While the failure of the non-stitched core 

sandwiches was due to only the buckling of the 

closed cells, the stitched core sandwiches failed 

due to the damage of both glass/epoxy fiber 

columns in the stitching holes and the closed cells 

in the core. 
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Figure 7 Stress-strain curves of stitched foam core 

sandwiches with; a) glass/epoxy face sheet, b) 

carbon/epoxy face sheet 

When the sandwich weights are considered, it is 

seen in Table 2 that the core modifications did not 

make a notable effect on the structural weight. 

Because core stitching with 600-tex E-glass fiber 

yarns increased the weight of the sandwich panels 

by 7.98% and 9.42% for glass/epoxy and 

carbon/epoxy face sheets sandwiches, 

respectively. On the other hand, thanks to the 

stitching process, the compressive strength of the 

sandwiches was enhanced by 80.71% and 88.74% 

for carbon/epoxy and glass/epoxy face sheets, 

respectively. 

4. CONCLUSION 

In the present study, PVC foam cores were 

stitched with 600-tex E-glass fiber yarns; then, 

sandwich composites were manufactured with 

both carbon/epoxy and glass/epoxy face sheets. 

The flatwise compression test results showed that 

using stitched core in a sandwich structure 
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significantly improved the compressive load 

capacity, strength, and modulus with a minimum 

weight increase. Because the resin impregnated 

fiber yarns within the stitching holes acted as the 

primary load-carrying members. These 

reinforcements also provided better interfacial 

bond strength between the core and the face sheets 

materials leading to high delamination resistance 

and structural integrity of the sandwiches. Unlike 

the previous studies, the core stitching provided 

the sandwich composites to resists additional load 

peaks, which are higher than the first peaks. 

Core stitching is a simple and less time-

consuming through-thickness reinforcement 

process among the other core modifications 

methods; thus, the stitched core materials with 

different hole densities can be supplied from the 

manufacturer or prepared in a laboratory before 

using them in composite sandwich 

manufacturing. Therefore, the effects of counts of 

fiber bundles to make stitching and hole density 

are potential subjects for future investigations. 
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Preparation and Characterization of Biocompatible Membranes Based on TiO2 

Nanoparticul  

Gülşen TAŞKIN ÇAKICI*1 

Abstract 

In this study, biocompatible composite membranes of sodium alginate/hydroxypropyl 

methylcellulose (NaAlg/HPMC) based on nano-titanium dioxide (n-TiO2) were prepared. 

Regarding the preparation processes of these membranes, the amount of citric acid [5%, 15%, 

30% (w/w)] added to the NaAlg/HPMC blend, the crosslinker type (glutaraldehyde, 

acetone/water with glutaraldehyde, CaCl2), and the amount of n-TiO2 [5%, 15%, 20% (w/w)] 

were studied and optimum conditions were determined. When the equilibrium swelling values 

were examined, it was observed that the one with the least swelling was the CaCl2 crosslinked 

membrane. Fourier Transform Infrared (FTIR) Spectroscopy, Differential Scanning 

Calorimetry (DSC), and Scanning Electron Microscopy (SEM) were used to characterize the 

modified crosslinked membranes. The FTIR analysis results showed the formation of hydrogen 

bonds between the hydroxyl groups of the HPMC and NaAlg polymer chains. The DSC analysis 

showed the existence of single glass transition temperature (Tg) which indicated the 

compatibility and physical interaction between the NaAlg and HPMC polymer chains for 

NaAlg / HPMC mixtures.   

Keywords: sodium alginate, hydroxypropylmethylcellulose, nanoparticle TiO2, 

nanocomposite membrane 

1. INTRODUCTION

Today, biodegradable polymers are used 

especially in shopping bags, food packaging 

products, agricultural films, and medical 

instruments. The area, tension, and morphology 

of the surface of a material are extremely 

important in terms of biodegradation and 

colonization of microorganisms on the polymer 

surface [1]. Different structures can be created 

using natural-built reinforcement elements based 

on lignocellulose (starch, wheat stalks, rice 

halves, cellulose fibers) to meet specific criteria 

* Corresponding author: gtaskin@cumhuriyet.edu.tr
1 Sivas Cumhuriyet University, Yıldızeli Vocational School, Chemistry and Processing Technologies

ORCID: https://orcid.org/0000-0001-7564-9777

for polymers, to improve mechanical properties, 

and to cut prices [2]. In general, blend mixtures, 

which are prepared using the molecular hydrogen 

bonds formed by two or more polymers, are used 

in this regard [3]. Petroleum derivatives-polymers 

are dominantly used in the production of large 

quantities of plastics worldwide.  Because these 

plastics are not biodegradable, they cause serious 

environmental problems such as soil poisoning, 

toxic gases emitted during incineration in 

landfills. Today, the increase in the use of 

petroleum-derivative synthetic polymers such as 

polyethylene (PE), polypropylene (PP), 

Sakarya University Journal of Science 25(6), 1376-1385, 2021



nanocomposites they synthesized in Sr2+ ion 

crosslinked alginate/carboxymethyl cellulose gels 

using TiO2 and graphene nanoparticles [16]. TiO2 

is a nanomaterial of great interest for reasons such 

as lower costs, high photocatalytic performance, 

high chemical stability, non-toxicity, and 

biocompatibility [17-19]. Various polymer/ TiO2 

nanocomposite structures are also available in the 

literature [20,21].   

Chemical cross-linking in the preparation of 

polymeric materials can affect some properties of 

polymeric materials such as swelling, drug 

release, permeability, and chemical stability. 

Different cross-linking agents are needed to 

understand the interactions between membrane 

material and cross-linking agents. For example, 

glutaraldehyde, epichlorohydrin, Ca+2 ions, citric 

acid, sodium benzoate, boric acid are used as 

cross-linking agent in typical cross-linking 

method [22]. The cross-linking improves 

performance and resistance of biopolymer films. 

In this study, the nanocomposite membranes 

produced from NaAlg and HPMC biocompatible 

polymers were prepared using n-TiO2 

nanoparticles. Membranes with high mechanical 

strength have been prepared by using various 

types of crosslinkers. Depending on their 

morphological properties, biocompatible 

membranes have been obtained that can be an 

alternative in medicine and drug release studies. 

The hydrophilicity and water absorption 

tendencies of the membranes were determined by 

swelling studies. The prepared membranes were 

characterized by Fourier Transform Infrared 

(FTIR) Spectroscopy, Differential Scanning 

Calorimetry (DSC), and Scanning Electron 

Microscopy (SEM). 

2. EXPERIMENTAL

2.1. Materials 

Sodium alginate (NaAlg), glutaraldehyde (GA), 

hydroxypropyl methylcellulose (HPMC), and 

titanium di oxide (TiO2) (<100nm particle size) 

were purchased from Sigma-Aldrich (Germany). 

Calcium chloride (CaCl2) and citric acid (CA) 

were all supplied from Merck (Germany). 

Gülşen TAŞKIN ÇAKICI
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polystyrene (PS), which are not biodegradable, 

causes environmental pollution. Therefore, the 

importance of using biodegradable polymers is 

increasing day by day. 

NaAlg, a biocompatible polymer with good film-

forming ability, is used in biomedical applications 

such as drug release, cell encapsulation systems, 

tissue and organ regeneration [4-7]. HPMC, a 

hydrophilic and biocompatible polymer, is widely 

used in many fields such as drug release, building 

materials, adhesives, cosmetics, agriculture, and 

textile [8]. It is a potential polymer used in 

biomedical applications thanks to its excellent 

bioavailability and very low toxicity. In the 

literature, NaAlg and HPMC are generally 

available in the form of hydrogels, tablets, and 

matrix systems. Mujtaba and Kohli [9] prepared 

matrix tablets based on HPMC and NaAlg and 

examined the release of cefpodoxime. Okeke and 

Boateng [10] examined the development of 

tablets and films prepared from HPMC and 

NaAlg as a mucosadive system on the buccal 

mucosa for nicotine treatment. Yadava et al. [11] 

analyzed in vitro diclofenac sodium with gel 

beads prepared with NaAlg/HPMC/liquid 

paraffin.  

Besides the advantages of biocompatible 

polymers, they also have some disadvantages 

such as low mechanical and thermal properties. 

Recently, polymer nanocomposite technology is 

used to eliminate these disadvantages of 

biocompatible polymers [12]. For this purpose, 

biocompatible nanocomposite polymers are 

prepared using nanoparticles such as organic and 

inorganic nanoclay, silicate, TiO2, and graphene 

[13]. Kim et al. reported that the mechanical and 

thermal properties of biodegradable 

nanocomposite polymers were improved by using 

graphene nanoparticles [14]. Yun et al. used 

Chitosan, PVA, and TiO2 nanoparticles to prepare 

a nanocomposite film and examined their effects 

on mechanical and thermal properties [13]. In 

their study, Işık et al. entrapped commercially 

obtained ZnO and TiO2 nanoparticles in calcium 

alginate beads and carried out adsorption and 

photochemical experiments to decolorize 

Reactive Red 180 [15]. Thomas et al. studied the 

photocatalytic performance of the 
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Hydrochloric acid (HCl) and acetone were 

provided by Merck (Germany).  

2.2. Membrane Formation 

Prepared by casting method, NaAlg-HPMC and 

NaAlg-HPMC -TiO2 composite membranes were 

dried at 40 ℃ for 24 hours. For crosslinked 

process, membranes were immersed in the 

crosslinking solution for 24 h. 

2.3. Techniques Used in The Characterization 

of Membranes  

2.3.1. FTIR Analysis of Membranes 

The prepared NaAlg, HPMC, NaAlg/HPMC/CA-

30, and NaAlg/HPMC/CA-30/TiO2-20 

membranes were characterized by FTIR 

spectroscopy. Measurements were performed 

using a spectrophotometer (Bruker Mode: Tensor 

II) with potassium chloride pellets.

2.3.2. DSC Analysis of Membranes 

DSC analysis of the prepared membranes was 

performed by DSC Q2000 V24.11 Build 124. 

2.3.3. Scanning Electron Microscope (SEM) 

For SEM analysis, the dried crosslinked 

membranes were sputtered with gold in vacuum 

and then observed under a microscope (TESCAN 

MIRA3 XMU). 

2.4. Determination of Swelling Percentages of 

Prepared Membranes  

The swelling values in water were examined to 

determine the water absorption tendencies of the 

crosslinked membranes. The membranes were 

immersed in water for 24 hours at room 

temperature. The residual liquid was removed 

from the swollen membranes and then weighed, 

dried in an oven and weighed again. Swelling 

degree percentages (SD%) of the membranes 

were calculated using Equation (1). 

SD%=
𝑊𝑤−𝑊𝑑

𝑊𝑑
  x100    (1) 

where, Ww and Wd are the wet and dry masses of 

the membranes, respectively. 

3. RESULTS AND DISCUSSION

3.1. Optimum Conditions for The Preparation 

of Membranes  

Prepared membranes from a blend of nanoparticle 

added HPMC and NaAlg polymers and the effect 

of crosslinker type on the membrane properties 

have not been tested before this. Table 1 

summarizes some the work done so far. 

Table 1 Studies of NaAlg, HPMC and TiO2 in the 

literature 

Formulati

on 

Polymer Crossli

nking 

Purpose Ref. 

Composite 

hydrogel 

NaAlg-

HPMC 

Ca+2 

ions 

Drug 

release 

[23] 

Emulsified 

gel beads 

Sodium 

alginate/

HPMC/ 

liquid 

paraffin 

Ca+2 

and 

Zn+2 

ions 

Drug 

release 

[11] 

In situ 

gelling 

NaAlg-

HPMC 

Ca+2 

ions 

Ophthalmi

c delivery 

system 

[24] 

Matrix 

tablet 

NaAlg-

HPMC- 

microcry

stalline 

cellulose 

magnes

ium 

stearate 

Drug 

release 

[25] 

Hydrogel 

beads 

NaAlg-

HPMC 

Ca+2 

ions 

Drug 

release 

[7] 

Films and 

wafers 

NaAlg-

HPMC 

- The buccal

delivery

nicotine.

[10] 

Film HPMC- 

TiO2-

bovine 

bone 

collagen 

- Active

packaging

in the food

industry

[26] 

Hydrogel NaAlg-

Pt/TiO2 

Ca+2 

ions 

Photodegra

dation 

activity 

[27] 

Membrane NaAlg-

TiO2 

water/a

cetone 

(30:70) 

2.5 ml 

GA, 

2.5 ml 

HCl 

Pervaporat

ion 

[28] 
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In this study, HPMC and NaAlg blend aqueous 

solutions were first prepared in 1:1(w/w) ratio 

with citric acid (CA). Different amounts of CA (5, 

15, and 30 mass % on the weight of HPMC) were 

added in the polymer blend solution. These blend 

solutions were designated as NaAlg/HPMC/CA-

5; NaAlg/HPMC/CA-15; and NaAlg/HPMC/CA-

30, respectively. The CA added to the polymer 

solution was used to facilitate crosslinking of 

HPMC [29]. The possible cross-linking 

mechanism was given in Figure 1. Predetermined 

amount of blend solution was cast onto glass 

plates and left for drying at 40 ℃ for 24 hours 

(Figure 2). The crosslinked membranes were 

prepared by immersing the dried membranes in 

crosslinking solution for 24 h. Then finally they 

were washed with distilled water and dried. 

Figure 1 Crosslinking of HPMC with citric acid 

30/TiO2-20, respectively. Predetermined amount 

of nanocomposite blend solution was cast onto 

glass plates and left for drying at 40 ºC for 24 

hours (Figure 3). The crosslinked nanocomposite 

membranes were prepared by immersing the dried 

membranes in crosslinking solution for 24 h. Then 

finally they were washed with distilled water and 

dried. 

Figure 3 Preparation of NaAlg / HPMC / CA-30/TiO2 

nanocomposite polymer solution and membranes 

Figure 4 NaAlg / HPMC / CA-30/ TiO2 

nanocomposite membrane 

As seen in Figure 4, a homogeneous membrane 

was obtained. The membranes obtained were hard 

but not fragile and easily degradable. They were 

durable enough to be an alternative especially in 

transdermal drug systems.  

3.2. Effect of Crosslinker Type on The 

Membrane Morphology 

Water-soluble polymers are crosslinked with the 

help of some crosslinking agents. Crosslinked 

hydrophilic polymers are especially used for 

controlled-release preparations. Cross-linking is 

carried out using heat or chemical binding agents 

such as glutaraldehyde, formaldehyde, and diacid 
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Figure 2 Preparation of NaAlg and HPMC blend 

solution and membranes 

Secondly, nanocomposite solutions were 

prepared by adding n-TiO2 (5,15 and 20 mass %) 

in NaAlg/HPMC blend solutions including citric 

acid (30 mass %). These solutions were coded 

NaAlg/HPMC/CA-30/TiO2-5, NaAlg/ HPMC/ 

CA-30/ TiO2-15, and NaAlg/HPMC/CA-
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chloride. Heat denaturation is not suitable for 

heat-resistant substances. The type of cross-

linking agent and the duration of cross-linking are 

important for the mechanical strength of 

polymeric materials used in drug release studies 

[22].  

The effect of the cross-linking agent on the 

strength and morphology of the membranes was 

investigated by changing the crosslinking type 

(CaCl2 solution, glutaraldehyde (GA) solution, 

and acetone/water solution containing 2.5 mL GA 

and 2.5 mL HCl). The possible cross-linking 

mechanism was given in the Figures 5 and 6. 

Figure 5 Crosslinking of NaAlg with CaCl2 [30] 

Calcium ions bind to carboxyl and hydroxyl 

groups in the alginate solution. 

Figure 6 Crosslinking of NaAlg/HPMC blend with 

GA [31,32] 

3.3. Membrane Characterization 

3.3.1. FTIR Studies 

Figure 7 showed the FTIR spectra of the NaAlg, 

HPMC, NaAlg/HPMC/CA-30, and 

NaAlg/HPMC/ CA-30/TiO2-20 membranes, 

which were uncrosslinked by CaCl2, GA, and 

acetone/water solution. 

Figure 7 FTIR spectra of membranes [(a) HPMC (b) 

NaAlg (c) NaAlg/HPMC/CA-30 (d) NaAlg/HPMC/ 

CA-30/TiO2-20] 

The spectrum of the HPMC membrane (Figure 

7a) showed peaks at around 3457.53 cm-1 wide 

band –OH stretching, 2931.63 cm-1 band –CH 

stretching, 1068.31 cm-1 band –CO stretching, and 

1456 cm-1 band CH3 asymmetric bending 

vibration [33]. The spectrum of NaAlg (Fig.7b) 

showed peaks at around 2933.58, 1608.23, 

1414.74 and 3420.34 cm−1 indicating the 

stretching vibrations of aliphatic C–H, COO− 

(asymmetric), COO− (symmetric), and -OH, 

respectively [34]. The spectrum of 

NaAlg/HPMC-30 (Fig.7d) showed peaks at 
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around 3457.80, 1607.79 and 1413.04 cm-1

Figure 8 DSC results of membranes [(A) HPMC, (B) 

NaAlg, (C) NaAlg/HPMC/CA-30, (D) 

NaAlg/HPMC/CA-30/TiO2-20] 

3.3.3. SEM Studies 

In order to investigate the surface morphology of 

the crosslinked NaAlg/HPMC/CA-30 and 

NaAlg/HPMC/ CA-30/TiO2-20 membranes, 

SEM micrographs were taken and given in the 

Figures 9 and 10, respectively. Significant 

morphological differences were observed in SEM 

images of the membranes depending on the 

crosslinker used. The surface of the membranes 

crosslinked with CaCl2 was rough and spongy, 

while those crosslinked with GA and 

acetone/water solution had a non-porous and 

smoother structure. This morphological 

difference can be attributed to the tighter 

crosslinking of CaCl2 (crosslinker) membranes. 

Figure 9 SEM micrographs of NaAlg/HPMC/CA-30 

membranes crosslinked with (a) CaCl2, (b) GA, and 

(c) acetone/water solution

The morphology of NaAlg/HPMC/CA-30 

membranes changed depending on the amount of 

TiO2 present in the polymer matrix. As can be 
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indicating the stretching vibrations of -OH, 

COO− (asymmetric), COO− (symmetric), 

respectively. The change in these wave values 

indicates that the intermolecular hydrogen bonds 

in NaAlg and HPMC blend are formed [33,34]. 

Furthermore, the presence stretching of carbonyl 

in the 1723.12cm-1 band (C=O) is thought to 

result from the esterification of hydroxyl groups 

of HPMC with carboxylic acid groups of citric 

acids [35]. There is a strong shift in -OH stresses 

with the addition of TiO2. This can be attributed 

to the occurring of hydrogen bond between the n-

TiO2 and polymer molecules [16]. 

3.3.2. DSC Studies 

DSC results of uncrosslinked membranes using 

CaCl2, GA, and acetone/water solution were 

given in Figure 8. HPMC showed a wider 

endothermic peak due to its more amorphous 

structure than NaAlg. In the NaAlg/HPMC/CA-

30 blend, the expansion of the endothermic peak 

can be attributed to the polymers’ having a 

different degree of crystallization, as well as the 

polymer –polymer interaction.  

The most important factor that determines 

whether a polymer will crystallize is its geometric 

structure or chain configuration. NaAlg contains 

at least three different polymer segments (poly(b-

D-mannopyranosyluro-nate), poly(a-L-

guluopyranosyluronate), and segments with 

alternative sugar units. Due to these segment 

shapes, it has very a weak and small melting peak 

at 201.15 ºC. In the NaAlg/HPMC blend, the 

decrease in this melting peak can be attributed to 

the rigid molecular chain of NaAlg, which affects 

the overall chain mobility in the blend and crystal 

growth rate [34]. 

The reason why a single Tg was observed in the 

Figure 8 (c and d) may be due to the miscibility of 

NaAlg and HPMC with TiO2. 
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seen in the images, there are many aggregates or 

particles dispersed on the top surface, showing 

that TiO2 particles tend to form aggregates and are 

dispersed into the polymer blend matrix [36]. In 

Figure 10, the aggregation of n-TiO2 particles was 

attributed to the tendency of nanoparticles to form 

aggregates due to their high surface energy [37]. 

Figure 10 SEM micrographs of NaAlg/HPMC/CA-

30/TiO2-20 membranes crosslinked with (a) CaCl2, 

(b) GA, and (c) acetone/water solution

3.3.4. Swelling Measurements 

The results of swelling experiments for 

crosslinked NaAlg/HPMC membranes were 

shown in the Tables 2 and 3. CaCl2 solution, 

glutaraldehyde (GA) solution, and acetone/water 

solution containing 2.5 mL GA and 2.5 mL HCl 

were used as crosslinker. Swelling rates were 

calculated by averaging at least 5 trials. 

Table 2 shows that the membranes crosslinked 

with CaCl2 have fewer swelling percentages than 

the membranes crosslinked with other solutions. 

This can be attributed to the increase in crosslink 

density and the formation of a more frequent 

network structure in the membranes. High cross-

linking causes a low swelling percentage [38]. 

Table 2 Swelling percentages of NaAlg/HPMC/ CA 

membranes 

MEMBRANE CaCl2 Acetone/Water GA 

NaAlg/HPMC/CA-

5 

210.5 391.8 401.7 

NaAlg/HPMC/CA 

-15

230 .0 239.1 342.3 

NaAlg/HPMC/CA

-30

171.1 415.5 458.9 

chains. Therefore, the decrease in SD is due to the 

good dispersion of TiO2 polymers.  

Table 3 Swelling percentages of NaAlg/HPMC/ CA-

30/ TiO2 membranes 

Membrane CaCl2 Acetone/Water GA 

NaAlg/HPMC/CA-

30/ TiO2-5 

208.1 345.9 387.8 

NaAlg/HPMC/ 

CA-30/ TiO2-15 

202.5 227.7 334.6 

NaAlg/HPMC/ 

CA-30/ TiO2-20 

139.4 403.4 448.6 

4. CONCLUSION

Nanocomposite films were successfully 

synthesized from NaAlg, HPMC, and TiO2 

nanoparticles using the solutions of CaCl2, GA, 

and acetone/water with GA as a crosslinker. The 

prepared membranes were characterized by FTIR, 

DSC, and SEM. The FTIR results showed strong 

hydrogen bonds between polymer and 

nanoparticle. In the DSC results, single Tg 

temperature showed strong polymer-polymer and 

polymer-TiO2 interactions and the blend was 

miscible. SEM micrographs showed that TiO2 

was evenly dispersed in the NaAlg/HPMC blend. 

The biocompatible nanocomposite films prepared 

in this study have qualities that can be an 

alternative to other films used in the field of 

medicine. 
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Reconfigurable and Resource Efficient Implementation of a Parallel FFT Core in 

FPGA 

Dursun BARAN*1 

Abstract 

Resource efficient implementation of a highly reconfigurable, parallel and pipelined FFT core 

that provides 1.2GS/s throughput rate with 24-bits wide input samples for the real-time 

spectrum analysis applications is developed and realized. Physical placement constraints are 

used to improve the timing performance of implemented design in FPGA. Some design 

techniques to reduce the memory complexities of design are also provided. Full implementation 

of the design is completed and implementation details are provided.   

Keywords: Parallel FFT Core, Real Time Spectrum Analysis, Energy-Efficient Design, FPGA 

1. INTRODUCTION

Real time spectrum analysis is a commonly used 

technique in electronic counter surveillance 

applications, RF testing and emission 

measurements. Conventional swept spectrums are 

failing to demonstrate the intermittent signals that 

are available very occasionally. Those kind of 

signals are very critical for the RF emission 

measurements, the radar signal detection, the 

signal classification and similar applications. RF 

emission measurements are also getting more 

complex and require higher bandwidths as new 

communication technologies are introduced such 

as 5G and beyond [1]. In order to support larger 

RF bandwidths, higher speed ADCs (Analog to 

Digital Converter) or parallel RF front ends are 

needed. The usage of parallel RF frontends 

becomes costlier and more complex as compared 

the usage of high speed ADCs. In addition, the 

* Corresponding author: barandursun@yahoo.com
1 The Scientific and Technological Research Council of Turkey, Ankara, Turkey

ORCID: https://orcid.org/0000-0001-9277-3796

sampling rates of current ADC  devices already 

pass 5GSPS (Giga Sample Per Second) that 

enables to digitize more than 2.5GHz bandwidth 

without any complex RF front ends. After high 

speed ADCs, backend digital processing blocks 

must be able to process all digitized samples.   

In order to perform spectrum analysis, RF channel 

power measurements or FFT (Fast Fourier 

Transform) techniques can be used. For real-time 

spectrum analysis applications, FFT technique is 

more suitable since it transforms the input 

samples from time domain to the frequency 

domain. Depending on the digital processing 

power, various FFT speeds, lengths and 

architectures can be successfully realized [15-16]. 

To perform FFT algorithm in digital processors 

efficiently, DFT (Discrete Fourier Transform) 

technique is widely used. The DFT for a frame 

size of N is defined as (where k = 0, 1, …, N-1) 
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Design optimization techniques are detailed in 

Section IV. Implementation results are given in 

Section V and Section VI concludes the work.  

2. ARCHITECTURE OF THE REAL-TIME

SPECTRUM ANALYSIS SYSTEM 

The general structure of the implemented real-

time signal analysis system for wideband 

applications is given in Figure 1. Firstly, the 

analog/RF signal is sampled by using and an ADC 

that has 2.4GSPS sampling rate that can provide 

1.2GHz analysis bandwidth to the overall system 

if the digital processing hardware is able to 

support such a speed. Unfortunately, it is not 

possible to clock any commercially available 

FPGA device with a 2.4GHz signal. Parallel 

hardware design technique is used to reduce the 

FPGA clock requirement to support such 

demanding applications. The degree of 

parallelism is selected to be 8 in this design to 

make FPGA clock is feasible and the FPGA clock 

becomes 300MHz in this case that is easily 

supported by the current FPGA ICs.   

Sampled signal is moved to the baseband using 8 

complex mixers within FPGA. The required NCO 

(Numerically Controlled Oscillator) signal is 

generated within FPGA and the NCO frequency 

is controlled by the host controller to support 

direct digitization path as well. After complex 

mixing stages, the signal is fed to anti-aliasing 

filter stage that is implemented using FIR (Finite 

Impulse Response) filters in FPGA. After this 

filtering stage, the signal is moved to decimator 

stage to reduce the signal analysis bandwidth. The 

degree of decimation D is provided through the 

host controller as well. After decimation stage, the 
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For custom applications, FPGA (Field 

Programmable Gate Array) is widely used 

computational environment since they are 

providing reprogrammable capability to 

developers with a reasonable cost and 

performance metrics.  In terms of performance 

and power consumption, FPGA is worse than 

their corresponding ASIC realization. However, 

FPGA is able to provide more cost efficient 

implementation for prototype products since 

ASIC design requires a high budget for prototype 

design and tape-out cycles. Current FPGA 

devices provides lots of resources to designers 

that can be used to implement the real-time and 

parallel signal processing algorithms [8]. When a 

high speed ADC is used in front of FPGA device, 

FPGA internal clock cannot reach the same speed. 

This requires to implement a parallel and 

pipelined FFT core to realize real-time spectrum 

analysis [2-7] for high bandwidth applications.   

In this paper, we provide the implementation 

details of a highly reconfigurable and resource 

efficient parallel FFT processing core to be used 

in spectrum monitoring applications.  In addition 

to the developed parallel FFT core, a digital 

downconverter block, ADC interface and host 

controller connectivity circuits are also developed 

in HDL and realized in FPGA as well. The design 

detail of those auxiliary circuits will not be 

demonstrated in this work but they are used to 

realize the system. In Section II, the general 

structure of system is given. Section III provides 

design details of implemented parallel FFT core. 
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signal is fed to a parallel FFT core to measure the 

signal power at each frequency bin index. The 

bandwidth of each frequency bin is calculated as 

FFTN

ABW
BINFFTBW =−  (2) 

where ABW is analysis bandwidth, NFFT is the 

number of FFT point and BWFFT-BIN is the 

bandwidth of each FFT-BIN.  

After implementing the parallel FFT core, the 

signal powers at each bin is calculated using an 

absolute value calculation block. The absolute 

value calculation simply implemented using two 

multipliers, an adder and a square root operation. 

The final stage of the real-time spectrum analysis 

system is to calculate the max-hold/min-hold/clr-

wr/avg trace functions in real time as shown in 

Figure 1. The block should be able to process all 

samples without any data loss to provide the real-

time spectrum analysis feature. When a new data 

transfer is requested from the host controller, this 

block must be able to continue to calculate the 

trace functionality while transferring data. The 

data transfer to host PC is implemented using a 

DMA (Direct Memory Access) connectivity to 

support raw data transfer. The output of parallel 

FFT core data does not require very high 

bandwidth connectivity when some trace 

functionality is selected instead of the raw data 

transfer. 

As seen from Figure 1, the system is highly 

reconfigurable in terms of the NCO frequency, the 

analysis bandwidth (ABW), the FFT 

configuration parameters and the trace 

functionality. Depending on the ABW 

aliasing may occur between Nyquist bands as 

shown in Figure 1. 

Table 1 Real-Time Spectrum Analysis System Design 

Specifications 

Technical 

Specifications 

Value 

ADC Sampling Rate 2.4GHz 

SFDR 73dBc (typical) 

SNR 58.5dB (typical) 

FPGA Clock Frequency 300MHz 

ABW 1.2GHz ~ 1MHz 

IF Frequency 1800MHz 

Sampled IF Bandwidth 1.2GHz - 2.4GHz 

Trace Functionalities MAX-HOLD, MIN-

HOLD, AVG, CLR-WR 

FFT Core Point 32k - 16 

FFT Windowing Supported 

*Spectrum Sweep Speed 73.24THz/Sec 

* 32K FFT size and IF bandwidth is 1.2GHz

3. PARALLEL FFT PROCESSING CORE

Four consecutive baseband real and complex data 

samples are packed into a DATA register and a 

DATA VALID signal conveys the valid trigger to 

load data into FFT core. The timing waveform of 

DATA_VALID signal is shown in Figure 2 for 

various ABW values. DATA register is 192-bits 

wide and includes 4 real and 4 imaginary parts of 

the sampled data as given in Figure 3. 

DATA_VALID signal depends on the analysis 

bandwidth and the worst case scenario happens 

when the analysis bandwidth is set to 1200MHz 

as shown in Figure 2, DATA and DATA_VALID 

signals are synchronous with respect to the 

FPGA_CLK.  

FPGA_CLK (300MHz)

DATA_VALID (ABW = 600MHz)

DATA_VALID (ABW = 300MHz)

CLK

#1 #2

DATA_VALID (ABW = 150MHz)

DATA_VALID (ABW = 1200MHz)

#3 #4 #5 #6#7#8#9

Figure 2 Timing waveform of DATA_VALID signal 

with respect to FPGA Clock. 

DATA
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RE[n]

DATA
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IM[n]

DATA

[71:48]

RE[n-1]

DATA
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[167:144]

RE[n-3]

DATA

[191:168]

IM[n-3] RE[n-2]IM[n-2]

DATA

[143:120]

DATA

[119:96]

Figure 3 Content of DATA register to be processed 

by parallel FFT core. 
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configuration, DATA and DATA VALID signal 

characteristics are changed and FFT core must be 

able to handle those changes. The summary of 

design specifications for the spectrum analysis 

system is given in Table 1. The maximum 

analysis bandwidth is 1.2GHz and user will use 

1GHz bandwidth out of it. 100MHz guard bands 

(1200MHz to 1300MHz and 2300MHz to 

2400MHz) are defined at the left and the right side 

of IF frequency bands to prevent any signal 
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Figure 4 The block diagram of implemented parallel FFT core (one channel out of four is demonstrated)

Input FIFO Block-0

There are various kinds of windowing functions 

such as Hanning, Blackman Harris and similar 

coefficient sets that can be applied to DFT 

calculations [10]. It is very memory consuming to 

store all windowing coefficients into FPGA 

memory, therefore a single block RAM is 

reserved for windowing coefficient set that can be 

written from host controller to load windowing 

coefficients before the start of FFT core.  The data 

comes from input FIFO and windowing 

coefficient RAMs are multiplied before entering 

FFT blocks. In the system, four block RAMs are 

reserved for windowing coefficients to support 

the four parallel cores.   

Clock Multiplier
FPGA_CLK 2xFPGA_CLK

8k FIFO

WR 

CLK

ABW

RD 

CLK

FPGA_CLK

Figure 5 Clocking scheme of input FIFO memory 

blocks. 

A reconfigurable FFT core is used to calculate 

DFT function as shown in Figure 4 [11]. The 

outputs of FFT core is provided to power 

calculation block to convert the complex output 

of FFT block to signal power amplitude. FFT bin 

index is used to generate write address of the FFT 

output block RAM.  FFT_DATA_VALID signal 

is used to generate write enable signal of FFT 

Output Block RAM as shown in Figure 4. 

In order to compensate the delay of power 

calculation block, delay buffers are added to 

FFT_BIN_INDEX and FFT_DATA_VALID 

signals. The amount of delay depends on the 

implementation of power calculation block. 4 
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Parallel FFT core must handle to calculate DFT of 

incoming data samples without any loss. When 

the analysis bandwidth is set to 1200MHz, the 

parallel FFT core must be able to process all 

sampled data. This requires 4 FFT cores each 

running at 300MHz FPGA clock. In addition to 

FFT cores, some memory hardware is required to 

temporarily store the incoming data. In order to 

minimize FPGA resource utilization, minimum 

number of memory should be used. The block 

diagram for a channel of implemented parallel 

FFT core is given in Figure 4. 

Incoming data is first stored to 8k FIFO (First In 

First Out) blocks with 24 bits wide. When there 

is some amount of data available in FIFO, they are 

moved to FFT cores by the help of empty signal 

triggers generated from the FIFO blocks.  4 FIFO 

memory blocks are used for each FFT channel to 

support 2 Real and 2 Imaginary data samples. 

When analysis bandwidth is set to 1200MHz, 4 

Real and 4 Imaginary data come at each clock 

cycle that necessitates 8 FIFO memory blocks if 

they are clocked with the FPGA clock itself. As 

seen from Figure 4, the need for memory is high 

in this design and it is important to reduce the 

amount of memory usage. So, input FIFO is 

clocked with 2xFPGA_CLK to capture 4 Real and 

4 Imaginary data at each FPGA clock when the 

analysis bandwidth is set to 1200MHz. For other 

analysis bandwidths, there is no need to clock 

input FIFO blocks with 2xFPGA_CLK. In those 

cases, input FIFO clock is derived with 

FPGA_CLK itself. The clocking scheme of input 

FIFO block is shown in Figure 5. By using this 

clocking scheme, 4*8K*24-bits wide memory 

resources will be saved at expense of a clock 

multiplier and a BUFG-CTRL that is a controlled 

clock buffer driver from Xilinx FPGA family [9]. 
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parallel FFT cores are able to fill the FFT Output 

Block RAMs depending on the FFT configuration 

register provided from the host controller. If only 

one channel is sufficient, the rest of channels will 

be disabled. In order to support 1.2GHz analysis 

bandwidth case, 4 channel of FFT cores are 

required. For lower analysis bandwidth cases, the 

unused FFT channels are reserved for overlapping 

purpose. The supported overlap percentages for 

selected analysis bandwidth is provided in Table 

2. 

Table 2 Supported Overlap Percentages 

Analysis Bandwidth Supported Overlap 

Percentage 

1200MHz 0% 

600MHz 0%, 50% 

300MHz 0%, 25%, 50%, 75% 

Lower Bandwidths 0%, 25%, 50%, 75% 

Power calculation block calculates the 

mathematical operation given in eq. 3. Square 

root operation is applied to reduce the bit widths 

of FFT Output Block RAMs. It is an important 

optimization since this design has a serious 

bottleneck about the memory resources. 

)_*_

_*_(

DATAFFTIMAGDATAFFTIMAG

DATAFFTREALDATAFFTREALSQRTMAG

+

=
  (3) 

controller. One RAM block stores the current FFT 

data and other RAM block transfers the stored 

data to the host controller. Whenever a data read 

request is generated from the host controller, 

DATA_STORE ram is switched. One RAM block 

is cleared and then start to store the new incoming 

data values. The data in other RAM block will be 

sent to the host controller.   

4. DESIGN OPTIMIZATIONS AND TIMING

ENCLOSURE TECHNIQUES 

This design requires to use large memory blocks 

to support 32K FFT size and the real-time analysis 

features. However, the available memory 

resources are limited in FPGA [8]. Therefore, the 

memory usage must be reduced as much as 

possible to realize the design. There are two 

resource optimization techniques are applied to 

design. First one is to drive the clock of input 

FIFO with 2xFPGA_CLK to write the incoming 

data for 1.2GHz ABW case. Also, the system 

starts to operate whenever any data is stored in 

input FIFO to reduce the size of input FIFO 

memory as well.  This will reduce the FIFO depth 

to 8K instead of 32K. All RAM memory blocks 

are implemented using FPGA internal RAM 

resources.  

In order to improve the timing enclosure of the 

design, physical placement constraints are used. 

All block RAMs, DSP units and other 

configurable logic blocks are constrained to fit the 

specified region of FPGA to get better 

performance values. In order to implement large 

block RAMs, synthesizer will use multiple small 

block RAMs to realize it. As an example, Xilinx 

Virtex-7 series has internal 18Kb and 36Kb block 

RAMs to implement larger RAM blocks [8]. 

Small block RAMs are placed in predetermined 

regions horizontally or vertically. Therefore, 

constraining synthesizer to use small block RAMs 

within the specified regions improve the timing 

and the implementation time results considerably. 

Similarly, the FFT cores, the complex multipliers 

and the power calculation blocks are constrained 

to be placed to a predetermined region within the 

target FPGA. 
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CHAN-0 Data is the output data from FFT Output 

Block RAMs that is the magnitude of FFT output 

data for channel-0 as shown in Figure 4. There 

will be CHAN-1 Data, CHAN-2 Data and CHAN-

3 Data depending on the activated FFT channels. 

MAX/MIN/CLR_WR/AVG block calculates the 

trace function selected by the host controller. As 

name implies, MAX holds the maximal values of 

data at each FFT_BIN_INDEX and MIN holds 

the minimal values. CLR_WR function update the 

content of DATA_STORE block rams with the 

recent output of FFT cores. AVG function 

accumulates the values in DATA_STORE rams 

for a given number of averages. Division 

operation is completed in host controller side 

since the division operation is quite costly when 

implemented in FPGA. Two block RAMs are 

used to store final output data to prevent any data 

loss when the data is requested by the host 
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5. RESULTS

The parallel FFT core given in Figure 4 and 

preceding digital down converter stages are 

implemented in Xilinx Virtex-7 VX690T model 

FPGA using HDL. ADC12D800RF model analog 

to digital converter is used to realize the full 

system [13]. Target FPGA_CLK period is set to 

3.33ns to satisfy 300MHz in Xilinx PlanAhead 

design environment [14].  Four FFT core blocks 

are constrained with the physical placement 

constraints and the final placement result is 

demonstrated in Figure 6. As shown in this figure, 

all large RAM blocks are constrained to be placed 

to nearby small block RAMs. In addition to RAM 

blocks, four FFT and corresponding power 

calculation blocks are constrained to place some 

predefined regions within the FPGA architecture. 

By using this design technique, the placer 

successfully meets the timing closures for the 

complete design. In addition, the buffering 

technique is commonly used to improve the 

timing performance of the design similar to ASIC 

(Application Specific Integrated Circuit) 

counterparts [12]. After determining the failing 

paths, extra buffers are added to meet the timing 

constraints. In order to determine the failing 

paths, the static timing analyzer of Plan Ahead 

tool is used.  

will be reduced in addition to the timing 

improvements.  

Table 3 Resource utilization of the parallel FFT core 

FPGA Resource Utilization 

SLICEL 6839 

SLICEM 6119 

DSP48E1 508 

RAMBFIFO36E1 282 

RAMBFIFO18E1 412 

BUFGCTRL 1 

MMCM (Mixed-Mode 

Clock Manager) 

1 

The digitizer board [13] is placed in a PC 

hardware with a suitable graphic card, a processor 

and a RAM. The system is connected a HD 

monitor over HDMI connector. The system is 

connected to a signal generator using a SMA 

cable and signal frequency is set to a value within 

the IF frequency bandwidth. An application 

program is developed for the parallel FFT core to 

demonstrate the performance of the system. An 

example graphic from the developed application 

is shown in Figure 7.   

Figure 7 A graphical user interface (GUI) example 

for the developed FFT core. Each color shows 

different traces namely max-hold, min-hold, clr/wr 

and avg. 

6. CONCLUSION

A highly reconfigurable and resource efficient 

implementation of a parallelized FFT core design 

is demonstrated in this work. The implemented 

four parallel FFT cores are able to operate 

simultaneously with 300MHz FPGA clock that 

provides 1.2GS/s throughput. Various 

optimization techniques used to reduce the FPGA 
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Figure 6 FPGA layout after place and route cycle. 

FPGA design steps are followed to generate the 

final programming file. The resource utilization 

of parallel FFT core within FPGA is given in 

Table 3. By placing the FFT cores to specified 

region of FPGA, routing complexity of the design 
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memory usage and improve the timing enclosure. 

By using physical placement constraints, the 
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A Multi-task Deep Learning System for Face Detection and Age Group 

Classification for Masked Faces 

Gozde YOLCU ÖZTEL*1, İsmail ÖZTEL2 

Abstract 

COVID-19 is an ongoing pandemic, and according to experts, using a face mask can reduce the 

spread of the disease. On the other hand, masks cause occlusion in faces and can create safety 

problems such as the recognition of the face and the estimation of its age. To prevent the spread 

of COVID-19, some countries have restrictions according to age groups. Also, in different 

countries, people in some age groups have safety restrictions such as driving and consuming 

alcohol, etc. But these rules are difficult to follow due to occlusion in faces. Automated systems 

can assist in monitoring these rules. In this study, a deep learning-based automated multi-task 

face detection and age group classification system is proposed for masked faces. The system 

first detects masked/no-masked-faces. Then, it classifies them according to age-groups. It 

works for multi-person regardless of indoor/outdoor environment.  The system achieved 92.0% 

average precision score for masked face detection using YOLO with resnet50 network. Also, 

83.87% accuracy for classifying age groups with masked faces and 84.48% accuracy for no-

masked faces using densenet201 network have been observed. It produced better results 

compared to the literature. The results are significant because they show that a reliable age 

classification for masked faces is possible. 

Keywords: age classification, computer vision, COVID-19, deep learning, pretrained networks  

 

1. INTRODUCTION 

The Novel Coronavirus Disease (COVID-19) is a 

worldwide emergency because of its rapid spread 

and the high death rate. Unfortunately, specific 

medications are not yet available. Despite some 

new vaccines, most scientists predict that 

COVID-19 vaccines will not be 100% effective 

like most other vaccines [1]. Many studies have 

been presented to assist the diagnosis of disease. 

In [2]–[5], the authors have studied on classifying 
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of COVID-19 in chest X-ray images. Also, some 

studies [6], [7] worked on automatic COVID-19 

lung infected region segmentation. 

WHO reported that social distancing measures 

and wearing medical face mask help to slow the 

spread of disease. In many countries, wearing a 

medical face mask is obligatory. To prevent the 

spread of COVID-19, restrictions according to 

age groups are applied in some countries. For 

example, according to the restrictions applied in 
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the past in Turkey, people over the age of 65 were 

only allowed to go out between 10:00 and 13:00. 

Similarly, people under the age of 20 were 

allowed to go out between 13:00 and 16:00.  Also, 

public transportation was prohibited for these two 

age groups. Thus, to monitor whether compliance 

with these rules, there was a need to detect the age 

group of people wearing masks. 

In addition, estimating the age groups of people 

wearing masks is also important for safety. For 

example, according to different countries, people 

in some age groups have restrictions such as 

driving, consuming alcohol, etc. After the 

pandemic, age has become hidden due to the 

mask, and it has become hard to check whether 

these rules are being followed. 

 It is quite difficult for the human observer to 

predict the age groups of masked people. An 

assistance system can make this observation 

easier. Thus, there is a need to develop non-

invasive, quantitative, and objective automated 

systems for determining age groups. 

This study proposes a deep learning-based multi-

task system for face detection and age-group 

classification using masked face. It classifies 

human faces into 3 age groups which are teenager 

(12-20), middle (21-64), and elder (65+). The 

system can work for multi-person regardless of 

indoor/outdoor environment. The proposed 

system is useful for tracking restrictions 

according to age groups to prevent the spread of 

coronavirus disease. This tool also can be used for 

automated age determination of masked people 

for security purposes. Moreover, it can be an 

assistant system for suggesting videos/products 

according to the target age group. The main 

contributions of this study can be summarized as:  

(1) Although the face masks cover the wrinkles in 

the mouth and cheeks, which play an important 

role in age determination, such a system that gives 

promising results has been developed.  

(2) Reduced computational cost with fewer face 

attributes, making the approach advantageous for 

real-time or resource-limited systems.  

The rest of the paper has been organized as 

follows: Section 2 has the information of related 

works for age classification. Section 3 includes 

preparation of the masked images dataset 

approach, detection and classification methods. 

Experimental results have been given in Section 

4. Finally, the paper has been concluded in 

Section 5.  

2. RELATED WORKS 

Recently, many studies have been presented to 

help reduce the spread of COVID-19 or to assist 

the diagnosis of disease. In [8]–[10], tools were 

presented for automated mask detection on 

human faces. In [11]–[13], the researchers 

presented tools for automated social distance and 

mask detection. In [14], the authors presented a 

formally verified authentication protocol in 

secure framework for mobile healthcare during 

the COVID-19-like pandemic. In [15], the authors 

proposed a masked face recognition system.  

This study proposes an assistance system for 

reducing the spread of COVID-19 using computer 

vision methods. Owing to computer vision 

technologies, dealing with many troublesome 

problems in daily life has become more effortless 

with automated systems [16]–[25]. The aging 

process on human facial appearances is affected 

by many factors such as health, weather, living 

environment, gender, race, etc. Thus, determining 

the age of a person may be difficult for an expert, 

and automated systems can be helpful for this 

task. Age group classification is one of the 

challenging tasks of computer vision due to 

changes in position and orientation, lighting 

conditions, image resolution, etc. [26]. 

Over the years, many age classification studies 

have been presented for different purposes. In the 

study of [27], the authors used age and gender 

classification for effective marketing analysis. 

Also, in [28], the authors used age classification 

for risk stratification in glioma patients. In [29], 

an age classification system was used for 

detecting illicit activity in suspicious sites. 

Age group classification was first applied in [30]. 

In their study, authors classified images into three 
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age groups which are babies, young adults, and 

senior adults. In the study, six ratios of distances 

between primary components (e.g., eyes, noses, 

mouth, etc.) and wrinkles on specific areas of a 

face were used. 

In [31], Sobel edge operator and region labeling 

were used to locate the positions of eyes, noses, 

and mouths. Then, geometric and wrinkle features 

were extracted. Finally, the features were 

classified using two back-propagation neural 

networks. In [32],  geometric features were 

extracted from faces and fused the results using 

five different classifiers. In [33], the authors used 

local binary patterns (LBP) and the k-nearest 

neighbor classifiers for the age group 

classification system. In [34], authors computed 

the geometric components of facial images; like 

wrinkle topography, face edge, left eye to right 

eye separation, eye to nose separation, eye to jaw 

separation, and eye to lip separation. Then K-

means algorithm was used for the classification. 

Different from the above studies, age group 

classification from masked faces due to COVID-

19 is the motivation of this study. Because most 

of the important facial attributes, such as wrinkles 

on cheeks, nose, etc., are not visible due to the 

face mask; estimating the age group of people 

with facial masks becomes more difficult. 

On the other hand, Haar Cascade can be another 

choice for mask detection. In the literature, some 

studies compare the Haar Cascade and deep 

learning networks. According to [35], CNN 

outperforms cascade classifiers in plenty of cases. 

Generally, Haar Cascade is fast because it uses 

fewer features. But detection rate is better in a 

deep learning model because the deep learning 

system uses many other features [35].  Usage of 

the Haar Cascade or deep learning model has 

advantages and disadvantages. A choice can be 

made based on the current requirements. In this 

study, deep learning models were preferred. 

3. METHODOLOGY 

3.1. Preprocessing 

Unfortunately, there aren't any age datasets with 

masked faces. Thus, UTKFace Large Scale Face 

Dataset [36] images were preprocessed to be 

placed a medical face mask on each face image. 

Before placing the mask on the face, the width of 

the mask was resized to be the x distance between 

the two ears and the length of the mask to be the 

y distance between the nose and the chin. With 

this step, the system has been made flexible for 

each face size. Figure 1 shows these distances. 

 

Figure 1 Distances used for mask placed on the face 

In order to place the mask on the face with a 

transparent background, alpha-channel 

information of the mask image is used. Alpha 

channel has 0 values in regions associated with 

the transparent background.  

To combine the transparent background mask 

image with a facial image, firstly, the 

transposition of the alpha channel (a in Figure 2) 

of the mask image is multiplied by the 

corresponding region on the face. The resulting 

image is then added to the multiplexing of the 

mask image (b) with its alpha channel (c). Thus, 

the composite image picks colors from the image 

when the alpha channel is 1 and picks colors from 

the facial region when the alpha channel is 0. Eq. 

1 defines these processes. Also, these processes 

are illustrated in Figure 2. 

𝐶 = 𝑎𝑙𝑝ℎ𝑎𝑚
𝑇 ∗ 𝑓𝑟 + 𝑚 ∗ 𝑎𝑙𝑝ℎ𝑎𝑚 (1) 
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where C is composite image, 𝑎𝑙𝑝ℎ𝑎𝑚 is alpha 

channel of the mask image, fr is facial region 

which is adding the mask, m is the mask image 

and T represents the transpose process. 

 

Figure 2 Combining the transparent background 

mask image with a facial image. a is the transposition 

of the alpha channel, b is the mask image, and c is the 

alpha channel of the mask image 

3.2. Proposed System 

The system pipeline of the proposed age group 

classification system for masked faces is 

illustrated in Figure 3. As can be seen in Figure 3, 

the system first detects faces. For this purpose, a 

Faster R-CNN and a YOLO detector have been 

tried, and the YOLO outperformed the Faster R-

CNN. After the detection step in real-time, a 

classification network classifies the cropped faces 

as masked vs. no masked using the YOLO model. 

3.3. Masked Face Detection using Faster R-

CNN 

The Faster R-CNN [37] architecture contains a 

pretrained network as a feature extractor and two 

subnets [37]. For pretrained network, Resnet-50 

has been used. The task of the first subnet is to 

inform the second network of where the object 

will be searched. The first subnet is a fully 

convolutional network. It takes an image and 

outputs rectangular object proposals for that 

image. Every object proposals have objectness 

scores. The task of the second subnet is the 

prediction of the real class labels for object 

proposals. 

For the masked face detection task, the maximum 

possible proposal number is determined as 3 

empirically. That means 3 reference boxes, which 

are named anchor. Therefore, for all coordinates 

of 3 boxes, the classification layer outputs 6 score 

values for each proposal for the probability of 

object or not object. The loss function of the 

Faster R-CNN is defined in Eq. 2 [37]. 

𝐿({𝑝𝑖}, {𝑡𝑖}) =
1

𝑁𝑐𝑙𝑠
∑ 𝐿𝑐𝑙𝑠(𝑝𝑖, 𝑝𝑖

∗)
𝑖

 

                       +𝜆
1

𝑁𝑟𝑒𝑔
∑ 𝑝𝑖

∗𝐿𝑟𝑒𝑔(𝑡𝑖, 𝑡𝑖
∗)𝑖  (2) 

where i is the number of anchor, 𝑝𝑖 is anchor's 

predicted probability, 𝑝𝑖
∗ is 1 or 0 based on the 

situation if the anchor is positive or negative, 

respectively. 𝑡𝑖 shows the coordinates of 

predicted bounding box. 𝑡𝑖
∗ shows the ground-

truth box. 𝐿𝑐𝑙𝑠 represents the classification loss. 

𝐿𝑟𝑒𝑔(𝑡𝑖, 𝑡𝑖
∗) represents the regression loss. The 

loss of regression can be active with just positive 

anchors, and this is performed using 𝑝𝑖
∗𝐿𝑟𝑒𝑔 in the 

equation. 𝑁𝑐𝑙𝑠 and 𝑁𝑟𝑒𝑔 are performed to 

normalize the two term in the equation using a 

balancing parameter 𝜆. 

3.4. Masked Face Detection using YOLO 

The You Only Look Once (YOLO) is an object 

detection algorithm. It uses a single stage CNN 

for detection. An object detector decodes the 

predictions and produces some bounding boxes 

[38], [39].  

 

Figure 3 Proposed system pipeline 
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The anchor boxes are used to detect the object 

classes. For each anchor box; IoU, anchor box 

offsets, class probability attributes are predicted. 

IoU defines the objectness score of the anchor 

boxes.  The anchor box offsets define anchor box 

position. Class probability defines the class label 

of each anchor box. 

YOLO works on raw images.  The input images 

are divided into grids. Each grid tries to find out 

if the object is in the field.  So, a separate 

prediction vector is created for each grid. In this 

study, different feature extractor networks have 

been used for YOLO, and ResNet showed the best 

performance. 

3.5. Age Group Classification using Deep 

Transfer Learning 

After obtaining masked and no-masked faces 

from the first stage, the second task is classifying 

these faces according to age group. For this 

purpose, a Deep Convolutional Neural Network 

(DCNN) based approach is used. DCNN is one of 

the classes of deep neural network approaches 

used for computer vision problems [40]. It shows 

outstanding performance in different tasks [41]–

[43]. 

In DCNN, information is transmitted through the 

layers, with the input of each layer being the 

output of the next layer. Learning is applied with 

the backpropagation [44] and stochastic gradient 

descent [40]. DCNN provides automated learning  

of discriminant features for a specific task. For the 

training process, data usually annotated by 

experts is used [45].  

DCNNs are structured with different 

combinations of convolutions, pooling, dropout, 

and fully connected layers. In convolution layers, 

the input is convolved with the learned filters. The 

filters capture image features. Eq.3 shows the 

mathematical definition of the convolution 

process [40]. 

𝑆(𝑖, 𝑗) = (𝐼 ∗ 𝐾)(𝑖, 𝑗) 
             = ∑ ∑ 𝐼(𝑖 + 𝑚, 𝑗 + 𝑛)𝐾(𝑚, 𝑛)𝑛𝑚  (3) 

where I is an input image, K is a filter, S is the 

output after the convolution process and i,j,m,n 

are the index values.  

In pooling layers, inputs are subsampled for 

reducing the spatial size. Thus, the number of 

parameters is reduced, and overfitting is 

controlled. In fully connected layers, 

classification or regression are performed using 

the collected features from previous layers. 

Softmax layer determines which class it belongs 

to using the values obtained from the fully 

connected layer. The mathematical equation of 

the softmax function is given in Eq.4 [40]. 

𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑥)𝑖 =
exp (𝑥𝑖)

∑ exp (𝑥𝑗)𝑛
𝑗=1

 (4) 

where x is the output of the fully connected layer, 

i is the number of samples, and j is the number of 

the classes. 

In dropout layers, input elements are randomly set 

to zero with a given probability. This is used for 

preventing overfitting. 

Transfer learning allows the parameters of a 

network learned for a task to be reused as the 

starting point for another task [46]. Owing to the 

transfer learning, the performances of various 

machine learning tasks are improved [47]. In the 

proposed system, in order to take advantage of 

transfer learning, pre-trained networks developed 

for object detection task has been used. To apply 

these networks in the proposed study, just the 

fully connected and classification layers of the 

pretrained network have changed with new ones. 

The rest of the pretrained network has not been 

changed. To adapt the networks to the age group 

classification, the networks are retrained with 

facial age images. The properties of pretrained 

networks which are used in this study are given in 

Table 1.
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Table 1 Properties of pretrained networks used for age group classification 

Network Depth Parameters 

(𝒙𝟏𝟎𝟔) 

Image 

input size 

Size (MB) 

alexnet [48] 8 61.0 227*227 227 

vgg16 [49] 16 138 224*224 515 

vgg19 [49] 19 144 224*224 535 

squeezenet [50] 18 1.24 227*227 5.2 

googlenet [51] 22 7 224*224 27 

inceptionv3 [52] 48 23.9 299*299 89 

densenet201 [53] 201 20 224*224 77 

mobilenetv2 [54] 53 3.5 224*224 13 

resnet-101 [55] 101 44.6 224*224 167 

xception [56] 71 22.9 299*299 85 

shufflenet  [57] 50 1.4 224*224 5.4 

darknet53 [38] 53 41.6 256*256 155 

4. EXPERIMENTAL RESULTS 

4.1. Datasets 

In this study, two different databases were used 

for two different tasks. For the age group 

classification stage, UTKFace Large Scale Face 

Dataset was used. It has the age labels for no-

masked human faces. In order to obtain training 

and test images for the masked age classification 

pipeline, firstly, masks were placed on the faces 

in this dataset as mentioned in the method section.  

The database has 6631 face images. 1015 images 

contain faces from 12 to 20 years old, 4503 

images from 21 to 64, and 1113 images from 65 

to 110. The dataset was divided into 3 parts: 

training set (%75), validation set (%5), and test set 

(%20). For the masked faces detection step, the 

system was trained using Face Mask Dataset from 

Kaggle [58]. The dataset has 853 masked and no-

masked face images. 767 images were used for 

the training, and 86 images were used for testing 

purposes. These images mostly include multiple 

human faces. Totally, the dataset has 3355 

samples of faces with mask and 717 samples of 

faces without a mask. Also, a flipping process was 

applied to the images for data augmentation in 

order to increase the performance of the mask 

detection because of the small dataset size. 

4.2. Evaluation of the System 

Because classification results are usually 

evaluated using the Accuracy criteria index in the 

literature, this index was used for a reliable 

comparison in this study. The mathematical 

definition of Accuracy is given in Eq.5. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑁+𝐹𝑃)
 (5) 

Also, in the literature, object detection 

performances are usually evaluated with Average 

Precision (AP), and mean Average Precision 

(mAP) metrics. Thus, this metric has been used 

for the mask detection task in this study. Average 

Precision (AP) is calculated using precision 

(Eq.6.) and Recall (Eq.7.) as can be seen in Eq 8. 

mAP is the mean of the APs for all classes. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
 (6) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
                                             (7) 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ∑
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙
                   (8) 

where TP is True-Positives, FP is False-Positives 

and FN is False-Positives. 

In order to detect the faces with mask or no-mask, 

Faster R-CNN and YOLO with resnet50 feature 

extractor have been used in this study. The 

training parameters used by resnet50 are as 

follows: learning rate is 0.005, drop factor is 0.1, 

mini batch size is 8, momentum is 0.9, and the 
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optimizer is sgdm. The masked face detection 

system showed 92% AP score for masked faces 

and 91.50% mAP score in Face Mask Detection 

Dataset. 

For the age group classification task, some 

popular pretrained networks were retrained with 

masked and no-masked faces from the dataset. 

The parameters of the used CNN's are given as 

follows for 12 different pretrained networks. The 

optimizer is sgdm, the learning rate is 0.001, 

minibatch size is 32 and momentum is 0.9.  Also, 

the training and validation data are shuffled once 

before training. 

Classification results are shown in Table 2. As can 

be seen in this table, densenet201 showed the best 

performance when considering masked and 

unmasked face classification joint performance.  

Although a large part of the face has occlusion 

with the mask, age group classification in masked 

faces showed close results to unmasked faces 

(only slightly lower by 1%). As seen in the table, 

networks have generally produced similar results. 

Table 2 Accuracy of pretrained networks used for age 

group classification 

Pretrained 

Network 

With  

mask 

(%) 

Without  

mask 

(%) 

alexnet 75.81 78.82 

vgg16 78.37 84.48 

vgg19 77.24 83.04 

squeezenet 78.30 81.76 

googlenet 81.24 81.54 

inceptionv3 81.69 85.38 

densenet201 83.87 84.48 

mobilenetv2 80.78 81.54 

resnet-101 83.35 83.57 

xception 79.88 83.04 

shufflenet 81.16 82.22 

darknet53 81.69 83.95 

In DCNNs, the first convolutional layers learn 

basic features. The same situation is observed on 

the first convolutional filters of densenet201, 

which has the best score for age group 

classification. The first convolutional filters of 

densenet201 are given in Figure 4. As can be seen 

in this figure, the filters generally learned edges 

and color information. 

 
Figure 4 Samples of first convolutional layer filters 

from densenet201 network 

In order to show that how to learn the networks, 

some output samples of the first convolutional 

layer of the densenet201 are given in Figure 5. 

Figure 5, can be interpreted that the filter ignores 

the mask region and highlight the remaining facial 

areas in (a). Situation (b) can be interpreted that 

the filter of the sample (b) becomes apparent in 

the lines of the figure and it can be related with 

wrinkles for the age classification. 

 
(a) 

 
(b) 

Figure 5 Some samples of the outputs of the first 

convolutional layer from densenet201. (a) and (b) 

have an original image from UTKFace dataset with 

implemented face mask and corresponding output 

that is convolved a filter from the first convolutional 

layer of densenet201. 

Figure 6 shows some sample frames from the 

system outputs. Figure 6 (a), (b), (c), (d) are from 

the Face Mask Dataset images and (e), (f) are 

from real time system. As can be seen in the 

subfigures, the system produces promising 

results. Also, Figure 6 (e) and (f), show that the 

system is not affected by poor lighting conditions 

and different background conditions in an 

environment. 
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4.3. Performance Comparison 

The performance of the proposed system has been 

compared to masked face detection and age group 

classification systems in the literature, 

individually. Unfortunately, there is no unified 

benchmark test set for masked face detection and 

age group classification; different researchers use 

different test sets to report their results. Moreover, 

age classification studies in the literature work on 

the whole face without a mask. These factors 

make a fair comparison very hard. 

The comparison of proposed masked face 

detection performance with the literature has been 

given in Table 3. According to the table, the 

proposed YOLO has the best performance in 

terms of AP. Also, in [59], the authors removed 

some images from the merged database, and the 

deleted images are not clear. Thus, a fair 

comparison can not be performed with this study. 

Table 4 shows a comparison against age group 

classification systems using whole face 

information. In this study, the main motivation is 

detecting masked face groups in terms of assist 

controlling COVID-19 restrictions and other 

security restrictions. Thus, age groups between 

12-20, 21-64, and 65+ are key points for this 

motivation. Unfortunately, there is not a 

benchmark dataset for this motivation. Thus, the 

comparison has been applied with-the studies that 

used the different number of age groups on 

unmasked faces. Although this is not a fair 

comparison, there are no other datasets to 

compare. It was especially shown in the table that 

the number of classes was different, and other 

studies worked on the unmasked face.  

   
                                     (a)                                         (b)                                         (c) 

   
                                      (d)                                        (e)                                          (f) 
Figure 6 Some samples of the system output from Face Mask Dataset (a,b,c,d) and real time test environment (e,f) 

Table 3 Comparison of masked face detection performance with the literature 

Method Dataset 

 

Average 

Precision 

LLE_CNNs [60] MAFA 76.4% 

YOLO with Resnet [59] (MMD+FMD) * 81.0% 

Proposed Faster R-CNN FMD 79.0% 

Proposed YOLO FMD 92.0% 
*: Note: The authors of Loey2020 removed some images in the merged database. 

In this paper, two systems with the same 

processing steps, one with features from the 

whole face, one with features from the masked 

face, have been developed. The results in Table 4 

demonstrate that successful age group 

classification is possible for masked faces. Using 

both whole face information and masked face 

information individually, the proposed system 
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produced better results compared to previous 

studies. Also, using masked face information, the 

system produced comparable results against the 

system using whole face information (only 

slightly lower by ∼1% compared to the whole face 

age group classification system while using only 

a small part of the face). 

5. CONCLUSIONS 

This study proposed a multi-task deep learning 

system for face detection and age group 

classification from masked faces. Recently, for 

fighting against COVID-19, people have used 

face masks. One of the disadvantages of face 

masks is causing occlusions in the face. Thus it 

produces difficulties for analyzing the face. But 

face analysis is essential for security. With this 

motivation, this study focuses on masked faces. 

The proposed system first detects masked and no-

masked faces in an environment. Then, it 

classifies these faces according to three age 

groups. It can classify age groups for people in 

front and side profiles, even in crowded areas. It 

can work regardless of the indoor/outdoor 

environment. It assists observers to more 

effortlessly and accurately detect the age group of 

the masked face. Also, it can quickly detect the 

people who do not obey the age-related rules in 

public areas such as markets, streets, shopping 

centers, airports, etc. and assist the authorities. 

Thus, more people can be provided to comply 

with the rules. 

One of the study's limitations is that there is no 

database suitable for motivation, as explained in 

the experiment section. For this reason, the 

comparison could be made with studies of 

different classes of age groups. Also, errors are 

usually observed in the age borders separating the 

classes. For example, it is very difficult to 

distinguish two people's ages that are 20 and 21. 

But since these two are in separate classes, the 

correct classification of the system is expected. 

This is another limitation for the system 

The proposed system achieved 92% AP score for 

masked face detection. Also, it produced 83.87% 

age group classification accuracy for masked 

faces. Comparison to the literature showed that 

the proposed system produces better results 

against the age group classification system with 

whole face analysis. These results are significant 

because they show that a reliable age 

classification for masked faces is possible. It may 

be one of the pioneering studies in terms of its 

motivation. 
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Table 4 Age group classification accuracies for the proposed system and other studies 

Method Dataset Age group number Masked/no-masked Acc(%) 

MTCNN [61] UTKFace 7 no-masked 70.1 

FFNet [61] UTKFace 7 no-masked 64.0 

FaceNet [61] UTKFace 7 no-masked 59.6 

Local age group modelling [62] Images of 

Groups 

7 no-masked 59.8 

Shape and TextureCharacteristic [63] FG-NET 5 no-masked 79.2 

Proposed UTKFace 3 masked 83.87 

Proposed UTKFace 3 no-masked 84.48 
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Experimental Study on Composite Floor Panels 

Osman KAYA*1 

Abstract 

This paper presents experimental investigations carried out on various composite floor deck 

panel systems. The effects of parameters such as concrete shear length, steel thickness, and 

concrete thickness on the shear and flexural behavior of panels were examined. Shear tests were 

carried out on identical specimens with four different shear span lengths. Four-point flexural 

tests were carried out on single-span and double-span specimens. Shear stress-slip, load-

deformation, and moment-curvature behaviors were compared. From the test results, the effect 

of shear strength between the corrugated sheets and concrete governs the failure mechanisms 

of the flexural test, if there is no shear connector. In all flexural tests the failure is became due 

to the slippage between the steel panel and concrete. 

Keywords: sandwich panels, corrugated steel, shear test, flexural test 

1. INTRODUCTION

Due to the effective use of concrete and steel, the 

use of composite structures in industrial structures 

becomes more important all over the world. 

Composite floor slabs consist of concrete blocks 

and profiled steel sheets. The profiled sheet used 

in composite flooring systems has two functions. 

It takes the tensile stresses, so no need to use 

tensile reinforcement. And it acts as a mold while 

pouring concrete, so no need for an additional 

formwork system. Additional wire mesh on top is 

used to prevent shrinkage and temperature effects. 

Under service loading, the sheet and concrete 

interface is subjected to longitudinal shear stress. 

To overcome the slip, friction at interface of steel 

and concrete should be increased. For this reason 

shear connectors or embossment are implemented 

on corrugated sheets.  

* Corresponding author: okaya75@gmail.com
1 Muğla Sıtkı Koçman University, Faculty of Engineering, Department of Civil Engineering

ORCID: https://orcid.org/0000-0003-3851-3082

The effects of embossment without shear 

connectors, on the flexural behavior of deck panel 

are experimentally investigated in this study  

2. LITERATURE REVIEW

Several experimental studies on composite deck 

panels with shear connectors can be found in the 

literature [1-10]. However, limited experimental 

tests have been performed on composite deck 

panel without shear connectors. Marimuthu et al. 

[11] studied moment curvature behavior of

composite deck slabs with embossed profiled

sheets. It was concluded that, shear connectors

should be used to increase the shear strength

between steel and concrete. In 2007, Ferrer

studied use of cold form steel sheet for composite

slabs. It is concluded that the critical issue for

failure is shear slip [12].
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Baskar [7, 13] studied on composite deck slabs 

with and without embossment sheets. It is 

concluded that using embossed profile increases 

the load carrying capacity and delays the 

delamination. In order to improve the shear 

strength, Lakshmikandhan et al. [14] investigated 

three different shear transferring mechanisms 

namely mechanical interlock through 

indentations, embossments, and fastening studs. 

The mechanical shear connectors increase the 

load and bending moment capacity and also 

increase stiffness. 

Hyeong Yeol Kim and Youn Ju Jeong [15] 

proposed a new type of full-scale composite deck 

slabs with longer and light-weight span when 

compared with conventional RC deck slabs. They 

concluded that the flexural rigidity of the 

composite deck slabs is approximately twice than 

that of traditional RC decks.  Also the load 

capacity was increased by two and half times in 

the composite decks. It is stated by Wright, that 

the load -deformation behavior of composite deck 

slab behaves linear elastic until the buckling of 

corrugated steel. After the buckling, the behavior 

becomes non-linear. The yielding of steel profile 

developed in elastic region, so that the load 

carrying capacity is higher than traditional RC 

deck slabs [16]. 

In order to investigate the effects of embossment 

on the shear capacity and the flexural capacity of 

floor panels, an experimental study was carried 

out. 

3. EXPERIMENTAL STUDY

50188

75

96

805

751

Figure 1 Dimensions of corrugated sheet (in mm) 

Figure 2 Production of test specimens 

3.1. Shear Tests 

The test setup was composed of a trapezoidal steel 

panel, and a shearing concrete block of specific 

length and a reaction concrete block. 3m long 

composite deck panel system were produced. The 

hydraulic actuator, load cell and displacement 

transducers were placed in the test area, which is 

between the shearing concrete block, and the 

reaction concrete block, as seen in Figure 3.  

3.2. Shearing Test Specimens 

A total of 4 identical composite deck panel 

specimens were tested for shear resistance. Four 

different shearing surface lengths (L) were chosen 

with constant concrete width (Figure 3).  

Figure 3 Dimensions of shearing test specimens 

In Table 1 and Figure 4, dimensional properties of 

test specimens are described. Where, d is the 

overlaying concrete thickness, t is the thickness of 

Osman KAYA

Experimental Study on Composite Floor Panels

The shear capacities and flexural capacities of 

composite deck panels were investigated 

experimentally. Test setups and Specimen 

properties are defined in following section. In 

Figure 1, dimensions of corrugated sheet were 

illustrated. The same corrugated sheet was used 

for both shear and flexural specimens. The photo 

from production of test specimens was given in 

Figure 2. 
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steel plate, b is width of panel and L is the shear 

length. 

Table 1 Description of shearing test specimens 

Specimen 

ID 

d 

mm 

t 

mm 

L 

mm 

b 

mm 

S1 215 1.0 250 815 

S2 215 1.0 500 815 

S3 215 1.0 750 815 

S4 215 1.0 1000 815 

The load was applied by a manually-operated 100 

kN capacity hydraulic ram and was measured by 

a 200 kN capacity load cell. Figure 2 shows the 

pictures of the test set-up (a), and illustrates 

schematically the test set-up and the loading 

applied to the specimen in the test rig (b). All the 

load and displacement data were recorded by data 

logger equipment. 

(a) 

(b) 

Figure 4 Test set-up for shearing test specimens 

(a) Single Span

Hydraulic Cylinder

Load cell

Rigid 

beams

LVDT

Test specimen

(b) Double Span

Figure 5 Bending Test Set-up 

3.4. Bending Test Specimens 

A total of 10 single span and 4 double span 

composite deck panel specimens were tested. 

Span lengths in double span specimens were kept 

equal. The overall dimensions of single and 

double span test specimens are shown in Figure 6 

and Table 2. 

(a) Single Span

(b) Double Span

Figure 6 Dimensions of bending test specimens 

The height of the corrugated steel panel was 75 

mm and the overlaying concrete thicknesses, were 

125 mm, 175 mm and 215 mm measured from 

bottom of steel panel. The width of the deck panel 

in the test rig was taken as 770 mm. The steel 

panels had a varying thickness of 1.0 and 1.2 mm. 

LVDT

Hydraulic Cylinder

Loadcell

Test specimen

L

d

Hydraulic Cylinder

Load cell

Rigid 

beams

LVDT

Test specimen

L

b
d

L

b
d

L

Osman KAYA
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3.3. Bending Tests 

The main components of the test rig included 

simple supports and rigid beams to distribute the 

point loads. The main load was applied by a 

manually-operated 300 kN capacity hydraulic 

ram and was measured by a 200 kN capacity load 

cell. The main load was equally distributed via 

rigid beams and supports underneath the applying 

point loads at two locations on each span where 

each point load was applied at 1/3 span distance. 

Also two LVDTs were used for curvature 

readings on each span. Figure 5 illustrates 

schematically the test set-up and instrumentation 

in the test rig for single span (a) and for double 

span (b). 
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Table 2 Description of bending test specimens 

Specimen 

ID 

Span d 

mm 

t 

mm 

L 

mm 

b 

mm 

F1a Single 125 1.2 2000 770 

F1b Single 125 1.2 2000 770 

F1c Single 125 1.2 2000 770 

F2a Single 125 1.2 3000 770 

F2b Single 125 1.2 3000 770 

F2c Single 125 1.2 3000 770 

F3 Single 215 1.0 3000 770 

F4 Single 215 1.0 2750 770 

F5 Single 215 1.0 2500 770 

F6 Single 215 1.0 2200 770 

F7 Double 125 1.2 2000 770 

F8 Double 175 1.2 2000 770 

F9 Double 125 1.0 2000 770 

F10 Double 175 1.0 2000 770 

3.5. Material Tests 

The tests on 20x20x20 cm concrete cubes were 

carried out on test dates. An average value of 30 

MPa compressive strength was found. The tensile 

yield strength of corrugated steel material was 

given by the manufacturer as 280 MPa. 

4. TEST RESULTS

Figure 7 Testing of Specimen S1 and S2 

Figure 8 Test results of shearing test 

4.2. Single Span Bending Tests 

As defined in test setup, four-point loading was 

applied for single span bending tests. In all 

specimens, during the loading, first cracking of 

concrete was observed at the mid span locations. 

However, the tests were ended by due to the 

slippage between steel and concrete. In none of 

the tests did the specimens reach their flexural 

capacities. In Figure 9, typical failure due to 

slippage is shown.  

Figure 9 Testing of single span bending tests 

Also the test results are shown in Figure 10 in 

terms of applied load and mid span deflection. 

Three identical specimens for F1 and F2 

specimens behave almost similar.  

Osman KAYA

Experimental Study on Composite Floor Panels

4.1. Shear Tests 

For each test specimen, slippage between 

concrete and steel was observed. For specimen 

S1, which has 250 mm length of shearing block, 

the maximum load was recorded as 14 kN, 

whereas for specimen S4, which has 1000 mm 

shearing block length, the maximum load was 

recorded as 29 kN. Typical failure mechanism can 

be seen in Figure 7. Measured load vs. 

deformation relationships were plotted for 

shearing tests (Figure 8). For all specimens, the 

load capacity dropped suddenly after the loss of 

connection between steel and concrete, however, 

due to small shearing struts on corrugated steel, 

shear load capacities do not fall totally down to 

zero up to 10 mm slip value. 
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(a) Specimen F1 and F2

(b) Specimen F3, F4, F5 and F6

Figure 10 Test results of single span bending tests 

4.3. Double Span Bending Tests 

In double span tests, similar to single span tests, 

first flexural cracks were observed in each mid 

span location. Crushing of steel was observed at 

support region (Figure 11).  

(a) Specimen F7

(b) Specimen F8

(c) Specimen F9

(d) Specimen F10

Figure 12 Test results of double span bending tests 

5. ANALYSIS OF TEST RESULTS

5.1. Shear Tests 

The objective of this test was to determine the 

longitudinal shear resistance between concrete 

block and the corrugated steel panel. Different 

Osman KAYA
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Figure 11 Testing of double span bending tests 

However, the tests were ended again due to the 

slippage. The test results are shown in Figure 12 

in terms of applied load and two mid span 

deflections. 
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shear lengths were tried and their corresponding 

failure loads were measured and thus, shear 

stresses were calculated. The calculation of shear 

stresses involved finding the total contact area 

between the steel and concrete materials in 

shearing concrete block side and dividing the 

failure load by that area. Figure 13 shows the 

variation of the shear stress values vs. slippage of 

block.  

The value of shear stress was found to be between 

0.03 MPa and 0.06 MPa, which decreases while 

shearing length increases.  

Figure 13 Shear stress vs. slip relationship 

5.2. Single Span Bending Tests 

A typical four-point load test was conducted in 

order to determine experimentally the moment-

curvature relationship. The moment was 

calculated for each incremental load application 

as, 

𝑀 =
1

2
𝐹

𝐿

3
=

𝐹𝐿

6
(1) 

where M is the moment and F is the applied load. 

Referring to Figure 14, Linear Variable 

Displacement Transducer (LDVT) 1 and LVDT 2 

were used to measure the curvature of the 

composite panel at mid span location. 1 and 2 

are the strain values within the length of 

measurement of LVDT 1 and LVDT 2 and are 

calculated as follows: 

𝜀1 =
∆1

𝑒1
, 𝜀2 =

∆2

𝑒2
(2) 

where 1 and 2 are the corresponding 

displacement measurements of LDVTs. e1 and e2 

are the gage lengths. 

Thus the panel curvature, , is calculated with the 

following equation: 

𝜑 =
𝜀1−𝜀2

𝑔1+𝑔2+𝑤𝑐
(3) 

where g1 and g2 are the distances of LVDTs from 

the panel. wc is panel thickness. 

LVDT 1

LVDT 2

e1

e2

g1

g2

wc

Figure 14 Instrumentation for curvature calculations 

Experimentally obtained moment-curvature 

relationship for each test specimen was plotted in 

Figure 15. Also, Figure 15 contains theoretical 

moment-curvature relationship based on full 

composite action assumption and the nominal 

material properties of 30 MPa of concrete 

compressive strength and 280 MPa of steel tensile 

yield strength, calculated using standard 
reinforced concrete procedure. The limits of shear 

stress of 0.03 MPa, which is obtained from 

shearing tests and the deflection of L/360 were 

also found corresponding to their respective 

moment values. These limits are also shown in 

Figure 15. 

The slope of ascending branch of theoretical 

moment-curvature curve approximately matches 

to those of experimentally obtained slopes. In 

theoretical calculation, it is assumed that the 

concrete and the steel work together without any 

slippages. However, in the experiments, a 

separation between concrete and steel was 

observed indicating shear failure before full 

composite action was taken in place. These 

observations along with theoretical calculations 

are verified in Figure 15. 

Osman KAYA
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(a) Specimen F1

(b) Specimen F2

(c) Specimen F3, F4, F5 and F6

Figure 15 Analysis of single span bending tests 

5.3. Double Span Bending Tests 

The analyses were carried out similar to single 

span case and as it is seen from Figure 16, same 

conclusions could be drawn as the case of single 

span test.  

(a) Specimen F7

(b) Specimen F8

(c) Specimen F9

(d) Specimen F10

Figure 16 Analysis of double span bending tests 

The moment in this case was calculated as the 

maximum positive moment for each span which 

is 

𝑀 = 0.222 (
𝐹

4
) 𝐿 = 0.056𝐹𝐿 (4) 

Osman KAYA

Experimental Study on Composite Floor Panels

Sakarya University Journal of Science 25(6), 1408-1416, 2021 1414



where M is the maximum span moment, F is the 

applied load mid span and L is the length of span. 

As in single span test, a separation between 

concrete and steel was observed in the tests of 

double span specimens. That separation causes a 

slip so that full composite action was not taken in 

place. 

When the thickness of concrete layer is increased, 

the theoretical moment capacity is increased as 

expected. However, for the thicker member, the 

slippage occurs at small curvature level. 

6. CONCLUSIONS

Experimental investigation conducted on 

composite floor panels without shear connectors 

has been presented. 4 longitudinal shear tests with 

different shearing length, 10 single-span simply 

supported flexural tests and 4 two-span flexural 

tests on Composite Floor Panels were carried out. 

From the shear tests, It is found that shear 

strengths at steel-concrete interface varies 

between 0.03 MPa to 0.06 MPa for 250 mm and 

1000 mm shear length respectively. And the 

longitudinal shear strength between the steel and 

concrete has significant effect on flexural 

capacity. In all flexural tests, the specimens show 

semi-composite behavior due to slip between 

concrete and steel layer. The maximum moment 

value shown in M- curves are almost half of the 

flexural capacity of the composite panels. Due to 

the slip, yielding of steel panel is not developed. 
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Analysis of the Saliency Ratio Effect on the Output Torque and the System 

Efficiency in IPM Drives 

Osman Emre ÖZÇİFLİKÇİ*1, Mikail KOÇ1 

Permanent magnet synchronous motors (PMSM) can be classified into two groups based on 

the rotor saliency structure as surface mounted permanent magnet synchronous motors (SPM) 

and interior mounted permanent magnet synchronous motors (IPM). Saliency ratio is defined 

as the ratio of q- axis inductance to d- axis inductance. While SPMs with the same d- and q- 

axis inductance values have the capacity to generate only the magnet-based torque IPMs are 

salient machines and they also produce reluctance torque due to the difference in inductances. 

This study analyses the influence of the saliency ratio on the drive system efficiency and the 

torque production capability of salient machines. First, efficient torque control systems have 

been implemented and successfully achieved for two identical IPMs with only difference in 

saliency ratios. Then, tests were carried out on the drive systems for two IPMs. It has been 

validated by extensive simulation results that the torque production capacity and the efficiency 

of the drive system can be increased considerably if the saliency ratio can be increased at the 

stage of machine design. 

Keywords: IPM, PMSM, saliency ratio, torque control 

1. INTRODUCTION

PMSMs attract attention due to their superior 

features such as high efficiency, low acoustic 

noise, low rotor losses, and wide speed range [1]. 

Accordingly, they are widely used in industry 

such as machine tools, robotics, aeronautics, 

automotive [2]. Its popularity has increased in 

recent years with applications such as the 

increasing use in electric vehicle technology 

compared to other motors [3] and the increasing 

use in railway systems due to their high power 

density and wide speed range of operation [4]. 

Therefore, the design and modern control 

strategies for PMSMs are an important research 

topic. 

* Corresponding author: osman.ozciflikci@ahievran.edu.tr
1 Ahi Evran University, Faculty of Engineering and Architecture, Electrical - Electronics Engineering

E-Mail: mkoc@ahievran.edu.tr

ORCID: https://orcid.org/0000-0001-8770-020X, https://orcid.org/0000-0003-1465-1878

PMSMs can be divided into two groups based on 

the rotor structure as salient and non-salient 

machines. While surface mounted permanent 

magnet synchronous motors (SPMs) are non-

salient machines, interior mounted permanent 

magnet synchronous motors (IPMs) are known as 

salient brush-less AC machines. SPMs are motors 

designed by mounting permanent magnets on the 

rotor surface and do not contain saliency in the 

rotor [5]. Therefore, it has the capacity to generate 

only the magnet based electromagnetic torque. 

However, in IPMs, magnets are mounted in the 

rotor and there is a saliency in the rotor structure. 

When motor modelled with coordinate 

transformations in d- and q- rotary axes, 

inductance values in d- and q- axes are different. 
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better represent the drives as in real world. 

Sinusoidal pulse width modulation (SPWM) [13] 

and space vector pulse width modulation 

(SVPWM) are commonly used in motor drive 

systems [14-16]. The SVPWM technique is 

superior to SPWM with its features such as 15% 

more output voltage, lower total harmonic 

distortion, and low switching losses [17-18]. 

Hence, SVPWM switching technique is 

employed to trigger the inverter gates in this 

study. 

Efficient torque control systems have been 

developed for two IPMs with different saliency 

ratios for the purpose of comparing the two 

machines. Since the available battery voltage is 

finite, SVPWM technique is limited by the over-

modulation block in the simulation. Two IPM 

drives with different saliency ratios have been 

compared broadly in terms of torque output 

capabilities and overall system efficiencies. From 

the realistic simulation results, it has been 

validated that the IPM machine with a high 

saliency ratio has higher output torque capability 

and the drive achieves higher efficient operation. 

2. MATHEMATICAL EXPRESSIONS

2.1. Coordinate transformations and IPM 

model 

In order to control three-phase PMSMs like a DC 

motor, equations in the abc reference system are 

expressed in d- and q- rotary frames with the help 

of coordinate transformations. Firstly, Clarke 

matrix in (1) is applied to the equations in the abc 

reference system and defined in the stationary 

frame. The equations defined in the stationary 

frame are defined by the Park transformations 

given in (2) in the d- and q- axes according to the 

rotor angle θe. By taking the inverse of the

matrices given in (1) and (2), Iabc currents at the

inverter output to be used in the control system are 

transformed into d- and q- axes with the matrix in 

(3). 

Osman Emre ÖZÇİFLİKÇİ, Mikail KOÇ
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While there is a difference between inductance 

values in d- and q- axes in IPMs, d- and q- axes 

inductance values are the same in SPMs. Saliency 

ratio in PMSMs refers to the ratio of 𝐿𝑞 to 𝐿𝑑. 
Since IPMs have saliency, they have the ability to 

produce reluctance torque as well as magnet- 

based torque. Thus, the torque output that can be 

obtained from IPMs is higher than that of SPMs 

[6]. 

There are scalar and vector approaches in control 

methods used in motor drive systems. Although 

the scalar control technique is a low-cost method, 

it is only effective in steady state because it 

exhibits very poor dynamic performance. Vector 

control approach has advantages over standard 

techniques such as full torque capacity at low 

speed, better dynamic performance, higher 

efficiency for each operating point in a wide speed 

range [7]. Vector control techniques are basically 

divided into two categories as Field Oriented 

Control (FOC) and Direct Torque Control (DTC). 

FOC and DTC are widely used in both PMSM and 

induction motor drive systems [8-11]. In the FOC 

control technique, the current errors are driven to 

zero while the torque and the stator flux 

magnitude errors are driven to zero in DTC drives 

[12]. Since DTC drives rely on observer accuracy 

and the current limits cannot be posed directly, the 

machine is controlled with FOC strategy in the 

case study in which the current limits can directly 

be posed and the drive is exempt from flux and 

torque observers. 

After adopting the motor control with coordinate 

transformations in the drive systems, d- and q- 

axis reference voltage components are obtained. 

Although the reference voltages in d- and q- axis 

can be transformed into three phase components 

to directly being applied to the machine by the use 

of coordinate transformations in the simulation 

environment, this is not feasible in real life since 

a modulation strategy for an inverter is a must in 

practice. Therefore, the inverter structure and 

pulse width modulation technique has been 

modelled and employed in the simulated drives to 
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(1) 

(2) 

(3) 

When the coordinate transformations are applied 

to the three phase equations of the motor, the 

voltage equations in the d- and q- axis of the IPM 

are as in (4) and (5). 

𝑉𝑑 = 𝑅𝑠 ∗ 𝐼𝑑 + 𝐿𝑑 ∗
𝑑𝐼𝑑
𝑑𝑡

− 𝐿𝑞 ∗ 𝜔𝑒 ∗ 𝐼𝑞

𝑉𝑞 = 𝑅𝑠 ∗ 𝐼𝑞 + 𝐿𝑞 ∗
𝑑𝐼𝑞

𝑑𝑡
+ 𝐿𝑑 ∗ 𝜔𝑒 ∗ 𝐼𝑑

+ Ψ𝑚 ∗ 𝜔𝑒

(4) 

 (5) 

IPM torque and mechanical equations are given 

by (6) and (7). In (8) and (9), torque components 

are separated as torque due to magnets and 

reluctance torque. As can be seen from (8) and 

(9), the magnet-based torque depends on the 

magnetic flux linkage, and the reluctance torque 

depends on the difference of the d- and q- axis 

inductances. 

𝑇𝑒 =
3 ∗ 𝑝

2
[Ψ𝑚 ∗ 𝑖𝑞 + (𝐿𝑑 − 𝐿𝑞) ∗ 𝑖𝑑 ∗ 𝑖𝑞]

(6) 

𝜔𝑚 = ∫
𝑇𝑒 − 𝑇𝑚 − 𝐵 ∗ 𝜔𝑚

𝐽
∗ 𝑑𝑡 

(7) 

𝑇𝑒
𝑀𝑎𝑔𝑛𝑒𝑡

=
3 ∗ 𝑝

2
[Ψ𝑚 ∗ 𝑖𝑞]

(8) 

𝑇𝑒
𝑅𝑒𝑙𝑢𝑐𝑡𝑎𝑛𝑐𝑒 =

3 ∗ 𝑝

2
[(𝐿𝑑 − 𝐿𝑞) ∗ 𝑖𝑑 ∗ 𝑖𝑞]

(9) 

𝑉𝑑,𝑉𝑞 are voltage magnitudes (Volt) and 𝐼𝑑, 𝐼𝑞 are

current magnitudes in dq- frame,  𝜔𝑒 and  𝜔𝑚 are

the electrical and mechanical speed in rad/s, 

respectively, p is the pole-pair number, 𝐿𝑑 and 𝐿𝑞

are the inductance values of d- and q- axis, 

respectively, 𝛹𝑚 is the permanent magnet flux

linkage (Weber) and 𝑅𝑠 is the stator resistance

(ohm). 𝑇𝑒 is the electromagnetic torque in N.m.

The saliency ratio of the motor is defined as the 

ratio of the q- axis inductance to the d- axis 

inductance and it is expressed by (10) [19]. 

𝜌 =
𝐿𝑞

𝐿𝑑

(10) 

In this study, it is aimed to analyse the torque 

production capability and the system efficiency of 

two IPM machines with different saliency ratios. 

In Figure 1, the schematic of the proposed control 

system for both motors is given.
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Figure 1 The proposed drive system schematic for both motors

2.2. Inverter and SVPWM technique 

In (11-13), the function of the output phase 

voltages of the ideal inverter depending on the 

switching states are given. 𝑆1, 𝑆2 and 𝑆3 represent

the switching states. 

𝑉𝑎 =
𝑉𝑑𝑐

3
∗ (2𝑆1 − 𝑆2 − 𝑆3)

𝑉𝑏 =
𝑉𝑑𝑐

3
∗ (2𝑆1 − 𝑆2 − 𝑆3)

𝑉𝑐 =
𝑉𝑑𝑐

3
∗ (2𝑆1 − 𝑆2 − 𝑆3)

(11) 

(12) 

(13) 

Switching times are calculated according to sector 

information through equation (14-16). 

Figure 2 Hexagonal structure where the reference 

vector lies in 

𝑇1 =
√3 ∗ 𝑉𝑟𝑒𝑓

𝑉𝐷𝐶
∗ 𝑇𝑠 ∗ sin((𝑛 ∗

𝜋

3
) − 𝜃) 

𝑇2 =
√3 ∗ 𝑉𝑟𝑒𝑓

𝑉𝐷𝐶
∗ 𝑇𝑠 ∗ sin((𝑛 ∗

𝜋

3
) − 𝜃) 

𝑇0 = 𝑇𝑠 − (𝑇1 + 𝑇2)

(14) 

(15) 

(16) 

where, 𝑉𝑑𝑐 represents the battery voltage, 𝑉 𝑟𝑒𝑓 is

the magnitude of the reference vector, n is the 
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After the control process is performed with PI 

controllers, voltage values are obtained in the d -

and q- axes. For the application of the SVPWM 

technique, the voltage values in the d- and q- axes 

are transformed into the 𝛼𝛽  frame by inverse 

Park transformation. The angle of the voltage 

vector in the axes of the 𝛼𝛽 lies in the hexagonal 

structure in Figure 2. Sectors are determined 

according to the angle of the reference vector by 

dividing the 360º rotation path into 6 equal parts. 
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sector information, 𝑇𝑠 is the switching period, and

𝜃 is the angle of the reference vector. 

3. SIMULATION RESULTS

The improved system performance with the 

increased saliency ratio is validated through the 

simulation studies in this section. The 

specifications of the two IPM motors are listed in 

Table 1. Two drives to be compared are 

implemented as shown in Figure 1. The two 

motors are operated at the 1000 rpm speed and the 

inverter switching frequency is set to 5 kHz. The 

motors with low and high saliency ratios are 

compared based on torque capability and the 

system efficiency in the following sections. 

Table 1 The specifications of the two IPM motors 

Motor Type 
IPM 

Machine 1 

IPM 

Machine 2 

Phase Number/ Pole 

Number 
3/8 

Nominal Speed 2500 rpm   @120V DC 

Continuous Torque 15.7 Nm   @51.6 Arms 

Continuous Power 4.1 kW  @120V DC 

Input Voltage Range 12V-600 V 

Nominal d- Axes 

Inductance 
0.282 mH 

Nominal q- Axes 

Inductance 
0.828 mH 1.656 mH 

Nominal PM Flux 

Linkage 
0.0182 Weber 

Nominal Phase 

Resistance 
0.0463 ohm 

Inertia 0.0072 kg.m2 

Saliency Ratio 2.936 5.872 

3.1. Torque production capabilities of the two 

motors 

The two motors are operated at the same stator 

current magnitude values and the maximum 

produced electromagnetic torque with the two 

machines are presented in Figure 3.  As can be 

seen from the Figure 3, the motor model with high 

saliency ratio is capable to generate higher output 

torque in the drive system. 

In the motor drive system with low saliency ratio, 

8.3 N.m average torque output is obtained when 

machine operates at 30 A, while the average 

torque production achieved by the higher salient 

machine is approximately 12.5 N.m. This implies 

that the twice the increase of the saliency ratio 

increases the torque production capability of the 

machine at the rate of 33.6% for the 30 A stator 

current magnitude operation. 

Figure 3 Torque production capabilities of the two 

machines (N.m) 

2,
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Figure 4 Maximum electromagnetic torque production with the two machines. (a) Low salient IPM (b) High salient 

IPM

3.2. Efficiency analysis 

Input and output powers of IPM machines are 

given in (17) and (18), respectively [20]. 

𝑃𝑖𝑛𝑝𝑢𝑡 =
3

2
∗ (𝑉𝑑 ∗ 𝐼𝑑 + 𝑉𝑞 ∗ 𝐼𝑞)

𝑃𝑜𝑢𝑡𝑝𝑢𝑡 = 𝑤𝑚 ∗ 𝑇𝑒

𝜂(%) =
𝑃𝑜𝑢𝑡𝑝𝑢𝑡

𝑃𝑖𝑛𝑝𝑢𝑡
∗ 100 

(17) 

(18) 

(19) 
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The two machines have been operated to generate 

the maximum electromagnetic torque for given 

stator current magnitude commands and the 

results are illustrated in Figure 4. It is evident that 

the maximum electromagnetic torque production 

is higher in high salient machine than that of low 

salient machine since the utilization from the 

reluctance torque component increases in high 

salient machines while the magnet-based torque 

production slightly reduces. This implies that the 

achievement of the increased saliency ratio in 

IPM machines is a desired machine design criteria 

as the total torque can be increased by the 

utilization of the reluctance torque. 
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Figure 5 (a)Results with IPM Machine 1 (b) Results with IPM Machine 2

high salient machines. Considering the two drive 

systems generate the same output torque 

production continuously at 1000 rpm, a battery 

pack of capacity 10 kWh would be consumed at 5 

hours 31.5 minutes for low salient machines 

whereas it would be consumed at 5 hours 46.8 

minutes for high salient machines. This implies 

that the high salient machine drive achieves the 

same output torque production 15.3 minutes 

longer than that of the low salient machine for the 

case study. Overall, the results validate how 

important it is to achieve the increased saliency 

ratio during machine design process. 
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Figure 5 shows the efficiency results by operating 

the drive systems implemented for two different 

IPM models at continuous torque output (15.7 

N.m) and 1000 rpm mechanical speed. Output 
powers of the two machines are the same based 
on (18) since the two drives are operated at the 
same speed and the same electromagnetic torque. 
On the other hand, the input powers of the two 
system show significant difference at the same 
certain operating point. While the average input 
power of the system is 1810 W for low salient 
drive, it is 1730 W for high salient machine. In the 
light of these results, the efficiency of the drive 
systems are 91% and 96% for low and high salient 
machines, respectively. Hence, 5% increase in the 
efficiency would be a significant improvement for
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4. CONCLUSION

The two IPM machines with a saliency ratio of 

2.93 and 5.86 have been compared and its effect 

on output torque production and on the 

efficiencies of the drive systems have been 

analysed comprehensively. The comparisons are 

made by realistic high performance IPM drives 

and the results have been discussed in detail. It has 

been validated that the increase of the saliency 

ratio increases the torque production capability of 

the drive system while the operation speed and the 

stator current magnitude are the same. 

Accordingly, the system efficiency increases 

dramatically by the increase of the saliency ratio. 

It has been shown that the torque production 

capability of the machine would increase 33.6% 

while the machine operates at 30 A stator current 

magnitude. Also, system efficiency increased by 

5% when tested at 1000 rpm speed and continuous 

torque (15.7 N.m). The results validate how 

significant it is to achieve the increased saliency 

ratio as an attractive design criterion. 
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Development and Validation of RP-HPLC Method for the Determination of 

Dexrabeprazole Sodium 

Semra YILMAZER KESKİN*1, Ebru Nurdan ŞENTÜRK1, Cihansel UNLU1 

Abstract 

A rapid and simple liquid chromatographic method was developed for the quantitative 

determination of dexrabeprazole sodium in the tablet dosage form. The reverse-phase 

chromatographic analysis was carried out by using a C-18 column. The acetonitrile-phosphate 

buffer mixture was used as the mobile phase. The obtained retention time was 4.33∓0.02 min. 

by using 50:50 (v:v) acetonitrile:phosphate buffer(pH 7) and 1.0 mL/min. flow rate. 

Quantification of the analyte was based on measuring the peaks areas at 272 nm. The analytical 

performance of the developed RP-HPLC method was validated with respect to accuracy, 

precision, linearity, stability, and robustness. The obtained linearity range was 77-143 mg/L 

and the correlation coefficient was 0.9989. The obtained LOD and LOQ values were 0.010 

mg/L and 0.034 mg/L, respectively. 

Keywords: Dexrabeprazole, RP-HPLC, validation 

1. INTRODUCTION

Dexrabeprazole sodium (DEX) is R (+)-isomer of 

rabeprazole. Rabeprazole has been used in the 

treatment of gastroesophageal reflux disease by 

suppressing gastric acid secretion. It acts as a 

proton pump inhibitor of the H+/K+ ATPase 

enzyme [1,2]. Several methods were described for 

the analyses of the racemic mixture of rabeprazole 

in pharmaceutical formulations and plasma 

samples. HPLC techniques are the best methods 

due to their rapid, low cost, and selective 

properties. These techniques are very useful for 

the simultaneous determination of 

pharmaceutically active compounds and 

* Corresponding author: syilmazer@sakarya.edu.tr
1 Sakarya University, Faculty of Arts and Sciences, Department of Chemistry

E-mail: senturkkebruu@gmail.com, cihnsel.unlu@ogr.sakarya.edu.tr

ORCID: https://orcid.org/0000-0002-9467-3171, https://orcid.org/0000-0003-1496-4284, https://orcid.org/0000-

0001-5676-4323

ingredients in drugs, biological fluids and tissues 

[3]. Kim et al. [4] used a chiral column. The 

stationary phase of the chiral column was 

modified with cellulose. A mixture of ethanol, 

hexane, and ethylenediamine solutions was used 

as a mobile phase. The developed HPLC method 

assayed rabeprazole enantiomers determination in 

commercial tablets. The reported LOQ value was 

and 0.03 µg/mL and the LOD value was 0.01 

µg/mL. Similarly, Miura et al. [5] investigated 

quantitative enantiomers of rabeprazole and their 

metabolites determination in human plasma. A 

chiral column was used. The mobile phase 

consisted of acetonitrile and NaClO4. The 

achieved LOQ was 5 ng/mL. Su et al. [6] 

proposed an SFC-MS method to determine 
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enantiomers of rabeprazole in dog plasma. They 

used using a supercritical fluid compatible chiral 

column. The used mobile phase consists of CO2 

and methanol. The obtained linearity was in the 

range of 1–1000 ng/mL. Also, some studies are 

available using the drugs' name as 

dexrabeprazole. Shedpure et al. [7] developed a 

first-order derivative spectroscopic method to 

determine domperidone maleate and 

dexrabeprazole sodium in capsule and bulk forms. 

The reported LOQ and LOD values were 1.28 µg 

and 0.75 µg, respectively.  Khadangale et al. [8] 

determined impurities in dexrabeprazole sodium 

with an RP-UPLC. A C18 column was used as a 

stationary phase. The developed method was 

based on a gradient program. A mixture of 

phosphate buffer and acetonitrile was used as the 

first mobile phase. The second mobile phase 

contained acetonitrile and methanol. The reported 

LOD was 0.0075 ppm and LOQ was 0.023 ppm 

for the determination of dexrabeprazole sodium. 

Chitlange et al. [9] investigated simultaneous 

determination of domperidone and 

dexrabeprazole in the pharmaceutical dosage 

form. They used RP-HPLC method with a C-18 

column as a stationary phase. The used mobile 

phase was a mixture of potassium dihydrogen 

orthophosphate buffer and acetonitrile.  

In this study, dexrabeprazole sodium was 

determined in single dosage tablet form by the 

RP-HPLC method. A C18 column was used in the 

method. The developed RP-HPLC method was 

optimized and validated with accuracy, precision, 

linearity, and robustness according to the 

International Conference on Harmonization 

(ICH) guidelines [10]. 

2. MATERIALS AND METHODS

were prepared by weighting two tablets amount 

and dissolving them in acetonitrile. The obtained 

solutions were filtered with 0.45 µm membrane 

filter. The final solutions were diluted to 

concentration of 100 mg/L DEX. 

A Shimadzu UV 2401PC UV-VIS 

spectrophotometer with a 1 nm slit width was 

used for the absorption measurements. 

Chromatography was performed with an HPLC 

system (Shimadzu, Japan) equipped with an 

automated sample injector, a pump, and a UV–

Vis DAD detector. The used stationary phase was 

a reverse-phase C18 column (250 mm × 4.6 mm 

× 5 µm, GL Sciences) and the temperature of the 

column oven was fixed 25 °C. The isocratic mode 

was used with 1.0 mL/min flow rate and the 

sample injection volume was 10 µL. A mixture of 

acetonitrile and phosphate buffer (pH 7) (50:50 

v/v) was used as the mobile phase that was freshly 

prepared and filtered with a 0.45 μm membrane 

filter. Data treatments, regressions and statistical 

analysis were performed using EXCEL software. 

3. RESULTS AND DISCUSSION

3.1. Optimization of experimental conditions 

The UV–Vis absorption of DEX was measured 

between 200 and 800 nm region to find maximum 

absorption wavelength. The maximum absorption 

band was observed at 272 nm. The optimum 

experimental conditions of RP-HPLC were 

determined by examining flow rate, mobile phase 

composition, detector wavelength, and sample 

injection volume. The tested mobile phase 

compositions were 50:50 (v/v), 70:30 (v/v), 80:20 

(v/v) of acetonitrile:phosphate buffer(pH 7) and 

the flow rates were ranging from 0.8 to 1.5. The 

peak of DEX was obtained in a short time with 

high intensity in 50:50 (v/v) 

acetonitrile:phosphate buffer as the mobile phase 

(Figure 1) at 1.0 mL/min flow rate. The found 

retention time was 4.2 min. at these conditions. 

The system suitability parameters (retention time, 

RT; theoretical plate, N and tailing, T) were 

calculated by six replicate injections of 10 μL 

standard solution. The found RT, N, and T values 

were 4.323, 5532, and 1.169, respectively. The 

calibration curve was obtained by plotting peak 

KESKİN et al.
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The stock solution (100 mg/L) of DEX was 

prepared in 50 mL acetonitrile. The serial 

concentrations of the calibration standard 

solutions (77 - 143 mg/L) were prepared from the 

stock solution by dilution. A calibration graph 

was obtained by using peak areas of the DEX. The 

commercial pharmaceutical analysis was 

performed in drug tablets containing 10 mg DEX. 

20 tablet forms of the drug were taken, then 

weighed and powdered. The sample solutions 
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areas versus concentrations of DEX solutions 

(Figure 2). The used DEX concentrations were 

range from 77 to 143 mg/L. The calibration 

equation and statistical parameters are 

summarized in Table 1. 

Figure 1 HPLC chromatogram of DEX (100 mg/L) at 

272 nm 

Figure 2 Calibration curve of DEX at 272 nm 

Table 1 Statistical results of calibration curve 

Method RP-HPLC 

λ (nm) 272 

Regression equation 
y=15753602.55x-

20541.75 

r 0.9989 

SE(m) 303.70 

SE(n) 34264.44 

SE(r) 17034.23 

replicates of 100 mg/L standard solution DEX. 

The intra-day and inter-day assays were carried 

out. The calculated standard deviations and 

relative standard deviations are shown in Table 2. 

Accuracy studies were carried out using standard 

solutions of 88 mg/L, 110 mg/L, and 132 mg/L 

DEX concentrations. The calculated recoveries 

and relative standard deviations are shown in 

Table 3. The standard solution (100 mg/L DEX) 

stability tests were carried out at room 

temperature (25 °C) for 24 hours and +4 °C for 30 

days. No significant peak was observed in the 

chromatogram kept at room temperature (Figure 

3a). Therefore, it can be stated that the standard 

solution of DEX could remain stable for 24 hours 

at room temperature. However, the degradation 

occurred in the other solution, which was kept at 

+4 °C after 30 days. New peaks were observed in

the chromatogram (Figure 3b). The robustness of

the proposed method was investigated by

changing chromatographic conditions such as

mobile phase compositions, column oven

temperature, and flow rate. The mobile phase

composition was changed from 50:50 (ACN :

phosphate buffer, v:v) to 44:56 (v:v) and 36:64

(v:v). The column oven temperature was adjusted

to 20.5, 22.5, and 25 °C and the flow rate was set

to 0.9 mL/min., 1.0 mL/min. and 1.1 mL/min. The

obtained retention times under the examined

conditions are shown in Table 4.

Table 2 Results of intra-day and inter-day assays 
Concentration 

(mg/L) 

Intra-day 

(mg/L) 

Inter-day 

(mg/L) 

100 99 99 

100 100 99 

100 100 99 

100 100 99 

100 99 100 

100 100 99 

Mean 99.67 99.17 

SD 0.471 0.373 

RSD 0.473 0.376 
SD = Standard deviation; RSD = Relative standard deviation 

Table 3 Recoveries of DEX 
Added 

mg/L 

Found 

mg/L 

% 

Recovery 

0.088 0.090 102.27 

0.088 0.089 101.14 

0.088 0.089 101.14 

0.110 0.111 100.91 

0.110 0.109 99.09 

0.110 0.111 100.91 
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r = Regression coefficient; SE(r) = Standard error of linear regression; 

SE(m) = Standard error of slope; SE(n) = Standard error of intercept.

3.2. Method validation 

Linearity, precision, accuracy, solution stability, 

and robustness parameters were tested for the 

validation of the proposed method. The obtained 

linearity of the method was in the range of 77-143 

mg/L. The calculated LOD and LOQ values were 

0.010 mg/L and 0.034 mg/L, respectively. The 

method precision was performed with six 
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0.132 0.131 99.24 

0.132 0.132 100.00 

0.132 0.134 101.52 

Mean: 100.69 

SD 1.05 

RSD 1.04 
SD = Standard deviation; RSD = Relative standard deviation 

Figure 3 HPLC chromatograms of solution kept in 

room temperature for 1 day (a), in +4 °C for 30 days 

(b) 

Table 4 The retention times at different 

chromatographic conditions 
Mobile phase 

(ACN:buffer) 

v:v 

Flow rate 

mL/min 

Temperature 

°C 

RT 

min 

50:50 1.0 25.0 4.33 

44:56 1.0 25.0 4.34 

36:64 1.0 25.0 4.21 

50:50 0.9 25.0 4.36 

50:50 1.1 25.0 4.12 

50:50 1.0 20.5 4.31 

50:50 1.0 22.5 4.32 

Mean 4.28 

SD 0.08 

RSD 1.88 
SD = Standard deviation; RSD = Relative standard deviation 

3.3. Analyses of Pharmaceutical Tablet 

Samples 

The optimized HPLC method was evaluated in 

the commercial tablets' assay to determine DEX 

in drug form. Six replicate determinations were 

carried out. The obtained results (Table 5) were in 

good agreement with the label claims. The 

recovery percentages were range from 90% to 

100%. 

Table 5 Analysis results of DEX in pharmaceutical 

tablets

Claimed value Found 

mg mg 

10 

9.951 

10.042 

10.048 

9.971 

10.049 

9.939 

Mean 10.000 

SD 0.047 

RSD 0.473 
SD = Standard deviation; RSD = Relative standard deviation 

4. CONCLUSIONS

A simple and rapid RP-HPLC procedure was 

developed for DEX determination in synthetic 

solution and commercial tablet form. The 

proposed chromatographic method was validated 

with respect to linearity, robustness, precision, 

and accuracy as per ICH guidelines. The 

calibration curve was obtained in 77–143 mg/L 

with a correlation coefficient of 0.9989. The 

calculated LOD and LOQ values were 0.010 

mg/L and 0.034 mg/L, respectively. The 

calculated RSDs of all examined parameters were 

less than 2.00%. The optimized method was also 

successfully applied to the tablet form.  
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Spectrophotometric Determination of Losartan Potassium and 

Hydrochlorothiazide in tablets by Wavelet Transform Approach 

Özgür ÜSTÜNDAĞ*1, Erdal DİNÇ1 

Abstract 

A precise, rapid and simple spectrophotometric method development with continuous wavelet 

transform technique was described in this paper for the simultaneous determination of losartan 

potassium and hydrochlorothiazide in tablets. The continuous wavelet transform approach 

based on the application of Symlets5-CWT. If the original UV spectra of losartan potassium 

and hydrochlorothiazide are examined, it is seen that the spectra of these two substances 

strongly overlap. With the developed Symlets5-CWT method, the analysis was carried out 

successfully without any pre-separation process. The calibration equations were obtained at 

247.7 nm for the losartan potassium determination and at 259.1 nm for the hydrochlorothiazide 

determination, respectively. The developed methods were tested in terms of validity and 

applicability. 

Keywords: Spectrophotometry, Continuous wavelet transform, Losartan potassium, 

Hydrochlorothiazide, Quantitative determination   

1. INTRODUCTION

Nowadays, researchers seek to meet the needs of 

better scientific measurements or to evolve more 

efficient procedures and increase the reliability of 

existing analytical methods to achieve the desired 

analytical results in many disciplines and the 

aforementioned fields [1-3].  

For analytical studies, LC and CE methods have 

been used in conjunction with different 

spectroscopic systems (separate techniques, 

namely LC-MS and CE-MS) to obtain more 

chemical data and reduce the complication of 

multicomponent substance analysis. Furthermore, 

these combined unit methods involve high costs 

and time for analysis [4-6]. Analytical methods 

* Corresponding author: ustundag@pharmacy.ankara.edu.tr
1 Ankara University, Faculty of Pharmacy, Department of Basic Pharmaceutical Sciences

E-mail: dinc@ankara.edu.tr

ORCID: https://orcid.org/0000-0001-9611-4210, https://orcid.org/0000-0001-6326-1441

such as spectrophotometry [7], mass-

spectrometry [8], chromatography [9] and 

electrophoresis [10], electrochemistry [11] and 

their joint devices have been used for analytical 

purposes. Herewith the disadvantages of the 

mentioned separation techniques or combination 

analyzers, analytical chemists opt to use 

spectroscopic methods (rather than separation 

techniques) to enable rapid analysis at low cost. 

Nowadays, applications of continuous wavelet 

transform (CWT) methods to the 

spectrophotometric data gaining popularity 

because it can be used in the analysis of 

components in complex systems without the need 

for any separation process. Therefore, CWT 

methods can offer suitable solutions for such 

cases. [12-14]. In this paper, the aim is is to 
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develop new signal processing method based on 

the combined use of CWT with zero crossing 

technique simultaneous quantitative 

determination of losartan potassium (LOS) and 

hydrochlorothiazide (HCT) in tablets without the 

use of a separation step. Several analytical 

methods for the analysis of LOS and HCT have 

been reported in pharmaceutical and biological 

studies, including spectrophotometric methods 

[15-18], spectrofluorometric method [19] and 

chromatographic methods [20-24]. 

2. MATERIAL AND METHOD

3. RESULTS AND DISCUSSION

The purpose of this work is to apply the Symlets5-

CWT (SYM5-CWT) method to the spectra of 

LOS and HCT in mixtures and preparations for 

the simultaneous assay. The LOS and HCT 

standards and the UV spectra of the tablet solution 

were measured between 200 and 305 nm as can 

be seen in Figure 1. 

Figure 1 The UV-Absorption spectra of 4.0-26 µg mL-1 

LOS (---) and 2.0-24 µg mL-1 HCT (─) in methanol 

3.1. Symlets5 Continuous Wavelet Transform 

Method (SYM5-CWT) 

For the analysis of artificial mixtures and tablets 

containing LOS and HCT compounds by the 

SYM5-CWT method, calibration mixtures were 

prepared as described in the above section, using 

methanol as a solvent in a linear concentration 

range of 4.0-26 µg mL-1 for LOS and 2.0-24 µg 

mL-1 for HCT. The original UV spectra of these 

calibration solutions were recorded in the 200-

305 nm wavelength range with ∆λ = 0.1 nm 

intervals. The SYM5-CWT method applied to the 

spectra of LOS and HCT (Figure 2). Regression 

equation, correlation coefficient and their 

statistical data were shown in Table 1. The 

calibration equation of the SYM5-CWT method 

was validated by using the quantitative assay of 

artificial mixtures. Recovery results and with 

relative standard deviation were shown in Table 

2.  

Özgür ÜSTÜNDAĞ, Erdal DİNÇ
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The absorption spectra of mixtures and tablet 

solutions in the spectral range 200-305 nm were 

measured by a Shimadzu UV-1601 dual-beam 

UV-VIS spectrophotometer with a constant gap 

width (2 nm). 

2.1. Commercial Tablet 

A pharmaceutical tablet (HYZAAR® Tablet, 

MSD Ind., Istanbul, Turkey) including 50 mg 

LOS and 12.5 mg HCT per tablet was gathered 

from the Turkish market.  

2.2. Standard solutions 

Standard LOS and HCT stock solutions were 

arranged respectively by dissolving 25 mg of each 

drug in 100 mL of methanol. A calibration ranges 

between 4.0-26.0 µg ml-1 for LOS and 2.0-24 µg 

ml-1 HCT in solvent was prepared for spectrum 

analysis from standard stock solutions for each 

active ingredient.  

2.3. Sample solutions preparation 

For testing tablets; twenty tablets of LOS and 

HCT were weighed and powdered. Transfer an 

equal amount of powder to a 100 ml volumetric 

flask and solved with methanol. The contents of 

the flask were mechanically stirred. After 

filtration, the supernatant is diluted with methanol 

to an ultimate concentration. This procedure was 

repeated ten times. 
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Figure 2 SYM5-CWT spectra obtained by 

transforming the UV absorption spectra of LOS (---) 

and HCT (⎯) 

The outcome of the regression analysis obtained 

are shown in Table 1. The amounts of LOS and 

HCT in the samples were computed using the 

calibration equations obtained from the linear 

regression analysis in Table 1. 

Table1 Statistical outcome for the SYM5-CWT 

method 

Method SYM5-CWT 

Parameter LOS HCT 

 (nm) 247.7 259.1 

m 3.63x10-2 8.93x10-2 

n 5.06x10-4 1.74x10-2 

r 0.9999 0.9998 

SE(m) 1.76x10-3 1.90x10-4 

SE(n) 1.06x10-4 2.79x10-3 

SE(r) 2.54x10-3 4.54x10-3 

LOD 0.54 0.35 

LOQ 1.81 1.17 

mixtures prepared as a verification set are shown 

in Table 2. 

Table 2 Recovery outcome calculated by using 

artificial mixtures 

Intra-day Results 

Added 

(µg mL-1) 

Found 

(µg mL-1) 

SD RSD RE Recovery  

(%) 

LOS 

4 3.95 0.09 2.21 -0.90 98.8 

16 15.91 0.14 0.91 -0.37 99.5 

20 21.06 0.15 0.70 0.29 105.3 

HC

T 

4 4.08 0.05 1.27 0.52 101.9 

16 15.71 0.25 1.60 -0.65 98.2 

20 19.75 0.21 1.07 -0.44 98.8 

Inter-day Results 

LOS 

4 4.02 0.04 0.92 0.38 100.4 

16 15.97 0.29 1.83 -0.75 99.8 

20 20.45 0.52 2.53 1.03 102.2 

HC

T 

4 4.07 0.04 0.89 0.36 101.7 

16 15.90 0.19 1.20 -0.49 99.4 

20 20.28 0.36 1.76 0.72 101.4 

Table 3  Intra-day and inter-day outcome by the 

SYM5-CWT method 

SYM5-CWT 

Added 

(µg mL-1) 

Found 

(µg mL-1) 

Recovery 

(%) 

LOS HCT LOS HCT LOS HCT 

4 6 4.02 5.90 100.5 98.4 
6 6 5.93 5.90 98.9 98.3 

8 6 7.97 5.89 99.6 98.2 

10 6 10.01 5.94 100.1 98.9 

12 6 11.91 5.87 99.2 97.8 
14 6 13.90 5.78 99.3 96.4 

16 6 15.89 5.86 99.3 97.7 

18 6 18.17 5.99 100.9 99.9 

20 6 19.92 5.75 99.6 95.8 
22 6 21.92 5.89 99.6 98.1 

24 6 23.83 5.90 99.3 98.4 

26 6 25.74 5.90 99.0 98.4 

24 2 23.94 1.95 99.7 97.7 
24 4 23.95 3.95 99.8 98.6 

24 6 24.02 5.88 100.1 98.1 

24 8 23.89 7.84 99.5 98.0 

24 10 24.07 9.91 100.3 99.1 
24 12 24.00 11.90 100.0 99.2 

24 14 24.18 13.87 100.7 99.1 

24 16 24.20 15.87 100.8 99.2 

24 18 24.30 17.62 101.3 97.9 
24 20 24.43 19.76 101.8 98.8 

24 22 25.18 21.70 104.9 98.6 

24 24 24.85 23.55 103.5 98.1 

Mean 100.3 98.3 

SD 1.42 0.88 

RSD 1.42 0.87 

To appraise the accuracy and precision of the 

SYM5-CWT method, precision and accuracy 

survey were applied daily at three dissimilar 

concentrations and the prepared solutions were 

used for intra-day and inter-day studies. The 

results can be seen in Table 3. 
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3.2. Validation of the Proposed Methods 

A validation kit consisting of 16 artificial 

solutions of dissimilar concentrations in methanol 

in a working range of 4.0-36.0 µg ml-1 for LOS 

and 2.0-9.0 µg ml-1 HCT was produced. This 

validation set tested the accuracy and precision of 

the SYM5-CWT method. The results gathered by 

performing the SYM5-CWT method to artificial 
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Before the SYM5-CWT method was 

implemented to the commercial tablet 

preparation, a standard addition technique was 

used to test the interference effects of tablet 

excipients on LOS and HCT. The results can be 

seen in Table 4. 

Table 4 Standard addition outcome by the SYM5-CWT 

method 

LOS HCT 

Added (µg mL-1) 

2 6 10 2 8 12 

No. Found (µg/mL) 

1 1.99 6.06 9.92 2.07 8.02 11.59 

2 2.03 6.42 9.97 2.19 8.03 11.62 
3 1.97 6.07 9.95 2.13 8.00 12.04 
4 2.02 5.95 10.02 2.07 8.04 11.92 
5 2.04 5.87 10.06 2.08 8.03 11.74 

Recovery (%) 

No. LOS HC 

1 99.4 101.1 99.2 103.4 100.2 96.6 
2 101.6 107.0 99.7 109.5 100.3 96.9 
3 98.4 101.1 99.5 106.4 100.0 100.3 
4 101.1 99.2 100.2 103.4 100.5 99.3 
5 101.9 97.9 100.6 103.8 100.4 97.9 

Mean 100.5 101.3 99.8 105.3 100.3 98.2 
SD 1.51 3.48 0.53 2.68 0.19 1.62 

RSD 1.50 3.44 0.53 2.55 0.19 1.65 
RE 0.49 1.25 -0.16 5.28 0.29 -1.81 

Recovery and other calculations for LOS and 

HCT were performed by subtracting the quantity 

of LOS and HCT from the tablets. These surveys 

were performed with five replicas at three 

dissimilar concentration grades. 

3.3. Tablet Analysis 

The outcomes gathered by applying the proposed 

technique to the LOS-HCT commercial 

preparation solutions are shown in Table 5. 

Accomplished results have been gathered for the 

quantification of tablets containing LOS and 

HCT. In the determination of tablets, no 

interference with the tablet excipients in the 

determination of the concerned compounds was 

monitored when the SYM5-CWT method was 

applied to commercially available tablets. 

Table 5  Tablet assay by the SYM5-CWT method (50.0 mg 

LOS and 12.5 mg HCT per tablet) 

Method SYM5-CWT 

LOS 

(mg) 

HCT 

(mg) 

Mean 49.70 12.45 

SD 0.26 0.10 

RSD 0.53 0.79 

SE 0.08 0.03 

CL 0.16 0.06 

4. CONCLUSION

To summarize the study briefly, the SYM5-CWT 

method we have developed has been successfully 

applied to the spectral analysis of artificial 

mixtures and tablet formulations containing LOS 

and HCT. This method we have developed can be 

applied without requiring any pre-separation in 

cases where the spectra overlap each other in the 

same spectral region as in this study (see Figure 

1). It was performed with analytical validation 

parameters to indicate the validity and 

applicability of the method. We think that this 

developed SYM5-CWT method is a promising 

approach for the quantification of the related 

compounds.   

Funding 

The author (s) has no received any financial 

support for the research, authorship or publication 

of this study. 

The Declaration of Conflict of Interest/ 

Common Interest 

No conflict of interest or common interest has 

been declared by the authors.  

Authors' Contribution 

The authors contributed equally to the study. 

The Declaration of Ethics Committee Approval 

This study does not require ethics committee 

permission or any special permission. 

The Declaration of Research and Publication 

Ethics 

The authors of the paper declare that they comply 

with the scientific, ethical and quotation rules of 

SAUJS in all processes of the paper and that they 

do not make any falsification on the data 

collected. In addition, they declare that Sakarya 

University Journal of Science and its editorial 

board have no responsibility for any ethical 

violations that may be encountered, and that this 

Özgür ÜSTÜNDAĞ, Erdal DİNÇ

Spectrophotometric Determination of Losartan Potassium and Hydrochlorothiazide in tablets by Wavelet ...

Sakarya University Journal of Science 25(6), 1432-1437, 2021 1435



study has not been evaluated in any academic 

publication environment other than Sakarya 

University Journal of Science. 

REFERENCES 

[1] M. Siddiqui, Z. AlOthman, N. Rahman,

“Analytical techniques in pharmaceutical

analysis: A review,” Arabian Journal of

Chemistry, vol. 10, pp. 1409-1421, 2017.

[2] R. Valagaleti, P. Burns, M. Gill, “Analytical

support for drug manufacturing in the

United States—from active pharmaceutical

ingredient synthesis to drug product shelf

life,” J. Drug. Inform., vol. 37, pp. 407-438,

2003.

[3] H. Ju, “Grand challenges in analytical

chemistry: towards more bright eyes for

scientific research, social events and human

health,” Front. Chem., 2013,

https://doi.org/10.3389/fchem.2013.00005.

[4] Y. Chhonker, C. Edi, D. Murry, “LC–

MS/MS method for simultaneous 

determination of diethylcarbamazine, 

albendazole and albendazole metabolites in 

human plasma: Application to a clinical 

pharmacokinetic study,” J. Pharm. Biomed. 

Anal., vol. 20, no. 151, pp. 84–90, 2018. 

[5] J. Sáiz, C. García-Ruiz, B. Gómara,

“Comparison of different GC-MS

configurations for the determination of

prevalent drugs and related metabolites,”

Analytical Methods, vol. 9, pp. 2897-2908,

2017.

[6] H. Maurer, “Toxicological analysis of

drugs: GC-MS screening and

confirmation,” Acta Medicinæ Legalis, vol.

XLIV, pp. 489-492, 1994.

[7] F. Rocha, L. Teixeira, “Strategies to

increase sensitivity in UV-VIS

spectrophotometry,” Quimica Nova, vol.

27, no. 5, pp. 807-812, 2004.

[8] T. Thiem, “Comparison of optical-emission

mass-spectroscopy utilizing laser

vaporization of solid samples for inorganic 

analysis,” American Laboratory, vol. 26, 

no. 3, pp. 48-52, 1994. 

[9] Z. Deyl, J. Janak, V. Schwarz V.

“Bibliography section - Liquid column

chromatography - Gas chromatography -

Planar chromatography - Gel

chromatography - Capillary electrophoresis

and electrokinetic chromatography,”

Journal of Chromatography A, vol. 940, no.

2, pp. 119-219, 2001.

[10] A. Otieno, S. Mwongela  S, “Capillary

electrophoresis-based methods for the

determination of lipids - A review,”

Analytica Chimica Acta, vol. 624, no. 2, pp.

163-174, 2008.

[11] A. Naggar, A. Kotb, A. Abdelwahab,

“Graphite studded with facile-synthesized

cu2o nanoparticle-based cubes as a novel

electrochemical sensor for highly sensitive

voltametric determination of mebeverine

hydrochloride,” Chemosensors, 2021,

https://doi.org/10.3390/chemosensors9020

035.

[12] I. Daubechies, “Ten Lectures on Wavelets,

Society for Industrial and Applied

Mathematics,” Philadelphia, pp. 1-357,

1992.

[13] E. Dinç, D. Baleanu, “Continuous wavelet

transform applied to the overlapping

absorption signals and their ratio signals for

the quantitative resolution of mixture of

oxfendazole and oxyclozanide in bolus,” J.

Food. Drug. Anal., vol. 15, no. 2, pp. 109-

117, 2007.

[14] Ö. Üstündağ, E. Dinç, “Continuous wavelet

transforms and ultra performance liquid

chromatography applied to the

simultaneous quantitative determination of

candesartan cilexetil and 

hydrochlorothiazide in tablets,” 

Monatshefte für Chemie, 2021, 

https://doi.org/10.1007/s00706-021-02822-

7. 

Özgür ÜSTÜNDAĞ, Erdal DİNÇ

Spectrophotometric Determination of Losartan Potassium and Hydrochlorothiazide in tablets by Wavelet ...

Sakarya University Journal of Science 25(6), 1432-1437, 2021 1436

https://doi.org/10.3389/fchem.2013.00005
https://doi.org/10.1007/s00706-021-02822-7
https://doi.org/10.1007/s00706-021-02822-7


[15] M. Toral, O. Saldias, C. Soto, “Strategies

used to develop analytical methods for

simultaneous determination of organic

compounds by derivative

spectrophotometry,” Quimica Nova, vol.

32, no. 1, pp. 257-282, 2009.

[16] D. Nagavalli, V. Vaidhyalingam, O. Divya,

“Simultaneous spectrophotometric

determination of losartan potassium, 

amlodipine besilate and 

hydrochlorothiazide in pharmaceuticals by 

chemometric methods,” Acta 

Pharmaceutica, vol. 60, no. 2, pp. 141-152, 

2010. 

[17] C. Vetuschi, A. Giannandrea, “Anti-beer

evaluation of Hydrochlorothiazide and

Losartan by UV derivative

spectrophotometry,” Analytical Letters,

vol. 36, no. 5, pp. 1051-1064, 2003.

[18] T. Binh, L. Tram, N. Trang, “Simultaneous

Determination of Hydrochlorothiazide and

Losartan Potassium in Pharmaceutical

Product by UV-Vis Spectrophotometric

Method with Kalman Filter Algorithm,”

Journal of Analytical Methods in

Chemistry, 2021,

https://doi.org/10.1155/2021/2754133.

[19] A. Youssef, “Spectrofluorimetric

Assessment of Hydrochlorothiazide Using

Optical Sensor Nano-Composite Terbium

Ion Doped in Sol-Gel Matrix,” Journal of

Fluorescence, vol. 22, no. 3, pp. 827-834,

2012.

[20] K. Marghany, R. Abdelsalam, G. Haddad,

“HPLC method transfer study for

simultaneous determination of seven

angiotensin II receptor blockers,” Journal of

Separation Science, vol. 43, no. 8, pp. 1398-

1405, 2020.

[21] S.  Rahaman, K. Micheal, “A new RP-

HPLC method for the simultaneous

estimation of hydrochlorothiazide and

losartan potassium in bulk and 

pharmaceutical dosage forms,” 

International Journal of Life Science and 

Pharma Research, vol. 10, pp. 648-653, 

2020. 

[22] N. Mohammed, H. Abdo, H. Hassan,

“Method development and validation of

simultaneous determination of

hydrochlorothiazide and losartan in tablet

dosage form by RP-HPLC,” International

Journal of Pharmaceutical Sciences and

Research, vol. 10, no. 1, pp. 227-231, 2019.

[23] C. Vishnuvardhan, P. Radhakrishnanand,

N. Satheeshkumar, “RP-HPLC Method for

the Simultaneous Estimation of Eight

Cardiovascular Drugs,” Chromatographia,

vol. 77, no. 3-4, pp. 265-275, 2014.

[24] R. Maggio, P. Castellano, T. Kaufman, “A

multivariate approach for the simultaneous

determination of losartan potassium and

hydrochlorothiazide in a combined 

pharmaceutical tablet formulation,” 

Analytical and Bioanalytical Chemistry, 

vol. 391, no. 8, pp. 2949-2955, 2008. 

Özgür ÜSTÜNDAĞ, Erdal DİNÇ

Spectrophotometric Determination of Losartan Potassium and Hydrochlorothiazide in tablets by Wavelet ...

Sakarya University Journal of Science 25(6), 1432-1437, 2021 1437

https://doi.org/10.1155/2021/2754133


Sakarya University Journal of Science
SAUJS

e-ISSN 2147-835X Founded 1997 Period Bimonthly Publisher Sakarya University
http://www.saujs.sakarya.edu.tr/en/

Title: Application of an Epidemic Model to Turkey Data and Stability Analysis for the
Covid-19 Pandemic

Authors: Nejdet KÖKER, Ömer Faruk GÖZÜKIZIL

Recieved: 2021-08-17 00:00:00

Accepted: 2021-11-19 00:00:00

Article Type: Research Article

Volume: 25
Issue: 6
Month: December
Year: 2021
Pages: 1438-1445

How to cite
Nejdet KÖKER, Ömer Faruk GÖZÜKIZIL; (2021), Application of an Epidemic Model to 
Turkey Data and Stability Analysis for the Covid-19 Pandemic. Sakarya University 
Journal of Science, 25(6), 1438-1445, DOI:
https://doi.org/10.16984/saufenbilder.980797
Access link
http://www.saujs.sakarya.edu.tr/tr/pub/issue/66341/980797

New submission to SAUJS
http://dergipark.org.tr/en/journal/1115/submission/step/manuscript/new



Application of an Epidemic Model to Turkey Data and Stability Analysis for the 

Covid-19 Pandemic 

Nejdet KÖKER*1, Ömer Faruk GÖZÜKIZIL1 

Abstract 

An epidemic disease caused by a new coronavirus has spread all over the world with a high rate 

of transmission. The main purpose of this article is to define an epidemic model for the Covid-

19 pandemic, to apply it to Turkey's data and to interpret it. Accordingly, a SEIR model was 

created to calculate the infected population and the number of deaths caused by this epidemic, 

and the stability of the model was examined. Since all the parameters affecting the stability 

cannot be calculated clearly, it cannot be expected to reach a realistic result. For this reason, a 

model was created with accessible parameters. Later, the diseased and non diseased equilibrium 

points of the model were discussed. The Hurwitz theorem is used to find the local stability of 

the model, while the Lyaponov function theory is used to investigate its global stability. Finally, 

some numerical results are given with the help of MATLAB program. 

Keywords: SEIR Model, Covid-19 Pandemic, Stability. 

1. INTRODUCTION

Ordinary Differential Equations are the types of 

equations that appear and are widely used in 

applications in many Applied Sciences as well as 

the Department of Mathematics. The concept of 

stability, which constitutes a wide research area in 

differential equations, was put forward by the 

Soviet mathematician A. M. Lyapunov in the 

early 1900s [1]. Stability has applications in many 

applied sciences such as physics, engineering, 

medicine. Mathematical biology is a broad branch 

with many applications. Viruses are the most 

abundant species in nature, some viruses cause 

serious infectious diseases in humans. One of 

these types is coronavirus. The epidemic caused 

by a new coronavirus (COVID-19) has spread 

rapidly all over the world. A study was conducted 

* Corresponding author: necokoker@gmail.com
1 Sakarya University, Faculty of Arts and Sciences, Department of Mathematics

E-mail: farukg@sakarya.edu.tr

ORCID: https://orcid.org/0000-0003-0585-0314, https://orcid.org/0000-0002-5975-6430

by José M. Carcione et al. to determine the course 

of the epidemic in Italy in 2020 [2]. Although 

there are many studies on the subject around the 

world, there are not many studies specific to 

Turkey. In this direction, it is aimed to create and 

interpret an epidemic model by using Turkey 

Covid-19 data within the scope of this article. 

2. MATHEMATICAL MODEL

2.1. Model Formation 

We divided the population into five classes. X(t), 

E(t), I(t), N(t), R(t) as susceptible vulnerable 

population class, exposed class, infected 

(infectious) class, intubated (severely ill) class, 

recovered class, Model created at time (t). 

Sakarya University Journal of Science 25(6), 1438-1445, 2021



Figure 1 Schematic Diagram of the Model 

The differential equations that make up the model 

are as follows and all of the parameters used are 

positive real numbers and are explained in Table 

1. 

{
 

 

 

 
𝑑𝑋

𝑑𝑡
= λ − 𝜇𝑋 − 𝛽𝑋𝐸      

𝑑𝐸

𝑑𝑡
= 𝛽𝑋𝐸 − 𝜀𝐸𝐼 − 𝜇𝐸      

𝑑𝐼

𝑑𝑡
= 𝜀𝐸𝐼 − (𝜇 + 𝜔 + 𝛾)𝐼 

𝑑𝑁

𝑑𝑡
= 𝜔𝐼 − (𝜇 + 𝛼 + 𝛿)𝑁 

𝑑𝑅

𝑑𝑡
= 𝛾𝐼 + 𝛿𝑁 − 𝜇𝑅      

(1) 

Table 1 Parameters and description. 

symbols Definition 

λ Birth rate per capita. 

μ Natural death rate per capita. 

α Average death rate from the virus. 

β The rate at which the susceptible population 

moves to the exposed class. 

ε Rate of progression from exposure to 

infection. 

ω The rate at which the infected become 

intubated (severely ill). 

γ The rate of recovery of those infected. 

δ Recovery rate of intubated patients. 

Since the first four equations of system (1) are 

independent, we skip R(t) without losing 

generality, and then system (1) is reduced to the 

following system of differential equations. 

{
 
 

𝑑𝑋

𝑑𝑡
= λ − 𝜇𝑋 − 𝛽𝑋𝐸 

𝑑𝐸

𝑑𝑡
= 𝛽𝑋𝐸 − 𝜀𝐸𝐼 − 𝜇𝐸     

𝑑𝐼

𝑑𝑡
= 𝜀𝐸𝐼 − (𝜇 + 𝜔 + 𝛾)𝐼

𝑑𝑁

𝑑𝑡
= 𝜔𝐼 − (𝜇 + 𝛼 + 𝛿)𝑁

(2) 

2.2. Equilibrium Points of the Differential 

Equation System 

2.2.1. Disease Free Balance Point 

For the absence of a diseased individual; if 𝐸 =
𝐼 = 𝑁 = 0 is taken and the expressions on the 

right side of the system are equal to zero, λ −

𝜇𝑋 = 0 → 𝑋 =
λ

𝜇
 

is obtained, and the 

equilibrium point 𝐸0 = (
λ

𝜇
, 0,0,0) is obtained. 

The Jacobian matrix of system (2); 

𝐽 = [

−𝜇 − 𝛽𝐸 −𝛽𝑋 0
𝛽𝐸 𝛽𝑋 − 𝜀𝐼 − 𝜇 −𝜀𝐸
0
0

𝜀𝐼
0

𝜀𝐸 − (𝜇 + 𝜔 + 𝛾)
𝜔

0
0
0

−(𝜇 + 𝛼 + 𝛿)

] 

is found. 

When the Jacobian matrix E0 is at equilibrium 

point 

𝐽(𝐸0) =

[

−𝜇 −
𝛽𝜆

𝜇

0
𝛽𝜆

𝜇
− 𝜇

0  0
0  0

0  0
0  0

−(𝜇 + 𝜔 + 𝛾) 0

𝜔 −(𝜇 + 𝛼 + 𝛿)]

 The following matrices are written for the 

reproduction number.

F = (

βλ

μ
0 0

0 0 0
0 0 0

), V =

(
μ 0 0
0 μ + ω+ γ 0
0 −ω μ + α + δ

) 
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Here 
𝛽λ

𝜇2
 is the dominant eigenvalue of the matrix 

𝐹𝑉−1. That is, required reproduction number

𝑅0 =
𝛽λ

𝜇2
(3) 

is obtained in the form [3-4]. 

2.2.2. Diseased Equilibrium Point 

Theorem 2.1. If 𝑅0 > 1, infectious disease has a

positive equilibrium point. 

Proof: Let's find the positive equilibrium point *

0E

, (2) by equating the left side of the system of 

differential equations to zero, the following 

statements are obtained.  

(2) from the first equation of the system of

differential equations,

λ − 𝜇𝑋∗ − 𝛽𝑋∗𝐸∗ = 0

𝑋∗(𝜇 + 𝛽𝐸∗) =  λ       

𝑋∗ =  
λ

𝜇 + 𝛽𝐸∗

(2) from the second equation of the system of

differential equations,

𝛽𝑋∗𝐸∗ − 𝜀𝐸∗𝐼∗ − 𝜇𝐸∗ = 0

𝐸∗(𝛽𝑋∗ − 𝜀𝐼∗ − 𝜇) = 0     
𝛽𝑋∗ − 𝜀𝐼∗ − 𝜇 = 0       

𝐼∗ =
𝛽𝑋∗ − 𝜇

𝜀

(2) from the third equation of the system of

differential equations,

𝜀𝐸∗𝐼∗ − (𝜇 + 𝜔 + 𝛾)𝐼∗ = 0

𝐼∗[𝜀𝐸∗ − (𝜇 + 𝜔 + 𝛾)] = 0

𝜀𝐸∗ − (𝜇 + 𝜔 + 𝛾) = 0       

𝐸∗ =
𝜇 +𝜔 + 𝛾

𝜀

(2) from the fourth equation of the system of

differential equations

𝜔𝐼∗ − (𝜇 + 𝛼 + 𝛿)𝑁∗ = 0

𝑁∗ =
𝜔𝐼∗

𝜇 + 𝛼 + 𝛿

is found. From here, 

𝐼∗ =
𝛽𝑋∗ − 𝜇

𝜀
=
𝛽

λ
𝜇 + 𝛽𝐸∗

− 𝜇

𝜀
= 

𝛽
λ

𝜇 + 𝛽
𝜇 + 𝜔 + 𝛾

𝜀

− 𝜇

𝜀
= 

𝛽λ𝜀
𝜇𝜀 + 𝛽(𝜇 + 𝜔 + 𝛾)

− 𝜇

𝜀
= 

𝛽λ𝜀 − 𝜇2𝜀 − 𝛽𝜇(𝜇 + 𝜔 + 𝛾)

𝜀2𝜇 + 𝜀𝛽(𝜇 + 𝜔 + 𝛾)
=

𝜇2𝜀 (
𝛽λ
𝜇2
− 1) − 𝛽𝜇(𝜇 + 𝜔 + 𝛾)

𝜀2𝜇 + 𝜀𝛽(𝜇 + 𝜔 + 𝛾)
= 

𝜇2𝜀(𝑅0 − 1) − 𝛽𝜇(𝜇 + 𝜔 + 𝛾)

𝜀2𝜇 + 𝜀𝛽(𝜇 + 𝜔 + 𝛾)
= 

It is obtained from (3). 

For 𝜇2𝜀(𝑅0 − 1) > 𝛽𝜇(𝜇 + 𝜔 + 𝛾), 𝑅0 > 1

must be present. Thus, the value of *I becomes 

positive. 

That is, if 𝑅0 > 1, the required positive balance

point 

𝐸0
∗ = (𝑋∗, 𝐸∗, 𝐼∗, 𝑁∗) =

(
𝜀𝐼∗+𝜇

𝛽
,
𝜇+𝜔+𝛾

𝜀
,
𝜇2𝜀(𝑅0−1)−𝛽𝜇(𝜇+𝜔+𝛾)

𝜀2𝜇+𝜀𝛽(𝜇+𝜔+𝛾)
,
𝜔𝐼∗

𝜇+𝛼+𝛿
) [4]. 

2.3. Stability of the Model 

2.3.1. Local Stability 

Theorem 2.2. If  𝑅0 < 1, at equilibrium point E0,

the system of differential equations (2) is locally 

stable. If 𝑅0 > 1, the system of (2) differential

equations is unstable. 

Proof: Let's write the jacobian matrix of the 
system of differential equations when E0 is at 

equilibrium point (2) 

𝐽(𝐸0) =

[

−𝜇 −
𝛽λ

𝜇

0
𝛽λ

𝜇
− 𝜇

0  0
0  0

0  0
0  0

−(𝜇 + 𝜔 + 𝛾) 0

𝜔 −(𝜇 + 𝛼 + 𝛿)]
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The eigenvalues of the matrix are as follows. 

λ1 = −𝜇 < 0

λ2 =
𝛽λ

𝜇
− 𝜇 = 𝜇2(𝑅0 − 1)

λ3 = −(𝜇 + 𝜔 + 𝛾) < 0

λ4 = −(𝜇 + 𝛼 + 𝛿) < 0

If all eigenvalues are negative, the system of 

differential equations is stable. For  λ2 < 0  to be

𝑅0 < 1. If  𝑅0 = 1 
or 𝑅0 > 1, then λ2 < 0  cannot

be so (2) the system of differential equations 

becomes unstable. It is necessary proof. 

Theorem 2.3. If 𝑅0 >
𝜀λ

𝜇(𝜇+𝜔+𝛾)
, at equilibrium 

point 𝐸0
∗, the system of differential equations (2)

is locally stable. Otherwise, at equilibrium point 

𝐸0
∗, the system of differential equations (2) is

unstable. 

Proof: When 𝐸0
∗  is at the equilibrium point, let

(2) Write the jacobian matrix of the system of 

differential equations. 

𝐽(𝐸0
∗)

= [

𝜇 − 𝛽𝐸∗ −𝛽𝑋∗

𝛽𝐸∗ 𝛽𝑋∗ − 𝜀𝐼∗ − 𝜇
0   0

−𝜀𝐸∗      0

0   𝜀𝐼∗

0   0

𝜀𝐸∗ − (𝜇 +𝜔 + 𝛾)  0

𝜔 −(𝜇 + 𝛼 + 𝛿)

] 

𝐽(𝐸0
∗) = [

𝜇 − 𝛽𝐸∗ −𝛽𝑋∗

𝛽𝐸∗ 0
0  0

−𝜀𝐸∗  0

0  𝜀𝐼∗

0   0
  
0  0
𝜔 −(𝜇 + 𝛼 + 𝛿)

]
𝑅2→ 𝑅2+𝑅1
→ 
𝑅3→ 𝑅2+𝑅3
→ 

𝐽(𝐸0
∗) = [

𝜇 − 𝛽𝐸∗ −𝛽𝑋∗

−𝜇 −𝛽𝑋∗
0   0

−𝜀𝐸∗   0
𝛽𝑋∗   𝜀𝐼∗

0   0

−𝜀𝐸∗   0
  𝜔 −(𝜇 + 𝛼 + 𝛿)

]
𝑅2→ 𝑅2+

𝜇𝑅3
𝛽𝐸∗

→ 

𝐽(𝐸0
∗) =

[

𝜇 − 𝛽𝐸∗ −𝛽𝑋∗

  0  −𝛽𝑋∗ +
𝜇𝜀𝐼∗

𝛽𝐸∗

0   0

−𝜀𝐸∗ −
𝜇𝜀

𝛽
  0

  𝛽𝑋∗   𝜀𝐼∗

0   0

−𝜀𝐸∗   0
  𝜔   −(𝜇 + 𝛼 + 𝛿)]

To be simpler, we can write this matrix as follows. 

𝐽(𝐸0
∗) = [

𝐴 𝐵
𝐶 𝐷

]

Here, 𝐴 = [
𝜇 − 𝛽𝐸∗ −𝛽𝑋∗

 0 −𝛽𝑋∗ +
𝜇𝜀𝐼∗

𝛽𝐸∗
], 

𝐵 = [
0  0

−𝜀𝐸∗ −
𝜇𝜀

𝛽
0],

𝐶 = [
 𝛽𝑋∗  𝜀𝐼∗

0  0
], 

𝐷 = [
−𝜀𝐸∗  0
 𝜔 −(𝜇 + 𝛼 + 𝛿)

]  [6].

The eigenvalues of the 𝐽(𝐸0
∗)  matrices vary

depending on the eigenvalues of the A and D 

matrices. The eigenvalues of the matrix A are 

obtained as follows. 

λ1 = −𝜇 − 𝛽𝐸
∗ < 0

λ2 = −𝛽𝑋
∗ +

𝜇𝜀𝐼∗

𝛽𝐸∗
= 

−𝛽
𝜀𝐼∗ + 𝜇

𝛽
+
𝜇𝜀𝐼∗

𝛽𝐸∗
= 

−𝜀𝐼∗ − 𝜇 +
𝜇𝜀𝐼∗

𝛽𝐸∗
= 

−𝜇 +
𝜇𝜀𝐼∗

𝛽𝐸∗λ
(λ −

𝛽𝐸∗λ

𝜇
) = 

−𝜇 +
𝜇𝜀𝐼∗

𝛽𝐸∗λ
(λ −

𝛽
(𝜇 + 𝜔 + 𝛾)

𝜀 λ

𝜇
) = 

−𝜇 +
𝜇𝜀𝐼∗

𝛽𝐸∗λ
(λ −

𝜇(𝜇 + 𝜔 + 𝛾)

𝜀

𝛽λ

𝜇2
) = 

−𝜇 +
𝜇𝜀𝐼∗

𝛽𝐸∗λ
(λ −

𝜇(𝜇 + 𝜔 + 𝛾)

𝜀
𝑅0)

If 𝑅0 >
𝜀λ

𝜇(𝜇+𝜔+𝛾)
then λ2 < 0.
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The eigenvalues of the matrix D are obtained as 

follows. 

λ3 = −𝜀𝐸
∗ < 0

λ4 = −(𝜇 + 𝛼 + 𝛿) < 0

Thus, the proof is completed. 

2.3.2. Global Stability 

Theorem 2.4. If 𝑅0 < 1  then (2) the system of

differential equations is spherically stable. 

Proof: To prove this theorem, let's first construct 

the Lyapunov function as L, 

𝐿 = 𝑙𝑛
𝑋

𝑋0
+ 𝑙𝑛

𝐸

𝐸0
+ 𝐼 + 𝑁 (4) 

(4) if the derivative of the equation is taken

according to time; according to the Lyapunov

stability criterion ,

𝐿′ =
𝑋′

𝑋
+
𝐸′

𝐸
+ 𝐼′ + 𝑁′

𝐿′ =
λ

𝑋
− 𝜇 − 𝛽𝐸 + 𝛽𝑋 − 𝜀𝐼 − 𝜇 + 𝜀𝐸𝐼

− (𝜇 + 𝜔 + 𝛾)𝐼 + 𝜔𝐼

− (𝜇 + 𝛼 + 𝛿)𝑁 

𝐿′ =
λ

𝑋
− 2𝜇 − 𝛽𝐸 + 𝛽𝑋 + 𝜀𝐸𝐼 − (𝜇 + 𝜀 + 𝛾)𝐼 −

(𝜇 + 𝛼 + 𝛿)𝑁 

 , are obtained. Typing instead of E0 in the above 

equation,

𝐿′ = 𝜇 − 2𝜇 + 𝛽
λ

𝜇
= 𝛽

λ

𝜇
− 𝜇 = 𝜇 (

𝛽λ

𝜇2
− 1)

= 𝜇(𝑅0 − 1)

can be found. 

For 𝐿′ < 0  it must be  𝑅0 < 1. In this case (2) the

system of differential equations is globally stable. 

3. RESEARCH FINDINGS

3.1. Application Of Model To Turkey Data 

In this part of our study, Turkey data dated 

25.10.2020 and 03.07.2021 corresponding to the 

parameter values of the model created in Section 

2 are given in Table 2 the classification of the 

population of Turkey is also given in table 3 

[5,6,7,8]. 

Table 2 Parameters and Turkey data. 

symbols Definition Turkey Data 

(25.10.2020) 

Turkey Data 

(03.07.2021) 

λ Birth rate per 

capita.. 

 0.015  0.013 

μ Natural death 

rate per capita. 

 0.053  0.053 

α Average death 

rate from the 

virus. 

 0.084  0.062 

β The rate at 

which the 

susceptible 

population 

moves to the 

exposed class. 

0.192 0.078 

ε Rate of 

progression 

from exposure 

to infection. 

 0.166  0.023 

ω The rate at 

which the 

infected 

become 

intubated 

(severely ill). 

0.033 0.010 

γ The rate of 

recovery of 

those infected. 

0.843 0.887 

δ Recovery rate 

of intubated 

patients. 

0.687 0.785 

Table 3 Classification Of Turkish Population 

class Definition Turkey Data 

(25.10.2020) 

Turkey Data 

(03.07.2021) 

X(t) susceptible 

population 

57.999.210 

(0.987) 

52.875.643 

(0.829) 

E(t) exposed 

class 

361.801 

(0.006) 

5.440.368 

(0.085) 

I(t) infected 

(infectious) 

class 

47.411 

(0.001) 

129.599 

(0.002) 
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N(t) intubated 

(severely ill) 

class 

15.751 

(0.0003) 

75.293 

(0.001) 

R(t) recovered 

class 

314.390 

(0.0057) 

5.310.769 

(0.083) 

3.1.1. Disease-Free Equilibrium Point 

According To Turkey Covid-19 Data 

Equilibrium point according to the data in Table 2 

𝐸0 = (
λ

𝜇
, 0, 0, 0) = (

0.013

0.053
, 0, 0, 0) =

(0.245, 0, 0, 0). Accordingly, the jacobian matrix 

of the system, at the equilibrium point, if the data 

dated 25.10.2020 is written  

𝐽(𝐸0) = [

−0.053 −0.054
0 0.001

0  0
0  0

0  0
0  0

−0.927 0
0.033 −0.824

] 

can be found. 

From here, the reproduction number is found 

𝑅0 =
𝛽λ

𝜇2
=
0.015 .0.192

(0.053)2
≅ 1.025  according to (3). 

If data dated 03.07.2021 is written 

𝐽(𝐸0) = [

−0.053 −0.019
0 −0.034

0  0
0  0

0  0
0  0

−0.94  0
0.01 −0.89

] 

can be found. 

From here, the reproduction number is found 

𝑅0 =
𝛽λ

𝜇2
=
0.078 .0.013

(0.053)2
≅ 0.361  according to (3). 

3.1.2. Diseased Equilibrium Point According 

To Turkey Covid-19 Data 

Since  𝑅0 ≅ 1.025, which we found according to

data dated 25.10.2020 for Turkey, the system of 

differential equations has a positive equilibrium 

point. 

 This point 

𝐸0
∗ = (

𝜀𝐼∗+𝜇

𝛽
,
𝜇+𝜔+𝛾

𝜀
,
𝜇2𝜀(𝑅0−1)−𝛽𝜇(𝜇+𝜔+𝛾)

𝜀2𝜇+𝜀𝛽(𝜇+𝜔+𝛾)
,
𝜔𝐼∗

𝜇+𝛼+𝛿
) 

𝐸0
∗ ≅ (0.277 , 5.596 , −0.125 , 0.000037)  can

be found. 

According to the data dated 03.07.2021 for 

Turkey, since𝑅0 ≅ 0.361 < 1, The System (2)

does not have a positive equilibrium point. 

3.2. Stability Of The Model 

3.2.1. Local stability 

According to the data dated 03.07.2021 for 

Turkey, at the equilibrium point 𝐸0 =
(0.245, 0, 0, 0), the jacobian matrix of the (2) 

system 𝐽(𝐸0) =

[

−0.053 −0.019
0 −0.034

0  0
0  0

0  0
0  0

−0.94  0
0.01 −0.89

]  found. 

Eigenvalues of this matrix; 

λ1 = −0.053 < 0

λ1 = −0.034 < 0

λ1 = −0.940 < 0

λ1 = −0.890 < 0

it is calculated in the form of. Since 𝑅0 ≅
0.361 < 1 is what we find, the (2) system is 

locally stable according to Theorem 2.2. 

For the values  𝑅0 ≅ 1.025 and
𝜀λ

𝜇(𝜇+𝜔+𝛾)
=

0.166 .0.015

0.053 .0.929
≅ 0.051 that we find at the 

equilibrium point 𝐸0
∗ ≅

(0.277 , 5.596 , −0.125 , 0.000037) according 

to the data dated 25.10.2020 for Turkey, the 

system (2) is locally stable, since  𝑅0 >
𝜀λ

𝜇(𝜇+𝜔+𝛾)

according to Theorem 2.3. 

3.2.2. Global Stability 

By Lyapunov function, 
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𝐿′ =
𝑋′

𝑋
+
𝐸′

𝐸
+ 𝐼′ +𝑁′

𝐿′ =
λ

𝑋
− 𝜇 − 𝛽𝐸 + 𝛽𝑋 − 𝜀𝐼 − 𝜇 + 𝜀𝐸𝐼 − (𝜇 +

𝜔 + 𝛾)𝐼 + 𝜔𝐼 − (𝜇 + 𝛼 + 𝛿)𝑁 

𝐿′ =
λ

𝑋
− 2𝜇 − 𝛽𝐸 + 𝛽𝑋 + 𝜀𝐸𝐼 − (𝜇 + 𝜀 +

𝛾)𝐼 − (𝜇 + 𝛼 + 𝛿)𝑁 

By writing instead of 𝐸0 = (0.245, 0, 0, 0)  in the

equation, 𝐿′ = 𝛽
λ

𝜇
− 𝜇 = 𝛽. 0.245 − 𝜇 is found,

where 𝐿′ = 𝛽
λ

𝜇
− 𝜇 = 𝛽. 0.245 − 𝜇 is obtained if 

the values   and   are written. According to the 

Lyapunov stability criterion, the (2) system of 

differential equations is globally stable. 

Also, since  𝑅0 ≅ 0.361 < 1  according to

Theorem 2.4, the system (2) is globally stable. 

4. CONTROVERSY AND CONCLUSION

One of the major concerns with any infectious 

disease is its ability to invade the population. 

Many epidemiological models have a disease-free 

balance, in which the population remains disease-

free. These models usually have a threshold 

parameter, R0, known as the basic breeding 

number, is defined as this threshold parameter. 

The R0 reproduction number of a mathematical 

model submits us very important information 

about the increase and decrease of the epidemic. 

R0 consists of the parameters of the model. In our 

model, 𝑅0 =
𝛽λ

𝜇2
is found. If  𝑅0 < 1, the epidemic
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is close to ending over time. If  𝑅0 = 1, the 
epidemic never disappears, it is in balance. If 

 𝑅0 > 1, contagion increases as time passes. R0 
also provides us with information about the 

stability of the model. If  𝑅0 < 1, then the system 
of differential equations is stable. If  𝑅0 = 1  or 
 𝑅0 > 1, the system is unstable. The number of R0 
reproductions to be calculated for the Covid–19 

global pandemic can guide us in the measures to 

be taken. The R0 value can be analyzed for 

decisions on increasing or reducing constraints. 
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