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In the present work, the effects of some parametric values on the thin layer 

drying process of ginger slices were investigated. Drying was done in the 

laboratory by using cyclone type convective dryer.  The drying air 

temperature was varied as 40, 50, 60 and 70 ˚C and the air velocity is 0.8, 1.5 

and 3 m/s. All drying experiments had only falling rate period. The drying 

data were fitted to the twelve mathematical models and performance of these 

models was investigated by comparing the determination of coefficient (R2), 

reduced chi-square (χ2) and root mean square error (RMSE) between the 

observed and predicted moisture ratios. Among these models, drying model 

developed by Midilli et al. model showed good agreement with the data 

obtained from the experiments. From the Midilli et al. model for ginger slices, 

R2, 2and RMSE were determined between 0.99587 and 0.99971, 0.0006156 

and 0.00003721 and, 0.019792 and 0.005597, respectively. Using regression 

analysis, the relationship between the coefficients of Midilli et al. model with 

drying air temperature and velocity was investigated.  

 

Key Words: Ginger, Drying kinetic, Thin layer drying, Mathematical models, 

Regression analysis 

1. Introduction  

Fresh ginger is rich in oleoresins, a volatile antioxidant that has wide use in food as well as 

medicines. Similarly, dried ginger has also wide use as spice and medicine, thus has a potential for 

domestic and export market. Therefore, drying of ginger needs special attention to preserve the quality 

in the end product by suitable technique [1]. 
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Drying of materials having high moisture content is a complicated process involving 

simultaneous heat and mass transfer [2]. The materials are dried by thin layer drying due to faster drying 

with minimum loss of nutrients. Thin-layer drying describes the process of drying in a single layer of 

sample particles. Three types of thin-layer drying models are used to describe the drying phenomenon 

of farm product. The theoretical model considers only the internal resistance to moisture transfer 

between product and heating air whereas semi-theoretical and empirical models consider only the 

external resistance [3-4]. Theoretical model needs assumptions of geometry of a typical food, its mass 

diffusivity and conductivity [5-6]; empirical model neglects the fundamentals of drying process and 

presents a direct relationship between average moisture and drying time by means of regression analysis 

[7-8], and semi-theoretical model is a tradeoff between the theoretical and empirical ones, derived from 

simplification of Fick’s second law of diffusion or modification of the simplified model, which are 

widely used, such as the Lewis, Page, Modified Page, Henderson and Pabis, Logarithmic, Two term, 

Two term exponential, Diffusion approach, Modified Henderson and Pabis, Verma and Midilli et al. 

models [9-10]. Recently, very little studies have been conducted on the investigation of drying behavior 

of ginger using different drying methods and systems [1, 11-18]. Determination of drying kinetics and 

convective heat transfer coefficients of ginger slices was introduced in the literature in a previous work 

by authors [17-18]. The main objective of this study was to describe the thin layer drying kinetics of 

ginger at each experimental condition, using twelve empirical models. Relations between experimental 

conditions with coefficients of the selected model were to investigate. 

 

2. Material and methods 

2.1. Experimental set up 

 

Figure 1 illustrates the schematic diagram of the cyclone type dryer, developed for experimental 

work [19]. The system was introduced in the literature [20]. Briefly, it consists of fan, resistance and 

heating control systems, air-duct, drying chamber in cyclone type, and measurement instruments.  

In the measurements of temperatures, J type iron-constantan thermocouples were used with a 

manually controlled 20-channel automatic digital thermometer (Elimko 6400, Ankara, Turkey), with 

reading accuracy of 0.1 C. A thermo hygrometer (Extech 444731, Shenzhen, China) was used to 

measure humidity levels at various locations in the system. Moisture loss was recorded at 20-minute 

intervals during drying by means of a digital balance (Bel, Mark 3100, Monza, Italy) an accuracy of 

0.01 g (Fig. 1). 
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Figure 1. Experimental set-up (1- drying chamber, 2- tray, 3- digital balance, 4- observation 

windows, 5- digital thermometer, 6-the balance suspension bar, 7- control panel, 8- 

thermocouples, 9- digital thermometer and channel selector, 10-rheostat, 11- heater, 12- fan, 13- 

wet and dry thermometers, 14- adjustable flap, 15- duct) 

 

2.2. Experimental procedure 

Fresh ginger slices were used in the experiments. Before the drying process, the gingers were 

cut into slices of 4 mm thickness and 30 mm in diameter with a mechanical cutter. After the dryer had 

reached steady state temperature conditions for operation, 150 g ginger slices are put on the tray of dryer 

and dried there. The initial and final moisture contents of the ginger slices were determined at 80 C 

using an infrared moisture analyzer (Mettler LJ16, Greifensee, Switzerland). 

Drying experiments were carried out at 40, 50, 60, and 70C drying air temperatures and 0.8, 

1.5 and 3 m/s air velocities. Drying was continued until the average final moisture content (0.06 g 

water/g dry matter) from the average initial moisture content (4.8 g water/g dry matter). During the 

experiments, ambient temperature and relative humidity, and the inlet and outlet temperatures of the 

drying air in the dryer chamber were recorded.  

 

2. 3. Mathematical modelling of drying curves 

The moisture ratio (MR) of the ginger slices during the thin layer drying experiments was 

calculated using the following equation: 

eo

et

MM

MM
MR






           (1) 
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where Mt, Mo and Me are the anytime, the initial and equilibrium moisture contents (% dry basis) 

respectively [21].   

 

Table 1. Thin layer drying curve models for the variation of moisture ratio (MR) with time (t) 

Model no Model name Model References 

1 Newton kt)exp(MR   [22] 

2 Page  )ktexp(MR n  [23] 

3 Modified Page  nkt)(expMR   [24] 

4 Henderson and Pabis kt)a.exp(MR   [25] 

5 Logarithmic ckt)a.exp(MR   [26] 

6 Two term t)kbexp(t)kaexp(MR 1o   [27] 

7 Two-term exponential t) a ka)exp((1t)kaexp(MR   [28] 

8 Wang and Singh 2btat1MR   [8] 

9 Diffusion approach t) b ka)exp((1kt)aexp(MR   [26] 

10 Modified Henderson and Pabis cexp(-ht)t) gexp(bkt)aexp(MR   [29] 

11 Verma et al. t) ga)exp((1kt)aexp(MR   [30] 

12 Midilli et al. bt)kta.exp(MR n   [3] 

 

The experimental moisture ratio data of ginger obtained were fitted to the 12 commonly used 

thin-layer drying models in Tab. 1 [8, 22-30]. Non-linear least square regression analysis was performed 

using Levenberg-Marquardt procedure in Statistica 6.0 computer program. The goodness of fit of the 

selected mathematical models to the experimental data was evaluated with the correlation coefficient 

(R2), the reduced chi-square (χ2) and the root mean square error (RMSE). The goodness of fit will be 

better, if R2 values are higher and χ2 and RMSE values are lower. These can be calculated as: 

   

    



























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where, MRexp,i is the ith experimentally observed moisture ratio, MRpre,i the ith predicted moisture ratio, 

N the number of observations and n is the number constants [7, 31, 32]. 

 

3. Results and discussion 

 The times to reach the final moisture content from the initial moisture content at the various 

drying air temperature and velocity of the ginger slices were found to be between 8700 and 24900 

seconds. The temperature is the major effect on the drying process, and, air velocity has less important 

effect on the drying of ginger slices. In order to normalize the drying curves, the data involving dry basis 

moisture content versus time were transformed to a dimensionless parameter called as moisture ratio 

versus time (Fig. 2). The moisture content data at the different experimental mode were converted to the 

most useful moisture ratio expression and then curve fitting computations with the drying time were 

carried on the 12 drying models evaluated by the different researches (Tab. 1). The results of statistical 

analyses undertaken on these models for the thin layer drying of ginger slices (Tabs. 2-4) were evaluated 

based on R2, 2and RMSE. Generally, the R2, 2 and RMSE values changed between 0.91989 and 

0.99971, 0.00003721 and 0.0124073, and 0.005597 and 0.086280, respectively. For the thin layer drying 

of ginger slices, the Midilli et al. model was the best descriptive model (Tabs. 2-4). From the Midilli et 

al. model for ginger slices, R2, 2and RMSE were determined between 0.99587 and 0.99971, 0.0006156 

and 0.00003721 and, 0.019792 and 0.005597, respectively. The Midilli et al. model gave a higher R2 

and lower 2, RMSE (Tables 2-4) all the experimental conditions and, thus, was selected to represent the 

thin layer drying behaviour of the ginger slices. According to the statistical indicators, the worst results 

were obtained with Page model (all temperature at V=0.8 m/s, T= 70⁰C and 60 ⁰C at V=1.5 m/s, T= 60 

⁰C at V=3 m/s), Wang and Singh model (V=1.5 m/s and 3 m/s at T= 50 ⁰C), Modified Henderson and 

Pabis model (V=1.5 m/s and 3 m/s at T= 40 ⁰C ) and Two term model (T= 70⁰C at V=3 m/s). 
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Figure 2. Variation of moisture ratio with drying time at different air temperatures and constant 

air velocities 
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The values of the selected model coefficients (a, k, n and b of Midilli et al. model) are reported in Tab. 

1. The regression analysis was used to set up the relations between these parameters with the 

temperatures and velocities. Thus, the regression equations of these parameters against drying 

temperature, T (°C) and V (m/s) for accepted model using linear equation are as follows:  

 

fbnka ,,,  

 

 TVa 00029.0000916.001746.1                  R2=0.50    (5) 

 

  

 TVk 000002.0000417.0000220.0           R2=0.82   (6) 

 

  

 TVn 006242.012359.0887897.0           R2=0.93   (7) 

 

  

 TV97-0.0000004b 1910.100000226.0           R2=0.82   (8) 

 

k, n, b coefficients were dependent on drying air temperature and velocity. But, the values of “a” 

coefficient varied between 1.00 and 0.99 at all drying air velocities and temperatures. Therefore, “a” 

coefficient was not affected by drying air velocity and temperature. It remained stable. The R2 values 

for k, n, b equations were between 0.82 and 0.93, thus the coefficients of selected model could be 

calculated using these equations to estimate moisture ratio of ginger.  

Validation of the established model was made by comparing the computed moisture contents 

with the measured moisture contents in any particular drying run under certain conditions. The 

performance of the model for the thin layer drying of ginger slices was illustrated in Fig. 3. The 

experimental data are generally banded around the straight line representing data found by computation, 

which indicates the suitability of the mathematical model in describing drying behavior of ginger slices.  
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Table 2. Modelling of moisture ratio according to the drying time at 40, 50, 60, and 70˚C drying air temperatures and 3 m/s air velocity 
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0.97573 

 
0.99718 

0.00041 
 

0.00244 
0.00039 

-0.01056 
 

0.428445 

0.000215 
0.428444 
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0.011720 
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Table 3. Modelling of moisture ratio according to the drying time at 40, 50, 60, and 70C drying air temperatures and 1.5 m/s air velocity 
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Table 4. Modelling of moisture ratio according to the drying time at 40, 50, 60, and 70C drying air temperatures and 0.8 m/s air velocity. 
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Figure 3. Comparison of experimental moisture ratios with those predicted from the Midilli et 

al. model for each one of the experimental conditions 
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4. Conclusions 

The influence of drying air temperature and velocity on modeling of drying of ginger slices was 

investigated in this study. Drying of ginger slices occurred in falling rate period; no constant rate period 

of drying was observed for the present study, which implies that moisture removal from the material 

was governed by diffusion phenomenon. In order to explain the drying behaviour and to develop the 

mathematical modeling of ginger slices, 12 models were applied to thin layer forced drying processes. 

According to the statistical indicators, Midilli et al. model was found to be the most suitable for 

describing drying curve of the thin layer forced drying process of ginger slices. Among the twelve 

empirical models investigated in this study, the worst results were obtained with Page, Wang and Singh, 

Modified Henderson and Pabis and Two term models while the Midilli et al. model reasonably described 

the processes. 

 

Nomenclature 

a, b, c, g, h, n empirical constants in the drying models  

k, ko, k1  empirical coefficients in the drying models (s-1) 

n  number constants 

N  number of observations 

Me  moisture content in equilibrium state (dry basis) 

Mo  moisture content at t = 0 (dry basis) 

Mt  moisture content at t (dry basis) 

MR  moisture ratio (dimensionless) 

MRexp  experimental moisture ratio (dimensionless) 

MRpre  predicted moisture ratio (dimensionless) 

R2  regression coefficient  

RMSE  root mean square error 

t  time (s, hr, min) 

V  velocity (m/s) 

T   temperature (⁰C) 

2  chi-square 
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In this study, the strength characteristics of the expanded perlite aggregate, 

waste marble dust and tragacanth added cement based composite material 

were investigated. A composite construction material was prepared using 

expanded perlite aggregate with a particle size of 0-2 mm and 2-4 mm  at the 

ratio of 10%, 30% and 50% by weight, waste marble powder produced by 

sieving through 0.25 mm sieve at the ratio of 10% and 20%, tragacanth at the 

ratio of 0%, 0.5% and %1 and CEMI 42.5 N type Portland cement. Density, 

compressive strength, abrasion loss, water absorption tests were performed 

on these prepared composite samples. It was seen that compressive strength 

and density values have decreased and abrasion loss and water absorption 

values have increased as expanded perlite particle size, expanded perlite 

ratio, tragacanth ratio have increased and waste marble powder ratio has 

decreased on the prepared samples. 

 

Key words: expanded perlite, waste marble dust, tragacanth, mechanical 

properties 

 

1. Introduction 

It is clear that increasing population density, resource consumption and environmental pollution 

across the world negatively affect the ecology of our planet. The construction sector is responsible for 

50% of the material resources in nature, 40% of energy consumption and 50% of total waste. This will 

further increase due to the increasing number of buildings in parallel with the increase in world 

population and will cause irrecoverable damage to the ecosystem [1]. Low-density, in other words, 

lightweight concretes should be used for earthquake resistant buildings. [2]. The density of lightweight 

concretes produced by adding low density aggregates to it is between 0.8 g/cm3 and 2 g/cm3. The use 

and investigation of lightweight concretes are increasing with each passing day due their low density, 

mailto:sermin.kocyigit@dicle.edu.tr
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low thermal conductivity coefficient value and architectural flexibility characteristics. Lightweight 

concretes with superior properties such as heat and sound insulation have significant advantages over 

normal concretes due to energy saving and comfort they provide. These studies have mainly focused on 

the addition of different aggregates into the cement [3]. One of the materials used as an aggregate in the 

production of lightweight concrete is the expanded perlite. The thermal conductivity coefficient of 

expanded perlite is given as 0.40-0.45 W/mK. It is important to keep the internal temperatures of indoor 

spaces at the desired level, to save energy in heating cooling operations against external climatic 

conditions, to solve environmental problems, to reduce air pollution, and most importantly, to take heat 

insulation measures in the structures with expanded perlite. [4]. Due to its high heat and sound insulation 

and economy, the market share of expanded perlite in our country's construction sector has increased 

by 4 times in the last 10 years [5-7]. For mortar or concrete production, great numbers of worldwide 

studies have been carried out on natural (such as diatomite, pumice, slag, sawdust, palm oil shells and 

lower ash) or artificial (such as expanded clay, gravel, slate, perlite and vermiculite) aggregates. [8–14]. 

Tragacanth has an adhesion property and is used as a binding material when it is mixed with cement 

and waste marble powder. The utilization of marble wastes, which have technological and economic 

value, along with expanded perlite is an important raw material in the production of composite 

constructional components in terms of the compliance of our country with the environment and 

recycling strategies. An increase is observed in the number of marble processing plants in our country 

in order to meet the increasing demand for marble. As a natural consequence of this, it is seen that the 

marble waste sites, which form a negative reaction in the public eye due to environmentalism and since 

it destroys natural beauty, has become widespread in the regions where the marble processing plants 

have become intense [15-17]. Powder wastes that arise from marble factories as production wastes 

cannot be evaluated in general, and their storage or disposal into the natural environment may lead to 

environmental pollution and the problems such as the pollution of natural resources. Waste marble 

powders, which can be used in various industrial branches, can be a much cheaper input when they are 

used instead of their alternatives.  Powder wastes reduced to different size fractions are used in many 

areas apart from their use as a construction material in the literature studies on the utilization of materials 

thrown to waste sites in marble processing plants [18]. Soykan and Özel [19] investigated the use of 

marble waste as an aggregate in polymer concrete technology. Gündüz et al. [20] mixed various waste 

marble powders with doped Portland cement at various dosages and investigated the techno-mechanical 

properties of the obtained samples at different curing times. Türker et al. [21] examined the effects of 

waste marble powders on hydration and microstructure of cement. In their experimental study, Şengül 

et al. [22] replaced expanded perlite with natural aggregate in lightweight concrete mixtures and 

investigated its effect on heat insulation property. Since the tragacanth used in the experiments was a 

natural and local resin, its effects in the samples desired to be produced at different ratios and the thermal 

and mechanical behavior with different proportions of expanded perlite aggregate were examined, and 

its effect on the strength of the samples was investigated with waste marble powder substitution.  

2. Material and method 

For the preparation of samples, raw perlite was obtained from perlite deposits in Izmir Bergama 

region, and it was made usable by crushing in the business and expanding at 800°C in the factory 

furnaces and sieving at the desired ratios. The samples were divided into two groups in 0-2 and 2-4, mm 

grain size, as it is seen Figure 1. As a waste marble powder additive, the aqueous wastes obtained during 
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the production of marble types produced by Diyarbakır Beden Mermer ve Maden İşletmesi San. ve Tic. 

A.Ş. were used by drying and grinding them. CEM I 42.5 N Portland cement produced in Diyarbakır 

Ölmezler Concrete Plant was used as the cement. Diyarbakır's city water supply was used as the mixing 

water in accordance with the standards specified in TS EN 1008. In the study, the leaf tragacanth was 

powderized with an electric motor grinder for a better and faster melting. In the preliminary studies 

carried out, it was determined that 100 g tragacanth was fully soluble in approximately 5 liters of water. 

100 g powdered tragacanth, which was weighed with precision scales, was placed in a 5 liter water 

container and 2 liters of water was added to the beaker and mixed thoroughly. The mixing process was 

maintained at certain intervals for 1 day. After the tragacanth was thoroughly cracked and swelled, 1 

liter of water was added to the mixture at intervals of 1-2 hours with beaker and it was continued to mixe 

it. After the completion of 5 liters of water, the tragacanth mix was filtered 2 times and transferred to 

another container [23]. The samples produced were evaluated as a new building material and their usage 

areas were determined according to the test results. The expanded perlite aggregates which were divided 

into three groups of with a particle size of 0-2 mm, 2-4 mm at the ratio of 10%, 30% and 50% by weight, 

waste marble powders produced by sieving through 0.25 mm sieve at the ratio of 10% and 20%, and 

0%, 0.5% and 1% tragacanth and cements were added into the mixtures for the preparation of samples 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Expanded Perlite Aggregates Sized as 0-2 and 2-4 mm 

 

 

 

 

 

  
 

Figure 2. Samples Cast into Playwood Molds 
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Figure 3. Samples Prepared for Compressive Strength, Abrasion Loss, High Temperature and 

Freezing-Thawing Compressive Strength Tests 

 

The waste marble powder sieved through 0.25 mm sieve that was used in the experiments is 
presented in Figure 4. The leaf form of tragacanth used in the experiments and its appearance after it 

was melt in water and filtered is seen in Figure 5 

 
 

 
 

          

Figure 4. Waste Marble Powder Sieved Through 0.25 mm Sieve 

 

                                        
(a)     (b) 

 

Figure 5. Leaf Form of Tragacanth (a) Its Appearance After it (b) was Filtered 
 

 
 
 

2.1. Mechanical Tests 

The compressive strength and abrasion loss tests were applied to the samples obtained from cube 

shaped playwood molds with dimensions of 100x100x100 mm. Ele International brand device, used for 

compressive strength tests applied to samples, is equipped with a capacity of 3000 kN, with a digital 

control panel, with adjustable loading speed and a single-axis force. In the determination of the abrasion 

loss by friction in the samples, the measurement of weight reduction was preferred and it was done with 

the Böhme instrument. Abrasion loss (AL) values were calculated using formula (1).[23-25] 

  

                                                       % AL= 100x
Firstmass

LastmassFirstmass
                           (1)                                                                                                    
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While water absorption test was performed, 20x60x150 mm test samples were first placed in 

drying oven set at (105±5)°C temperature and dried until constant weight was achieved. The powders 

on the samples, which were provided to be in constant weight in this way, were cleaned with a brush 

and then weighed at a precision of 0.1 g, and then dry sample weights (Wd) were determined. Thus, the 

dried samples were placed in a container with water at a depth of ¼ of the sample height and at room 

temperature. Water was added to the container so that samples would be in water by half an hour later 

and ¾ water at the end of the second hour. Water was added 24 hours after the beginning of the 

experiments so that the samples were completely in water.[26-28].  In this case, the samples, which were 

removed from the water after 24 hours, were wiped with a piece of wetted cloth, weighed at a precision 

of 0.1 g, and water-soaked weights were found (Ww). By taking the ratio of these two weights, the 

percentage of water absorption ws calculated by formula (2) in % with the following expression.  

 

                WA %= 100x
W

WW

d

dw                                  (2)        

The density measurement of 20x60x150 mm samples was made with Isomet 2104 heat transfer 

analyzer of Applied Precision Company. The device has been developed especially for the determination 

of the thermophysical properties of constructional components, natural stone and soil. The device works 

according to the hot wire method. 

3. Result and discussion 

Density is one of the important parameters that can control the amount of construction materials 

and many physical properties in the production of lightweight concrete. It was determined that density 

values decreased from 1.889 to 0.939 depending on the ratio of expanded perlite aggregates in the 

samples produced, the expanded perlite particle size and tragacanth ratio, and the waste marble powder 

ratio. The results of density, porosity, compressive strength, abrasion loss, and water absorption rate 

measurements are presented in Table 1. The pressure values decreased in the samples in which the 

expanded perlite particle size, the expanded perlite ratio and tragacanth ratio were same but the waste 

marble powder ratio increased. This is due to the fact that the waste marble powder filled the porosities 

in the sample and that the amount of cement decreased. The excess of these porosities makes it possible 

to produce samples with lower density. However, this causes the gases in porosities to be replaced by 

water or water vapor in humid environments. The increase in expanded perlite particle size, expanded 

perlite ratio and tragacanth ratio and the decrease in waste marble powder ratio increased the amount of 

porosity.  

Lower porous samples will be produced depending on the decrease in expanded perlite particle 

size and expanded perlite ratio as the waste marble powder and cement ratio used in the sample increase. 

The compressive strengths, abrasion loss ratios and water absorption rates of the samples with expanded 

perlite with 0-2 and 2-4 mm particle sizes, waste marble powder and tragacanth-cement binder are 

presented in Table 1. When Table 1 is examined, it is seen that the compressive strength of the samples 

with 0-2 mm particle size varies between 17.36 - 31.67 MPa and that the compressive strength of the 

samples with 2-4 mm particle size varies between 15.97 - 29.60 MPa. 

 

The sample encodings in Table 1 are as the following. 
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Number One expanded perlite diameter 

X: (0–2) mm. 

Y: (2–4) mm. 

Z: Cement 

 

Number three waste marble % mixture ratio 

1: 10%  

2: 20%  

 

Number two expanded perlite % mixture ratio 

1: 10% expanded perlite (≅80% cement ratio) 

3: 30% expanded perlite (≅60% cement ratio) 

5: 50% expanded perlite (≅40% cement ratio) 

 

Number four tragacanth % mixture ratio 

0: 0.0%  

1: 0.5%  

2: 1% 

 

 

Table 1. Mechanical Test Results Of The Composite Samples Produced 
Sample code Density (g/cm3) Porosity 

(%) 

Comprensive 

strength (MPa) 

Abrasion 

loss (%) 

Water 

absorption  

(%) 

 

Samples with 0 % tragacanth ratio 

X110 1.789 0.305 31.67 0.65 19.57  

X310 1.567 0.321 27.82 0.82 19.85  

X510 1.517 0.352 25.05 1.01 21.26  

X120 1.889 0.251 28.94 0.75 18.63  

X320 1.678 0.271 26.01 0.92 19.76  

X520 1.583 0.293 24.41 1.11 20.17  

Y110 1.611 0.414 29.60 0.74 20.48  

Y310 1.489 0.442 25.92 0.94 21.25  

Y510 1.439 0.465 24.10 1.15 22.26  

Y120 1.661 0.339 27.90 0.81 20.19  

Y320 1.567 0.392 25.18 0.96 20.98  

Y520 1.517 0.408 23.02 1,24 21.43  

Samples with 0.5 % tragacanth ratio 

X111 1.639 0.311 26.75 0.87 24.17  

X311 1.539 0.329 22.90 1.04 24.45  

X511 1.394 0.368 20.13 1.23 25.86  

X121 1.694 0.259 24.02 0.97 23.23  

X321 1.556 0.283 21.09 1.14 24.36  

X521 1.456 0.299 19.49 1.33 24.77  

Y111 1.444 0.421 24.68 0.96 25.08  

Y311 1.406 0.450 21.00 1.16 25.85  

Y511 1.283 0.477 19.18 1.37 26.86  

Y121 1.550 0.348 22.98 1.03 24.79  

Y321 1.478 0.404 20.26 1.18 25.58  

Y521 1.378 0.415 18.10 1.46 26.03  

Samples with 1 % tragacanth ratio 

X112 1.500 0.317 23.62 1.05 29.84  

X312 1.400 0.338 20.77 1.22 30.12  

X512 1.256 0.379 18.00 1.41 31.53  

X122 1.556 0.263 21.89 1.15 28.90  

X322 1.417 0.294 18.96 1.32 30.03  

X522 1.317 0.303 17.36 1.51 30.44  

Y112 1.306 0.429 22.55 1.14 30.75  

Y312 1.267 0.461 18.87 1,34 31.52  

Y512 1.144 0.488 17.05 1.55 32.53  

Y122 1.411 0.353 20.85 1.21 30.46  

Y322 1.339 0.417 18.13 1.36 31.25  

Y522 1.239 0.423 15.97 1.64 31.70  
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Figure 6. Change in compressive strength depending on the expanded perlite, waste 

marble powder and tragacanth ratios 
              

When Figure 6 was examined, it was seen that the expanded perlite in the samples could not provide 

an adequate adhesion with the waste marble powder and decreased the compressive strength by increasing 

the waste marble powder ratio in the sample for all three types. Furthermore, compressive strength 

decreased depending on the increase in tragacanth ratio in the sample. This shows that the waste marble 

powder with low particle size increased the pore ratio in the sample and decreased the strength values and 

that the compressive strength of the samples decreased along with the increase in expanded perlite particle 

size. 

 

Figure 7. Abrasion Loss Change depending on the expanded perlite, waste marble powder and 

tragacanth ratios 
                                              

The results in Table 1 show that the samples with a large expanded perlite particle size and high 

waste marble powder ratio and tragacanth ratio are not resistant to abrasion. It is seen that the abrasion 

resistance decreased along with the increase in waste marble powder ratio. The abrasion loss with 

friction was compared in Figure 7, and the effect of expanded perlite, waste marble powder and 

tragacanth on abrasion loss with friction was investigated. It was determined that the samples with an 

expanded perlite particle size of 0-2 and 2-4 mm and the sample with tragacanth ratio of 1%, expanded 

perlite ratio of 50% and waste marble powder ratio of 20% had no resistance to abrasion. The abrasion 
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loss ratio of the samples produced with expanded perlite aggregates with a 0-2 mm particle size varied 

between 0.65 and 1.51. The abrasion loss of the samples produced with expanded perlite aggregates 

with a 2-4 mm particle size varied between 0.74 and 1.64. 4The abrasion loss of the samples produced 

with expanded perlite aggregates with a -8 mm particle size varied between 0.88 and 1.95. The water 

absorption ratios of some of the produced samples were determined to be above 30% of the critical 

value. The samples produced have a porous structure, and the porosity ratio varies within the whole 

structure depending on the expanded perlite particle size, expanded perlite ratio, and waste marble 

powder ratio. This increases the water absorption capacity and the water absorption values of the 

samples by allowing water to be retained in these pores when the samples come into contact with water. 

When the samples' water absorption ratios according to the changes in expanded perlite particle size, 

expanded perlite ratio, waste marble powder ratio, and tragacanth ratio in Figure 8  are examined, the 

water absorption ratio increases as the expanded perlite particle size, expanded perlite ratio and 

tragacanth ratio increase, and the water absorption ratio increases as the waste marble powder ratio 

increases since the waste marble powder will fill the pores in the sample. 
                      

 

 

Figure 8. Change in Water Absorption Ratio depending on the expanded perlite, waste 

marble powder and tragacanth ratios 
     

As it is seen in water absorption graphics, the water absorption ratios of the samples with a particle 

size of 0-2 mm vary between 18.63% - 22.64% and the water absorption ratios of the samples with a 

particle size of 2-4 mm vary between 23.23% - 27.24%. 
 

 

4. Conclusions  

 In this study, density, water absorption, compressive strength and abrasion loss were performed 

respectively on the composite samples prepared, and the following conclusions were obtained.  

 
 The amount of porosity in the sample changed depending on the waste marble powder ratio. 

The waste marble powder filled the pores caused by the expanded perlite and tragacanth in the 

samples and increased the abrasion loss since it could not provide adhesion, and it reduced the 
compressive strengths. The abrasion loss can be significantly improved by the addition of 

cement. The water absorption ratio increased by the reduction of waste marble powder. Because 
water easily reached these pores through capillary channels since the pores could not be filled 

by decreasing the waste marble powder ratio. 
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 As the expanded perlite particle size, expanded perlite ratio, tragacanth ratio and waste marble 
powder ratio in the composite samples prepared decreased, the compressive strength and 

the abrasion loss and water absorption values increased.  

   
 In conclusion, expanded perlite, waste marble powder and tragacanth can be used as alternative 

raw material sources for the production of porous construction materials. It should be considered that 

these type of lightweight concretes produced are weaker under load compared to normal concretes. They 
cannot be used in the places that are directly exposed to water. To coat the surfaces of the samples 

produced with waterproofing materials may inhibit the capillary absorption of water, and it should not 

be forgotten that such measures lead to additional costs. 
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For this study, woven glass and carbon fibres reinforced composite materials 

were produced. Composite materials have been produced with eight 

laminates.  For experimental study, specimens with 10 mm internal hole were 

prepared. Then, these specimens were repaired by using adhesive and 

composite patches with different repair parameters. Two different bonding 

patch type were used for external bonding patch repair of the specimens. 

These were wet lay out patches and prepreg patches.  Test specimens were 

prepared in necessary curing temperatures and laboratory conditions. By 

performing the unidirectional tensile test to these specimens, the ultimate 

failure loads of these repaired specimens were indicated. By comparing these 

ultimate failure loads of repaired specimens that prepared with various 

parameters, the effects of several repair parameters on the ultimate failure 

strength are investigated. These repair parameters are patch bonding area 

(D/W ratio), bonding length, adhesive thickness and patch thickness.  

 

Key words:   Laminate Composite Materials, bonded repair, patch, adhesive, 

failure strength 

 

1. Introduction 

 

With technological improvements, applications of composite materials have been increased both 

commercial and military aircraft structures applications in recent years. For such applications, composite 

materials have excellent properties.  Due to high cost of these materials, maintenance of them, have been 
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important. In industry, spare parts repair of these composite materials, have been preferred than 

replacement of spare parts. Sometimes, replacements of the damaged spare parts are costly and 

unnecessary. Nowadays, more structures that prepared by composite materials with a few defects or 

local damages can be repaired successfully.  

 

In industry, various repair techniques have been successfully applied. Among them, adhesively 

bonded structural repair has gained more favour than mechanically fastened structural repair for the 

reason that fibber reinforced composites are essentially bonded in nature. Therefore, in recent years, 

considerable experimental and numerical studies have been conducted to investigate the influence of 

different repair parameters on the stress distributions, ultimate strength and stress intensity factor of the 

bonded repaired structures [1]. A number of authors [1-9,11,16] have studied the analysis of failure 

mechanism of the bonded patch repair in laminated composite materials. Wisnom M.R. [10] has 

reviewed the size effects in the testing of fibre-composite materials. Predictive fracture model for 

composite bonded joints has been proposed by Goyal V.K. and et al. [12]. Principles and practices of 

adhesive bonded structural joints and repairs have studied by Davis M. [13]. Little research has been 

carried out to analyse the ultimate failure load of repaired structures with various repair parameters.  

 

 In aircraft applications, less weight is the important criteria for the maintenance of the parts. 

For such repair applications in laminated composite materials, external bonded patch repair technique 

has been more preferable than using mechanical fastened repair. Because, using mechanical fasteners 

increase the weight and the stress concentration factor of the repaired structures. Also, in external patch 

bonding repair, the optimum quantity of repair materials must be used in order to protect weight 

increment of the repaired structure. These main repair materials are adhesives and composite patches. 

The adhesives and patches should have been used in minimum quantity in repairs without degrease the 

load carrying capacity of the structures. Also, in adhesively bonded repairs, the stresses that occur in 

bonded joints are more uniform than that of pinned joints. These stress representations for various 

connections are illustrated in Fig. 1. 

 

 
Figure 1. Stress concentration effects for various joints [15]. 

 

In this study, various experimental specimens have produced with different repair parameters. Then, by 

performing unidirectional tensile testing to these prepared specimens, the ultimate failure loads of them 
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were indicated. By analysing these failure loads of the specimens, the effects of repair parameters have 

been specified. 

 

2. Experimental 

The current work investigated the performance of the external bonded patch repairs under tensile loading 

by indicating the ultimate failure loads of repaired laminated composite structures. For this study, eight 

plies laminated woven glass and carbon fibres reinforced parent plates were used.  By using these parent 

plates, experimental specimens were prepared. 10 mm holes were drilled in the centre of the parent 

plates to simulate the damages in the structures. Then, these damaged specimens were repaired by using 

adhesive and composite patches with different parameters in laboratory conditions. Two different 

bonding patch type were used for external bonding patch repair of the specimens. These were wet lay 

out patches and prepreg patches.  Test specimens were prepared in necessary curing temperatures and 

laboratory conditions. By performing the unidirectional tensile test to these specimens, the ultimate 

failure loads of these repaired specimens were indicated. The repaired experimental specimens were 

shown in Fig. 2. The materials that used for parent plate specimens, adhesives and patches in repair were 

listed in Table1. During the tests, specimens were subjected to longitudinal tensile loads on tensile 

testing machine in order to indicate the failure loads of repaired structures.  

 

 

Table 1. Materials that were used in repair of laminated composite materials 

 

Bonding type Parent Materials Adhesive Patch Material 

W.L. Woven carbon fibres Hysol EA9396 0020989 

Woven glass fibres Hysol EA9396 0021438-09 

Prepreg Woven carbon fibres C992275 ADH FILM C992268-14 

Woven glass fibres C991957-37 ADH 

FILM 

C992270 

 

 

 

 

Figure 2. Presentation of repaired experimental specimens 

 

3. Results and discussion 

3.1.Effect of patch thickness 

The effect of the patch thickness to the ultimate failure loads of repaired structure was indicated in Fig. 

3. The ultimate failure loads of the structures repaired with prepreg bonding technique were increased 

by increasing the patch thickness (increase the ply number). But, for the structure that repaired with 

W.L. bonding technique, the failure loads have increased gradually to the patch thickness of the 3 plies 

values and after that, the peeling effect has occurred in repaired structure than, the failure load decrease 

dramatically. Increase the bonded patch thickness after a certain value (3 plies) in repair of the laminate 

composite materials does not improve the ultimate failure load. Increase the patch thickness further in 
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repair of air craft structures may cause the weight stability effect. This is the main drawback in repairs 

of such applications. 

 
 

Figure 3. Effect of patch thickness to the failure load of repaired structures with glass prepreg 

and wet layout patches. 

3.2.Effect of bonding length  

In external bonded patch repairs, if the patch overlap length or bond length too short, the entire adhesive 

layer is under high shear stress. In the case of longer bond length, most of the load is carried at the ends 

of the bonded overlap which is the reason for why too large patches fails to enhance the expected 

ultimate strength [14]. Effect of bonding length of the patch to failure loads in repaired structures has 

presented in Fig. 4. The failure loads of structures repaired with glass prepreg patches bonding were 

increased gradually by increasing the bonding length in repair. In that repair with glass W.L. patch 

bonding; the failure loads were increased to the bonding length of 40 mm gradually, than decrease 

dramatically to the 5850 N value due to peeling effect that presented in W.L. applications. In bonded 

patch repair, for both W.L. and prepreg patches, 40 mm value of bonding length, was seen as the 

optimum value. 

 
Figure 4. Presentation of the effect of bonding length to the failure load of W/D=2 glass repaired 

structures with glass prepreg and wet layout patches. 
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3.3. Effect of bonding area (W/D ratio)  

 

Effect of bonding area (W/D ratio) to the ultimate failure loads was presented in Fig. 5. By changing the 

W/D ratio from 2 to 4 in repair with carbon fibres prepreg, the failure loads of the repaired laminated 

plates have been changed from 20000 N to 50000 N value. In repair of woven laminated composite 

materials, the change of W/D ratio has major effect in ultimate failure loads of repaired parent plate 

materials. Increase the W/D ratio further in repair of structures may cause the weight stability effect. 

For this reason, in repair of laminated composite materials the W/D ratio should be in optimum value. 

 

 
Figure 5. Presentation of the effect of  W/D ratio to the failure load glass and carbon fibres 

reinforced plates repaired structures with glass and carbon prepreg patches.  

 

 

3.4. Effect of adhesive thickness 

 

The adhesives, which bond the patches and parent plates together, are always regarded as the weakest 

chain in the bonded repair, and play an essential role. Therefore, careful selection of its parameters is 

very important [1]. In this study, effects of adhesive thickness were studied with the W/D=3 carbon 

parents laminated composite specimens that repaired with carbon prepreg patches by using various 

adhesive film thicknesses. The effect of adhesive thickness in repair of laminated composite materials 

with external bonded patch to the ultimate failure loads was illustrated in Fig. 6. For each adhesive film 

ply thickness was taken as 0.2 mm. The maximum ultimate failure load (40750N) was obtained with 3 

plies adhesive thickness (0.6 mm) in repair of woven carbon fibres laminated parent plates with external 

carbon prepreg bonded patches.    

 

The adhesive material which bonds the patch to the parent laminate is considered as the most important 

factor in the patch bonding repair design. If the adhesive layer is too thin, it will be stiff and brittle which 

can result to a shear failure initiation in high stress regions near the patch and hole edges, causing the 

damage propagates across the entire overlap region. However, if the adhesive layer is too thick, it will 

be too plastic and under loading it is expected to deform quickly which weakens the effectiveness of 

load transfer between the parent laminate and patches [14]. 
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Figure 6. Presentation of the effect of adhesive thickness to the failure load of W/D=3 carbon 

parent laminated composite that repaired with carbon prepreg patches.  

 

 

4. Conclusions 

In the present study, experimental study is carried out to investigate the effect of different repair 

parameters on the ultimate failure load of adhesively bonded repaired structures, and the following 

conclusions can be drawn from this study. 

 

1. The ultimate failure loads of the structures repaired with prepreg patches bonding technique were 

increased by increasing the patch thickness. But, for the structure that repaired with W.L. bonding 

technique, the failure loads have increased gradually to the patch thickness of the 3 plies values and after 

that, the peeling effect has occurred easily and this decrease the failure loads of repaired structures.  

2. In external bonded patch repair, for both W.L. and prepreg patches, 40 mm value of bonding length, 

was seen as the optimum value for obtaining maximum ultimate failure load of repaired specimens.  

3. Ultimate failure loads of repaired structures can be increased by choosing the optimum repair 

parameters, such as patch dimensions, adhesive thickness, bonded area and bonding length.  

4. In repair of air craft structures, due to weight stability, optimum quantity of repair materials should 

be used. 
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Robotic is a relatively young field of modern technology that exceeds 

traditional engineering boundaries. Control of the robots is important due to 

the fact that it has a usage area in many areas. In this study, modelling and 

control of two degrees of freedom (2-DOF) robotic arm were carried out. 

Lagrange-Euler method was used to obtain the dynamic equations of the 

robot. The system was controlled in the simulation environment. Sliding-Mode 

Control (SMC) and Proportional-Integral-Derivative (PID) control methods 

were proposed to control the 2 DOF robotic arm. The saturation function is 

used for the chattering problem of the sliding mode control method. Both 

process noise and measurement noise have been applied to control the robot 

in conditions close to the actual ambient conditions. The control methods 

applied according to the results of the simulation environment were compared 

and the results were examined. 

Key words: Sliding Mode Control, PID Control, Dynamic Model, 2-DOF 

Robotic Arm 

 

1. Introduction 

Robotic applications are widely used in engineering and technology. It is well known that industrial 

robots are complex, dynamically coupled, high time-dependent and high nonlinear systems. These 

robots are commonly used in tasks such as welding, paint spraying, correct positioning systems, etc. In 

these tasks, the gripper of the robotic manipulators is required to move from one place to another or to 

follow certain trajectories as closely as possible. The motion control of robots is difficult due to 

uncertainties such as load changes, friction and external disturbances, and a highly non-linear mapped 

and time-varying system. Therefore, the trajectory tracking problem is the most important and 

fundamental task in the control of robot manipulators. Many methodologies and controllers in the 

literature [1-5] have been developed and implemented in order to maintain precise position control and 
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stability in industrial robots. Hsu and Fu [6] proposed an adaptive decentralized controller for trajectory 

monitoring of robots. The controller cannot be fully designed for every robot joint as the control inputs 

and all robot connections are interconnected. Yang et al. [7] have added a disturbance monitor to the 

adaptive decentralized controller to compensate for the combined uncertainties for each joint. The 

limitation of the control system has been achieved by using only some special nonlinear damping terms. 

The fuzzy logic-based generalized prediction control structure is applied for a robotic arm in which a 

study fuzzy logic-based control algorithms are preferred [8]. A robust adaptive synchronization motion 

controller for a 2-DOF manipulator is proposed by Dou and Wang [9]. Yao et al. [10] developed a robust 

adaptive controller but neglected the effects of external disturbances and non-linear friction forces. 

Wijesoma [11] combined variable torque control and variable structure control to implement monitoring 

control. Mendes and Neto [12] introduce an adaptive fuzzy control that is integrated into a hybrid 

force/motion control system of an industrial robot to deal with a scenario of contact between the end-

effector of the robot and a given surface. Although the improved controller has relatively high stability 

and robustness, the controller requires a high calculation load for practical application and cannot be 

used for trajectory monitoring control. He et al. [13] developed an adaptive controller based on artificial 

neural networks to address exogenous disorders and model uncertainties of an n-DOF robot manipulator. 

An adaptive neural impedance controller with input saturation was designed in [14] to satisfy the model 

uncertainties of a robotic manipulator. Nikdel et al. [15] developed an adaptive controller to improve 

the tracking performance of a robotic manipulator. The proposed controller also guarantees the system 

stability in the existence of nonlinearity and parameter uncertainties. 

The main targets in designing robot control systems are stability and low tracking error. In this 

study, dynamic modelling and control of a 2-DOF robotic arm were carried out. Lagrange-Euler method 

[16] is used to obtain the dynamic equations. The Sliding-Mode Control (SMC) and Proportional-

Integral-Derivative (PID) control methods are proposed to control the robotic arm. The control methods 

applied according to the results of the simulation environment were compared and their results were 

examined. In the next chapter, the dynamic model of the robotic arm is developed. Then, the controller 

design is demonstrated with numerical simulations. Finally, an overall evaluation of the results obtained 

is presented. 

2. Dynamic model 

The dynamic model is important as it is used in robot design, simulation and control. It is necessary 

to obtain the dynamic equations to implement high-performance controllers in the control of a robot. 

The robot which is considered in this study consists of 2 rotary joints. The dynamic model obtained by 

using Lagrange-Euler [16] method is given below in closed form. 

        , eM q q C q q q G q q       (1) 

T

e totJ F   (2) 
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Figure 1.  The model of the 2-DOF robotic arm 

 

where, q , q , q  and   represent position, velocity, acceleration and control torque, respectively.  
3*3( )M q R , 3*3( )C q R  and 3*3( )G q R  show inertial, forces of Coriolis-centrifugal and gravity 

matrices, respectively. e  represents the torque corresponding to the disturbing forces acting on the 

system from the environment. J shows the Jacobian matrix and Ftot shows the disturbing forces affecting 

the system. The model of the 2-DOF robotic arm is shown in Fig. 1. 

3. Controller design 

The SMC and PID control methods were used in the position control. These methods were used in 

various studies in the literature [17-18]. The aim of the control systems is that the output value of the 

system follows the reference value. The difference between reference and output values in the system is 

called the error value. Controllers are tried to minimize the error. 

3.1. PID control 

PID control method shows the best performance although it is an old method used in many control 

applications [19]. In Eq. (3), the fundamental mathematical expression of the PID method is seen [19].  

     
0

( ) p I D

d
u t K e t K e t dt K e t

dt



    (3) 

 

+

-

2-DOF 

Robot

e  r y      
     

0

p I D

d
K e t K e t dt K e t

dt



 

Process Noise
Measurement  

Noise

+

 
Figure 2.  Block diagram of the PID feedback system 

where, u, Kp, Ki, Kd and e are called the controller output, proportional gain, integral gain, differential 

gain and the error signal, respectively. Block diagram of the PID feedback system is shown in Fig. 2. 
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Ziegler-Nichols method was used to find the PID coefficients and closed-loop control type was used in 

this study. The control parameters obtained by the Ziegler-Nichols method are given in T ab. 1. 

 

Table 1. Control parameters obtained by the Ziegler-Nichols method 

Control KP Kİ KD 

P 0.5*Kcr  0 

PI 0.4*Kcr 0.8*Pcr 0 

PID 0.6*Kcr 0.5*Pcr 0.125*Pcr 

 

Each period of the output system oscillation and the maximum gain of the oscillation are shown Pcr 

and Kcr, respectively. 

3.2. SMC method 

SMC method which is used  for the control of robots in various studies [20-23] was also used in 

this study. The joint angles of the robot were taken into account as the control variables of the system. 

The joint angles of the robot were checked in the presence of disturbing effects. Fig. 3 shows the block 

diagram of the SMC method. 

 

Sliding Mode 

Controller/d dt
d/dt

2-DOF Robot

dq e .
e




q

q

Process Noise Measurement 

Noise

 

Figure 3. Control structure of the SMC method. 

Error and time derivative of the error are given in Eq. (4) and Eq. (5), respectively. 

( ) ( ) ( )de t q t q t   (4) 

( ) ( ) ( )de t t t    (5) 

In the above equation, qd denotes the desired joint trajectory and q shows the true trajectory. The 

first and second degree derivatives were used for the Eq. (4).  

S e e   (6) 

S e e   (7) 

where, S represents the sliding surface and λ is a positive defined symmetric matrix, u control signal is 

given in Eq. 8. The concept of sliding surface is shown in Fig. 4.  


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Figure 4. The concept of sliding surface. 

 

 
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



 

   
 

 (8) 

Saturation function is used to solve the chattering problem, ϕ shows the thickness of the boundary 

layer, k is the constant parameter and sign is a signal function and s functions as a switch. Lyapunov 

criteria was used for the stability of the system.  

4. Simulations 

In this section, simulation studies were performed by using the dynamic equations and the 
performance values of the control methods are given graphically. The SMC and PID control methods 

are tested for their performance. Control variables are angles of 
1 and 

2  which are the basic axes of 

the 2-DOF robotic arm. The simulation run time was selected 30 seconds. Uncontrolled graphics of 
1

and 
2  are given in Fig. 5 and Fig. 6. 

 

 

 

 

 

Figure 5. Uncontrolled graphic of θ1 

 

Speed 

 

Position 

 

Sliding Surface 

S = 0 
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Figure 6. Uncontrolled graphic of θ2 

 

As seen in the Fig. 5 and Fig. 6, 
1  and 

2  don’t follow the reference inputs. Responses of 
1  and 

2  belong to PID and SMC control methods and error graphics are shown in Figs. 7-14, respectively. 

 

 
Figure 7.  θ1 angle response obtained through the PID control method 

 

 
Figure 8.  θ1 angle error response obtained through the PID control method 
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Figure 9.  θ2 angle response obtained through the PID control method 

 

 
Figure 10.  θ2 angle error response obtained through the PID control method 

 

 
Figure 11.  θ1 angle response obtained through the SMC method 

 
Figure 12.  θ1 angle error response through the SMC method 
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Figure 13.  θ2 angle response obtained through the SMC method 

 

 
Figure 14.  θ2 angle error response obtained through the SMC method 

 

Fig. 15 and Fig. 16 show the torque graphics required for the 1st joint and the 2nd joint. 

 
Figure 15. Torque graphic for θ1 angle 

 
Figure 16. Torque graphic for θ2 angle 
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As seen in figures, the PID control method generally followed the reference with greater amplitude. 

The PID control method has a greater settling time when considering error graphics. Similarly, as can 

be seen from the error graphs, SMC method gives good performance results according to PID control 

method. 

5. Results and discussions 

In this study, dynamic model of 2-DOF robotic arm was obtained by using Lagrange-Euler method. 

SMC and PID control methods were used for the control of the robotic arm. The performance of these 

control methods is shown in numerical studies that are performed in simulation environment. It has been 

seen that the chattering problem of SMC method is solved by saturation function. Both the signal noise 

and the measurement noise were applied to the signals in order to simulate the actual ambient conditions. 

A second order low pass filter is applied to increase the performance of the controllers in the noise 

environment. The cut-off frequency, damping ratio and initial run for the second order low pass filter 

are taken into account as 100 rad/s, 1 and 0, respectively. 

As a result of the comparison of the control methods, it was observed that the controllers gave 

satisfactory results. The SMC method gave the best results. It is aimed to apply the proposed methods 

and a real system in future studies. 
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The Phase Division Multiplexing (PDM) technique developed for more 

efficient use of communication resources has recently gain popularity in 

wireless communication systems. The PDM technique contributes to parallel 

communication with the multi-channel structure it supports. Unlike the FDM 

and TDM techniques, which are frequently used in wireless communication, 

the PDM has two and four channel structures and multiplexes the phase of the 

signal. It is thought that the performance analyses of the proposed 2 and 4-

channel structures will give the researchers an idea of which aspects are 

superior and where they can be used. In this study, phase division multiplexing 

structures are analysed and comparative performance analysis are performed 

and the results are shared. 

When PDM structures are analysed, it is seen that 2-channel PDM-BPSK, 2-

channel PDM-QPSK and 4-channel PDM-BPSK structures have been 

developed. In order to compare these structures with each other, graphical 

user interface has been designed by using MATLAB program and 

constellation diagrams of each structure have been obtained. Simulation 

studies of these three structures have been performed by using MATLAB / 

Simulink program. Simulations have been run with the same system 

parameters and Bit Error Rate (BER) curves have been obtained. Tolerance 

ranges have been compared over constellation diagrams and bit error rate 

curves obtained by simulations have been shared. 

As a result of the comparing performed in this study; the 2-channel PDM-

BPSK structure is the simplest and least energy required structure. The 4-

channel PDM-BPSK structure is advantageous with the number of channels 

it provides, but it needs the most energy. The 2-channel PDM-QPSK stands 

out with its symbol / bit rate. It also requires an energy value in the energy 

range of the other two techniques. 

 

Key words: PDM-BPSK, PDM-QPSK, phase division multiplexing 
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1. Introduction 

The multiplexing process is frequently used in communication systems to deliver communication 

resources to more than one user and to use communication costs more efficiently. In wireless 

communication, multiplexing is seen mainly by using FDM (Frequency Division Multiplexing) [1-4], 

TDM (Time Division Multiplexing) [1, 2, 4, 5] or using these two multiplexing techniques together [1, 

5, 6]. While the FDM offers multiple communication channels to the users by dividing the frequency 

band, the TDM makes multiplexing by allocating the communication path to different users at different 

times by dividing in time. Apart from these two basic approaches, OFDM (Orthogonal Frequency 

Division Multiplexing) [7-12], which is a derivative of the FDM technique, and CDM (Code Division 

Multiplexing) which is a logical multiplexing technique [13-15] is used. 

Unlike the general multiplexing techniques used in wireless communication systems, phase 

division multiplexing (PDM) [16-18] is a new multiplexing technique which multiplexing in the phase 

of the signal. When the PDM technique is examined, it is seen that there are two- and four-channel 

structures based on BPSK and QPSK modulations. As it is a new technique, making comparative 

analyses of these structures of PDM would be useful for researchers. 

The rest of the work is organized as follows. In the second chapter, PDM structures are mentioned 

briefly. The simulation studies prepared for PDM structures are shared and comparative analyzes are 

made. In Chapter 4, the results obtained are shared. 

2. Phase Division Multiplexing 

Phase Division Multiplexing (PDM) is a new multiplexing technique developed for use in 

wireless communication systems, which can be used independently or together with multiplexing 

techniques commonly used [18]. With Phase Division Multiplexing, phase channels are formed by 

dividing in the signal phase. These phase channels can be assigned separately to users.  

The developed PDM has a structure dependent on the type of modulation to be used. The 

modulation to be used in PDM has a fixed amplitude value such as PSK [19, 20] modulation and is 

generated by using pairs of signals with a phase difference of 180° from each other. With the PDM, the 

signal phase of 360° is divided by the number of channels desired to obtain. The constellation diagrams 

are generated according to the number of phase channels, the modulation level and the possible input 

conditions. Data communication is performed according to these constellation diagrams.  

In the structure formed by symmetric partitioning, signals with different phase values are 

allocated to each channel. The each channel uses these special signals according to its own data. Because 

these signals emitted from the channels have the same frequency value, they overlap and a single symbol 

is received by receiver, which is the vector sum of all these symbols. The PDM is based on the 

computations and calculation of these overlapping signals, at which point overlap or neutralization may 

occur. In order to avoid such collision or neutralization, a phase channel is formed in two or multiples 

of two. In addition, increasing the number of phase channels to be created means that the number of 

symbols will increase. The large number of symbols to be processed means system complexity and cost. 

For these reasons, Dual-channel PDM-BPSK, Dual-channel PDM-QPSK and Quad-channel PDM-

BPSK structures have been developed. 

In the PDM, there is a third "-" state indicating the non-use status of the channels in addition to 

the "1" and "0" data in the input state. All possible combinations of 3 different input states in  
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PDM-BPSK structure are 3n, with "n = number of channels". That is, 3n symbol signals are processed. 

In PDM-QPSK, there are 5 different possible input states such as "00", "01", "10" "11" and the non-use 

condition of the channel "--". This means that 5n symbol signals are processed, which are different from 

each other as the phase and amplitude to represent all possible input states.  

In the Dual-channel PDM-BPSK, the signal phase with 360° is divided into 4 equal parts and the 

signals opposite to each other are allocated to the same channel. The channels emit these signals 

according to the data they want to transmit. The sum of these signals forms the constellation diagrams 

of the PDM structure since both channels simultaneously emit signals. The Dual-channel PDM-BPSK 

has 9 different input states and each symbol represents a 2-bit data set. The first bit of each symbol 

represents the 1st channel data and the second bit represents the 2nd channel data. The receiver makes 

sense of the symbol signal according to the tolerance intervals and separates the data of the channels.  

The difference of PDM-QPSK from PDM-BPSK structure is to assign 4 signal values to the 

generated channels. Thus, 2-bit data can be transmitted from each channel in the QPSK structure. In the 

Dual-channel PDM-QPSK, the signal phase of 360° is divided into 8 and 4 signals are allocated per 

channel to each other. In this structure, communication is provided via 4-bit data groups. The first two 

digits of these data groups represent the data for the first channel and the last two digits represent the 

data for the second channel. Each symbol in the constellation diagram represents 4-digit data groups 

consisting of "0", "1" and "-". While all possible combinations of 4-bit data can create 16 different states, 

25 different input states are observed due to the non-use of the channel in the Dual-channel PDM-QPSK 

structure. These 25 different input states are represented by 25 symbol signals each with different 

amplitude and phase values. 

In the Quad-channel PDM-BPSK, the signal phase of 360° is divided into 8 equal parts. The signal 

pairs with opposite angles are assigned to the same channel. In the Quad-channel PDM-BPSK structure, 

the 4-bit data groups belonging to a different channel of each digit are communicated. Each symbol in 

the constellation diagram represents the 4-digit data group consisting of "0", "1" and "-", and 81 different 

input states are observed. These 81 different input states are represented by 81 symbol signals, each with 

different amplitude and phase values. The receiver determines which signal is received by the amplitude 

and phase value of the signal to be received. 

3. Simulation 

3.1. Graphical User Interface 

In this study, a graphical user interface (GUI) has been designed to compare PDM techniques 

with constellation diagrams and tolerance ranges. This GUI generates the constellation diagram 

according to the desired input values and determines the tolerance intervals. The Quad-channel PDM-

BPSK constellation diagram and the tolerance interval analysis are shown by means of the GUI designed 

in Figure 1. 
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Figure 1. Constellation diagram and tolerance analysis 

 

3.2. Simulation and Comparison 

In order to test the performance of PDM structures, dual and quad channel PDM modulators and 

demodulators have been designed in MATLAB / Simulink environment and simulations have been 

performed by adding noise factor to the transmission medium. Figure 2, Figure 3 and Figure 4 show the 

Dual-channel PDM-BPSK, Dual-channel PDM-QPSK and Quad-channel PDM-BPSK simulation 

models respectively. In addition to the use of ready blocks of Simulink program for simulations, special 

blocks and functions have been developed to represent the study-specific PDM structure. 

 

Figure 2. Dual-channel PDM-BPSK simulation 



         Vol 8, Number 2, 2018   
         European Journal of Technic (EJT)   

ISSN: 2536-5134 

155 

 

Figure 3. Dual-channel PDM-QPSK simulation  

 

 

Figure 4. Quad-channel PDM-BPSK Simulation  

 

 

For “A = signal amplitude assigned to the channels" and "f = operating frequency”, the PDM 

simulations have been performed with the parameters given below and the resulting clustering diagrams 

are given in Figure 5. 
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 A : 1 V  

 f : 100 Hz 

 Sample time : 1µs 

 Symbol period : 1µs 

 Run Time : 1 s 

 Eb/No : 10 dB, 15 dB, 20 dB, 24 dB  

 

Figure 5. Constellation diagrams of PDM structures for different Eb / No values 

 

As seen in Figure 5, the symbol signals approach each other as the value of Eb / No decreases. In 

this case, the desired performance under a certain value can not be achieved because of the overlap. 

Symbol signals received for Eb / No = 15 dB for Daul-channel PDM-BPSK, Eb / No = 20 dB for Dual-

channel PDM-QPSK and Eb / No = 24 dB for Quad-channel PDM-BPSK are severely separated from 

each other and grouped within specified tolerance limits. 
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The Bit Error Rate Analysis Tool (BERTool) tool has been used to calculate BER values 

corresponding to different Eb / No values with the parameter values specified in the simulations. BER 

curves for all three PDM structures are shown in Figure 6. 

 

Figure 6. BER performance comparison of PDM structures 

 

As it seen from the graph; as the number of channels increases, the required Eb / No is increasing. 

Also when higher level modulation is used in PDM, it is seen that the required Eb / No value increases. 

The reason for this is that when the number of channels increases or the modulation level is increased, 

the symbol signals that come up are close to each other and their tolerances decrease. The comparison 

data obtained in the study are summarized in Table 1. 

 

Table1. Pdm Techniques Comparison 

 Bit/Symbol Rate Modulation Symbol 
Eb/No dB 

(BER=10-5) 
Channel 

Dual -channel 

PDM-BPSK 
2 BPSK 9 15 2 

Dual-channel 

PDM-QPSK 
4 QPSK 25 20 2 

Quad-channel 

PDM-BPSK 
4 BPSK 81 24 4 
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4. Conclusion 

In this study, a comparative analysis of PDM, a new multiplexing technique, has been introduced. 

For this purpose, a graphical user interface has been designed by using MATLAB environmentand 

clustering diagrams of each structure are obtained. Using the MATLAB / Simulink environment, the 

simulations of these three structures are made and the results of the simulations operated in the same 

parameters are shared. Tolerance ranges are compared over clustering diagrams and bit error rate curves 

obtained by simulations are shared. 

As seen in the study two independent channels are obtained in Dual-channel PDM-BPSK and 

Dual-channel PDM-QPSK techniques and 4 independent channels are obtained by Quad-channel PDM-

BPSK technique. The Dual-channel PDM-BPSK technique requires 25 percent less energy than the 

Dual-channel PDM-QPSK technique and the Quad-channel PDM-BPSK technique needs 20 percent 

more energy than the Dual-channel PDM-QPSK technique. In Dual-channel PDM-BPSK and Quad-

channel PDM-BPSK techniques, 1 bit can be transmitted from channels simultaneously, while Dual-

channel PDM-QPSK technique can be transmitted by 2 bits simultaneously. 

As a result, in this study; with the simple structure of the Dual-channel PDM-BPSK, it is seen to 

be the least energy-require technique. The small number of symbols processed in this case has a great 

contribution. In this technique, each channel can transmit 1 bit data at the same time. The Quad-channel 

PDM-BPSK provides the highest number of channels and is also disadvantageous in terms of energy 

demand. This is the result of the processing of 81 symbols in the Quad-channel PDM-BPSK structure. 

In this technique, channels can transmit 1 bit data at the same time. Finally, the energy requirement in 

the Dual-channel PDM-QPSK structure has a value between the two other techniques. In addition, since 

the channels can transmit 2-bit data at the same time, it can be seen that it comes forward with a symbol 

/ bit rate.  

 

5. References 

[1] White, C., Data Communications and Computer Networks: A Business User’s Approach, Course 
Technology Cengage Learning, USA, 2015 

[2] Ryan, M. J., Frater, M., Communications and Information Systems, Argos Press P/L, Canberra, 
Australia, 2002 

[3] Patranabis, D., Telemetry Principles, Tata McGraw Hill Education, New Delhi, India, 1999 

[4] Schiller, J. H., Mobile Communications, Pearson Education, London, England, 2003 

[5] Stallings, W., Data and Computer Communications eight edition, Pearson Education Inc., New 
Jersey, USA, 2007 

[6] Çıbuk, M., Protocol Design And Implementing for Web Based Bio-Telemetry Applications via 
Wimax/Ieee802.16 Networks, Ph. D. thesis, Fırat University, Elazığ, Türkiye, 2009 

[7] Li, Y. G., Stuber, G., Orthogonal frequency division multiplexing for wireless communications, 
Springer Science & Business Media., Berlin, Germany, 2006 

[8] Al-Tamimi, A. K., Exponential Effective Signal to Noise Ratio Mapping (EESM) Computation 
for Wimax Physical Layer, Master of Science Thesis, Washington University, Washington, 2007 

[9] Prasad, R., OFDM for Wireless Communications Systems, Artech House, Boston&London, 
England, 2004 

[10] Kaur, S., Bharti, G., Orthogonal Frequency Division Multiplexing in Wireless Communication 
Systems : A Review, Int. J. Adv. Res. Comput. Eng. Technol.,  1 (2012), 3, pp. 125–129 



         Vol 8, Number 2, 2018   
         European Journal of Technic (EJT)   

ISSN: 2536-5134 

159 

 

[11] Rashmi, R., Sarala, S. M., OFDM : Modulation Technique for Wireless Communication, Int. J. 
Innov. Res. Adv. Eng., 1 (2014), 1, pp. 1–5 

[12] Arrano, H. F., Azurdia-Meza, C. A., OFDM: Today and in the Future of Next Generation 
Wireless Communications, 2016 IEEE Central America and Panama Student Conference 
(CONESCAPAN), Guatemala City, Guatemala, 2016, Vol. 1, pp. 1–6 

[13] Hoffmann, C., Code Division Multiplexing, Ph. D thesis, Massachusetts Institu of Technology, 
Massachusetts, USA, 2004 

[14] Jordan, R.., Abdallah, C. T., Wireless. Communications and An Overview, IEEE Antennas 
Propag. Mag., 44, (2002), 1, pp. 185–193 

[15] Fan, P., Multiple Access Technologies for Next Generation Mobile Communications, ITS 
Telecommunications Proceedings, 2006 6th International Conference, Chengdu, China, 2006, 
Vol. 1, pp. 10–11 

[16] Geylani, M., Çıbuk, M., Multichannel Approach with Phase Based Multiplexing in Wireless 
Communication and Its Feasibility, International Conference on Multidisciplinary, Science, 
Engineering and Technology (IMESET’17 Bitlis), Bitlis, Turkey, 2017, Vol. 1, p. 267 

[17] Geylani, M., Çıbuk, M., Phase Division Multiplexing with 4-level PSK Modulation and 
Simulation, IDAP 2018 : International Conference on Artificial Intelligence and Data 
Processing’18, Malatya, Türkiye, 2018 

[18] Geylani, M., Improving a New Time-Independent Transmission Technique Using Hybrid 
Multiplexing Methods in Wireless Sensor Network, Master Thesis, Bitlis Eren University, Bitlis, 
Türkiye, 2018 

[19] Tomasi, W., Atakay, M., Elektronik İletişim Teknikleri, MEB Yayınları, Ankara, Türkiye, 2002 

[20] Sharma, D. K., et al., Analog & Digital Modulation Techniques: An Overview, Tech. Int. J. 
Comput. Sci. Commun. Technol., 3, (2018), 1, pp. 551–561 

 



         Vol 8, Number 2, 2018   
         European Journal of Technic (EJT)   
ISSN: 2536-5134 

 

160 
 

ENERGY POTENTIAL OF ANIMAL BIOMASS IN TURKEY 

 

K. SAKA1*, İ. H. YILMAZ2, A. S. CANBOLAT3, Ö. KAYNAKLI3 

1Vocational School of Yenişehir Ibrahim Orhan, Bursa Uludağ University, Bursa, Turkey,  

2Department of Automotive Engineering, Adana Science and Technology University, Adana, Turkey 

3Department of Mechanical Engineering, Bursa Uludağ University, Bursa, Turkey 

*Corresponding author; kenansaka@uludag.edu.tr 

 

Received: 1 March 2018; Accepted: 12 July 2018 

 

In this study, animal biomass energy potential of Turkey was presented in 

detail based on the countrywide livestock. Animal biomass resources were 

examined under three major groups: bovine, small ruminant, and poultry. 

Bovine animals were described in terms of three different cattle species, 

buffalo and other species (horse, donkey, camel, mule and pig). Sheep and 

goat were considered as two subspecies of small ruminant. Poultry consisted 

of two different chicken species, turkey, goose and duck. The status of animal 

biomass in Turkey and its exploitation by use of anaerobic digestion and 

consequent combustion of methane produced for energy production were 

presented. A detailed analysis was made to determine which animal species 

has high energy potential of biomass. The potential of energy, waste and the 

production depending on every single subspecies were indicated in the 

analyses. The waste coefficients for species were obtained from the biomass 

energy potential atlas of Turkey and the animal production data reported by 

the Turkish Statistical Institute. Additionally, energy potential changes in 

recent years for every single species were calculated. According to the results, 

bovine animals possess 67.1% of total energy potential, and among bovine 

animals, cattle has the highest energy potential with 61%. Results indicated 

that 1.36 million tons of oil equivalent would be exploited by the animal 

biomass potential of Turkey according to the 2016 data. 

Key words: Animal Biomass, Energy Potential, Waste, Species, Turkey 

 

1. Introduction 

As a renewable energy source, biomass comes out in different forms (animal, vegetable, 

municipal solid and forestry) based on biological diversity. This biomass diversity has drawn various 

communities’ attention towards the utilization of bioenergy including biodiesel, bioethanol, biogas, bio 
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methanol and bio oil especially in developed countries as stressed by Demirbas [1]. A considerable part 

of the research studies made involves the evaluation of nationwide biomass potential.  

India has surplus agricultural and forest area which comprises about 500 million metric tons of 

biomass availability per year. Renewable energy is contributed 10.5% of total generation out of which 

12.83% power is being generated using biomass. In India total biomass power generation capacity is 

17,500 MW. At present power being generated is 2665 MW which include 1666 MW by cogeneration 

[2].   

The estimated total amount of biomass resource available for energy in Bangladesh in 2012–2013 

is 90.21 million tons with the annual energy potential of 45.91 million tons of coal equivalent. The 

recoverable amount of biomass (90.21milliontons) in2012–2013 has an energy potential of 1344.99 PJ 

which is equivalent to 373.71 TWh of electricity [3]. 

Alberta's wealth of biomass resources is estimated at 458 PJ potential. Agriculture is a major 

source for biomass feedstock supply in Alberta. Also, biomass-based energy development has been 

slow, and its contribution for provincial energy supply has so far been low. Utilization of agricultural 

and forest biomass resources for energy production can avoid 11-15% of GHG emissions and also 

substitute 14-17% of final energy demand by 2030. In addition, biomass has the potential to substitute 

29% of total electricity consumption or 28% of Alberta total internal load [4]. 

The most promising biomass feed stocks in Central America are residue based; animal (manure), 

forest and agricultural origin. Around 250 PJ/year could be available for the energy sector, which is 

equivalent to 34% of primary energy supply for Central America. It is concluded that in the short term 

promoting and implementing improved cooking stoves will give the largest improvement in the 

efficiency of biomass use, whereas on the long term small combustion plants seem to be the best choice 

for transforming Central America's biomass in to a clean and sustainable energy carriers, boosting 

economy and industrial development. The introduction of improved cooking stoves will result in an 

annual saving in the range of 4–8 Mt of fuel wood (59–113PJ). Moreover, even when the investment 

cost of the cooking stoves is considered, improved cooking stoves yield economic savings to fuel wood 

consumers compared to traditional stoves [5]. 

The total final energy which could be generated from 22,208,455 t/y of residual biomass assessed 

in Italy, is equal to 4.57 Mtoe, nearly 2.7% of the gross Italian energy consumption in 2013 and the total 

savings of GHG emissions coming from this bioenergy generation, are close to 52 Mt CO2 for the entire 

Italian territory per year [6]. 

Rapeseed can be considered for biodiesel production in Croatia because it provides a positive 

energy return compared with the energy used to produce it. Considering rapeseed oil for biodiesel and 

meal for animal feed, the energy ratio of the rapeseed production was 3.16, the net energy gain was 

50.56 GJ/ha, and the energy productivity was 49.23 L/GJ. The major energy inputs were fertilizers, with 

64.9%, and fuel consumption, with 22.8% of the total energy input. On the other hand, labor was an 

insignificant energy input, with less than 0.1% of the total. Because the reduction of fertilizers would 

decrease production yields, the reduction of energy input might first be possible with regard to fuel 

consumption for field operations, especially in soil tillage and transport. The production of rapeseed oil 

for biodiesel can be a good    alternative for Croatian farmers and can have economic, environmental 

and energy benefits for Croatia [7]. 

There have been a number of research studies on the determination of biomass potential in 

Turkey. Sürmen [8] emphasized the significance of biomass for Turkish economy and estimated the 
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firewood share on the overall energy production to be 21%. Sustainability of biomass was discussed and 

biomass gasification processes were recommended for Turkey’s power generation [9-10].  

Yelmen and Cakir [11] emphasized that Turkey has remarkable potential of biomass while it has 

poor fossil fuel resources. According to the 2004 data, animal waste derived biogas energy potential of 

Turkey was estimated to be 3 billion m3 per annum [12]. This potential was predicted to be 2.18 billion 

m3 per annum according to the 2009 data in case of evaluating 121 million tons of animal waste [13]. 

Balat et al. [14] revealed that the total biomass energy potential of Turkey was about 32 Mtoe of which 

17 Mtoe could be evaluated as usable biomass. Erdogdu [15] reported the annual waste amount of animal 

biomass in terms of animal species. Yılmaz et al. [16] investigated the energy recovery from municipal 

solid waste in Turkey as landfill gas collection between 2012−2023. The results indicated that about 1% 

of the energy deficit of the country would be met if all the municipal solid waste potential were put into 

practice by sanitary landfilling till 2023. 

The aim of this study is to determine the animal biomass potential of Turkey in terms of 16 animal 

species which were classified under three main groups as bovine, small ruminant and poultry. The 

number of animal for each species was taken from the Turkish Statistical Institute (TurkStat) database, 

and the corresponding waste production amount based on each species was calculated using the Biomass 

Energy Potential Atlas (BEPA) of Turkey. The energy exploitation from animal biomass was considered 

to be methane combustion produced as a result of anaerobic digestion. Additionally, the variation of 

energy potential between 2010−2016 was demonstrated. 

 
2. Biomass Energy Potential Atlas of Turkey 

BEPA of Turkey [17, 18] has been prepared by General Directorate of Renewable Energy 

(YEGM). In this study, the waste coefficients for each animal species and the energy potentials obtained 

from BEPA were used as material data. In BEPA, biomass waste resources were classified into four 

different groups as animal, vegetable, municipal solid and forestry. For every single town within the 

border of the Republic of Turkey, the total amount of biomass production, the total amount of waste 

production and the total amount of energy potential based on the waste type are presented in detail. The 

biomass energy potential of each city of the country is defined to be the cumulative result of those towns 

locating under the corresponding city. BEPA has a user- friendly and provides online data since 2014 

as schematically shown in Fig. 1 but it should be noted that the country population data is compatible 

with the data two year ago, i.e. 2012 due to the time lag resulting from the colossal biomass data 

processing. This study takes into consideration the most recent data of animal reproduction reported by 

TurkStat [19].  

 

3. Waste and Energy Value 

There are three main parameters for the calculation of energy potential: the animal production 

rate, the amount of waste per animal, the amount of energy per unit waste. The energy potential is 

calculated by multiplying these three parameters. The annual produced waste depends on many factors 

such as feeding habits, animal physiology, and weather conditions however the waste production for 

each animal species was taken to be averaged values for simplifying the analyses. Otherwise, collecting 

real data is not easy in countrywide scale. Energy exploitation from animal manure was considered to 

be performed by anaerobic digestion which provides to produce methane. The detail of the calculations 
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is given in our previous study [20] to produce energy from methane. The waste production coefficients 

and equivalent heating values (as tons of oil equivalent (toe)) used in this study are given in Table 1. 

 

 
Figure 1. Distribution of culture cattle for cities in Turkey using BEPA interface 

Table 1. The Waste Production per Animal and Energy Values per Unit Waste 

Species Waste  

(kg/year) 

Energy 

(toe/tons) 

Species Waste  

(kg/year) 

Energy 

(toe/tons) 

Domestic cattle 5475 0.0062 Donkey 2737 0.0037 

Crossbred cattle 6570 0.0075 Sheep 1095 0.0028 

Culture cattle 9125 0.0093 Goat 730 0.0019 
Buffalo 7300 0.0087 Hen (Broiler) 27 0.0281 

Horse 5475 0.0062 Laying hen 55 0.0281 

Mule 4380 0.0049 Turkey 38 0.0281 
Pig 730 0.0093 Goose 47 0.0281 

Camel 10220 0.0093 Duck 47 0.0281 

 

The annual waste production by crossbred cattle and culture cattle constitutes 81.9% of the 

countrywide animal waste production. The waste production for bovine was reported to be 20 kg per 

day by Avcıoğlu and Türker [13]. This corresponds to 7300 kg/annum which agree well with the buffalo 

data given in Table 1.  

 

4. Results and discussion 

It is significant to discuss the contribution of the animal species to the total animal biomass 

production. There is a direct relationship between animal population and waste production which 

increases with increasing animal weight.  Thus, biomass energy potential is rather related to the amount 

of waste than the number of animals. The animal species becomes a significant parameter as the animal 

population increases. 

Table 2 shows the details of animal biomass and its energy potential according to the 2016 data. 

The calculations indicated that the waste production by bovine, small ruminant and poultry is 67.2%, 
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25.4% and 7.4%, respectively. The energy profit from the associated waste production is 67.1%, 8% and 

24.9%, respectively. It is clearly seen that although the waste production by small ruminant is higher 

than that of poultry, its equivalent energy potential is lower than the poultry. 16 livestock were 

considered to analyze but few of them made considerable effect on the biomass energy potential. Cattle 

species have the highest contribution to the overall energy exploitation from the animal biomass.  

Table 2. The production and waste and energy potential based on animal species in Turkey. 

 
Production 

Ratio 

(%) 

Animal 

count 

Waste 

Percent 

(%) 

Waste 

(tons/year) 

Energy 

Percent 

(%) 

Energy 

(toe/year) 

Domestic Cattle 11.9 1733292 8.6 9489773 6.4 58836 

Culture Cattle 45.3 6588527 54.8 60120308 61 559118 

Crossbred 

Cattle 
39.6 5758336 34.5 37832267 30.9 283742 

Buffalo and oth. 3.1 454679 2.1 2293573 1.7 15612 

Total Bovine 100 3.7 14534834 100 67.2 109735923 100 67.1 917310 

Sheep 75 30983933 81.8 33927406 86.9 94996 

Goat 25 10345299 18.2 7552068 13.1 14348 

Total Sheep 100 10.6 41329232 100 25.4 41479474 100 8.0 109345 

Laying Hen 32.6 108689236 49.4 5977908 49.4 167979 

Broiler 66.1 220322081 49.1 5948696 49.1 167158 

Turkey and oth. 1.4 4529945 1.5 184262 1.5 5177 

Total Poultry 100 85.7 333541262 100 7.4 12110866 100 24.9 340315 

Total  100 389405328  100 163326265  100 1366971 

 

 

Figure 2. Energy potentials of cattle species. 
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The culture cattle have the share of 61% on the overall energy potential among total bovine in the 

countrywide. This potential is significant to be exploited especially in the southwestern part of Turkey 

as seen from Fig. 1. 1.36 Mtoe would be exploited by the animal biomass potential of Turkey according 

to the 2016 data. 

Another point that was focused in this study is the change of biomass energy potential with time. 

This would provide to estimate the energy potential in the coming years. As seen from Fig. 2, while the 

energy potential of culture cattle has an increasing trend, the energy change in the crossbred cattle is 

almost constant in recent years. On the other hand, the trend for the domestic cattle has decreased 

recently. It is clearly seen that the energy potential of culture cattle is 6 times and 2 times higher than 

that of the crossbred and domestic type, respectively. The trend for the buffalo and other bovine animals 

was not given in the figure due to their low energy content. 

 

Figure 3. Energy potentials of small ruminants. 

Fig. 3 shows that the rate of energy potential for small ruminants has stabilized in recent years. 

The contribution of sheep on the energy potential is 6.5 times higher than the goat even though the 

production ratio of sheep is 3 times higher than the goat. It should be noted that sheep production is 

statistically analyzed as domestic and merino according to the TurkStat data, and the goat species is 

classified into two groups as ordinary and Angora. While the sheep count for domestic and merino is 

93.1% and 6.9%, respectively according to 2016, the goat count for ordinary and Angora is 98% and 

2%, respectively. For this reason, the waste production by individual species was considered to be equal 

each other. 

Fig. 4 shows the energy potentials in terms of poultry by years. The curves of broiler hen and 

laying hen have similar trends and increase almost linearly in recent years. The reason why the energy 

trends of these species are close to each other is related to the equivalent population to waste ratio. The 

energy potential of other poultry including turkey, duck and goose is relatively low with respect to the 

former ones. 

 

0

20000

40000

60000

80000

100000

120000

2010 2011 2012 2013 2014 2015 2016

E
n

er
g
y
 p

o
te

n
ti

a
l 
(t

o
e/

y
r)

Year

 Sheep  Goat



         Vol 8, Number 2, 2018   
         European Journal of Technic (EJT)   
ISSN: 2536-5134 

 

166 
 

 

Figure 4. Energy potentials of poultry. 

5. Conclusions 

This study presents the status of animal biomass in Turkey and its exploitation by use of anaerobic 

digestion and consequent combustion of methane produced for energy production. Animal biomass 

resources were examined under three major topics: bovine, small ruminant, and poultry. Bovine animals 

were described in terms of three different cattle species, buffalo and other species (horse, donkey, camel, 

mule and pig). Sheep and goat were considered as two subspecies of small ruminant. Poultry consisted 

of two different chicken species, turkey, goose and duck. Results indicated that 1.36 Mtoe (million tons 

of oil equivalent) would be exploited by the animal biomass potential of Turkey according to the 2016 

data. 67.1%, 8.0% and 24.9% of this potential would be obtained respectively from the biomass of 

bovine, small ruminant and poultry. Cattle species have the highest contribution to the overall energy 

exploitation from the animal biomass. The culture cattle have the share of 41% on the overall energy 

potential among livestock (16 species available) in the countrywide. The waste energy potential of small 

ruminants has leveled off while the energy exploitation from the bovine and poultry has been increasing 

in recent years.  
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Noise reduction and image reduction are very important research area for 

image processing and computer vision. Many papers have been proposed for 

noise and image reductions. In this paper, novel triangle fuzzy sets transform 

(F-transform) is proposed for color image denoising and reduction. The 

proposed methods consist of histogram extraction, threshold points 

calculation, fuzzy sets construction and fuzzy tansformation phases. Firstly, 

histogram of the image is extracted, maximum points of histogram are 

calculated, and these points are considered as threshold points. Fuzzy sets are 

created using threshold points. Then, F-transform is applied on the 

overlapping and non-overlapping blocks of the images for image denoising 

and reduction respectively. The main objective of the presented method are to 

remove random noises of the images and color image reduction with 

satisfactory visual quality. In order to evaluate triangle fuzzy sets based F-

transform applications, variable noise intensities and block sizes are used. 

Mean absolute error (MAE), peaks signal noise-to-ratio (PSNR) and 

penalized function (PEN) are utilized for obtaining numerical results. 

Numerical simulations and comprasions clearly illustare that the proposed 

triangle F-transform is good transformation for random noises removing and 

image reduction. 

Key words: Triangle fuzzy transform, Image denoising, Image reduction, 

Image processing. 

1. Introduction  

In the literature, many transformations for instance Discrete Wavelet Transform (DWT), Discrete 

Cosine Transform (DCT), Fractional Fourier Transform (FrFT), Fast Fourier Transform (FFT) have 

been proposed for image reduction, compression, watermarking, recognition and classification [1-4]. 

Fuzzy transform (F-transform) is one of them and it was presented by Perfilieva in the 2006 [5]. F-

transform have been used very large area in the image processing such as image reduction, compression, 
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noise reduction. Martino et al. proposed a color image reduction method using F-transform [6]. They 

used cosine fuzzy set to implement fuzzy transformation and they utilized color images as test images. 

Mean square error (MSE) and penalty function (PEN) were considered as evaluation criteria. 

Manchanda and Sharma presented a F-transform based image fusion method [7]. The images were 

divided into M x N size of non-overlapping blocks and F-transform was applied on each blocks. Then, 

the F-transform values were fused using weighted method.  Chandrasekharan and M presented a F-

transform based image enhancement algorithm [8]. In their letter, they used a triangle like fuzzy set and 

this fuzzy set called as modified triangle fuzzy set. They compared their method to other enhancement 

methods and this paper proved that the F-transform is successful for contrast enhancement. Manchanda 

and Sharma suggested a medical image fusion method using F-transform and this F-transform was used 

cosine fuzzy sets [9]. To evaluate their method, MRI, CT and PET datasets were used. Gregori et al. 

proposed an image noise reduction method using fuzzy averaging filter with correction step [10]. They 

used color images for evaluation and peak signal noise-to-ratio (PSNR) was utilized as performance 

metric. They presented visual and numerical results to show success of the method. Martino et al. 

presented compressed image segmentation method. The presented compression process was 

implemented using F-transform and segmentation process used fast generalized fuzzy c-means 

(FGFCM) [11]. Martino and Sessa proposed a fragile watermarking method for tampered areas 

localization. This method consisted of image coding using F-transform, watermark insertion, tamper 

detection and localization phases. This paper illustrated that F-transform is well method for image 

authentication [12]. Martino and Sessa presented image compression and decompression method using 

discrete F-transform and they proved that using theorems [13]. Mockor and Hurtik investigated 

relationships between similarity relations and lattice-valued F-transform [14]. 

In this paper, a triangle F-transform using triangle fuzzy sets are presented. The triangle fuzzy 

sets are constructed by using peak points of the histogram. This F-transform is utilized as noise and 

color image reduction operator in this paper. The main contributions of this paper are given as below. 

• In this work, a novel triangle sets based F-transform is presented for noise and image reductions.  

• The proposed triangle F-transform used as image compression and noise reduction method. 

Triangle fuzzy sets are created using histogram of the image. Noise reduction and compression effects 

were shown in this paper by using two methods with variable parameters. The proposed method was 

also compared state of art methods. The results proved success of the proposed F-transform. 

• A general F-transform algoritms is presented. In this algorithm, overlapping and non-

overlapping blocks are used for image and noise reductions respectively. 

 

2. The proposed F-Transform based image noise reduction method 

In this method, a novel F-transform is presented and this transform used the classical and the 

widely used fuzzy set which is called as triangle is used. In this method, 3 triangle fuzzy sets are utilized 

to calculate transformation. This method consists of histogram extraction, threshold points calculation, 

fuzzy sets construction, membership degree calculation, fuzzy transformation using these membership 

degrees and fuzzy image construction phases. The steps of the presented method are given as below.  

Step 1: Divide R, G and B channels into cover image. 

Step 2: Extract histogram of each channel using Algorithm 1. 
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Algorithm 1. Pseudo code of the histogram extraction. 

Input: Image (I) with size of M x N 

Output: Histogram of I (histo) with size of 256 

1: histo=zeros(256); // a vector with size of 1 x 256 and all // of the element are 0. 

2: for i=1 to M do 

3:      for j=1 to N do 

4:           histo(I(i,j))= histo(I(i,j))+1; 

5:      endfor 

6: endfor  

Step 3: Divide histogram into N parts. N>1. N represents number of the fuzzy sets. 

Step 4: Calculate threshold points using Algorithm 2. 

Algorithm 2. Pseudo code of the threshold points calculation. 

Input: Histogram of the image (histo) with size of 256. 

Output: Threshold points (thr) with size of N. 

1: for i=1 to N do 

2:     𝑐𝑜𝑢𝑛𝑡𝑒𝑟 = ⌊
256

𝑁
⌋ 

3:     [mi ti ] = max (ℎ𝑖𝑠𝑡𝑜((𝑖 − 1) x 𝑐𝑜𝑢𝑛𝑡𝑒𝑟 + 1: 𝑖 x 𝑐𝑜𝑢𝑛𝑡𝑒𝑟)); // Dividing 

histogram and finding maximum points 

4:     𝑡ℎ𝑟𝑖 = 𝑡𝑖 + (𝑖 − 1) x 𝑐𝑜𝑢𝑛𝑡𝑒𝑟; // Threshold point calculation. 

5: endfor  

Step 5: Calculate membership degrees of the images using threshold points.  

𝑓(𝑖, 𝑗, 𝑘) =

{
 
 

 
 

𝐶ℎ𝑖,𝑗

𝑡ℎ𝑟𝑘
, 𝐶ℎ𝑖,𝑗 ≤ 𝑡ℎ𝑟𝑘  

1 − (
𝐶ℎ𝑖,𝑗 − 𝑡ℎ𝑟𝑘

255 − 𝑡ℎ𝑟𝑘
) , 𝐶ℎ𝑖,𝑗 > 𝑡ℎ𝑟𝑘

, 𝑖 = {1,2, … ,𝑊}, 𝑗 = {1,2,… ,𝐻} (1) 

Where 𝐶ℎ𝑖,𝑗 pixel of the channel, 𝑡ℎ𝑟𝑘 is threshold point, i and j are indices of the image, W is 

width of the image (channel), H represents height of the image and k is indice of the threshold points 

and 𝑘 = {1,2,… ,𝑁}. Eq. 1 defines triangle fuzzy sets and a sample of it is shown in Fig. 1. 
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Fig. 1. The 3 triangle fuzzy sets. 

Step 6: Divide image into b x b size of overlapping blocks using noise intensity. 

𝑏 = {
10𝐼 − 1, 10𝐼 − 1 ≥ 2  
2, 10𝐼 − 1 < 2  

 (2) 

 

Step 7: Apply F-tranform to each overlapping block. 

𝐶ℎ𝑤,ℎ
𝐹 =

∑ ∑ 𝐶ℎ𝑖,𝑗𝑓𝑖,𝑗,1𝑓𝑖,𝑗,1…𝑓𝑖,𝑗,𝑁
𝑏
𝑗=1

𝑏
𝑖=1

∑ ∑ 𝑓𝑖,𝑗,1𝑓𝑖,𝑗,1…𝑓𝑖,𝑗,𝑁
𝑏
𝑗=1

𝑏
𝑖=1

 (3) 

𝐶ℎ𝑤,ℎ
𝐹 = 𝑟𝑜𝑢𝑛𝑑(𝐶ℎ𝑤,ℎ

𝐹 ) (4) 

 

Step 8: Combine the R, G and B channels and reconstruct fuzzy image.  

3. The proposed F-Transform based image reduction method 

In here, triangle fuzzy transform based color image reduction is presented. This method is similar 

to Martino et al.’s [6] method. In Ref. [6], cosine based fuzzy sets are used. In this paper, triangle based 

fuzzy sets are used to reduct color images. The pseudo code of the presented color image reduction 

algorithm is given below. 

Algorithm 3. Triangle F-Transform based color image reduction 

Input: Color image (CI) with size of W x H, block size b. 

Output: Reducted Image (RI) with size of W x H. 
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1: Extract histogram of the CI. 

2: Divide histogram into N pieces. 

3: Calculate threshold points using Algorithm 2 and create fuzzy sets.  

4: for k=1 to 3 do 

5:      for i=1 to N step by b do 

6:           for i=1 to N step by b do 

7:                𝑏𝑙𝑜𝑐𝑘 = 𝐶𝐼(𝑖: 𝑖 + 𝑏 − 1, 𝑗: 𝑗 + 𝑏 − 1, 𝑘); 

8:                Use Eq. 3-4 and calculate F-transform value 𝑓. 

9:                𝑅𝐼(𝑖: 𝑖 + 𝑏 − 1, 𝑗: 𝑗 + 𝑏 − 1, 𝑘) = 𝑓 x [
1 ⋯ 1
⋮ ⋱ ⋮
1 ⋯ 1

].  This equation describes 

expandation. 

10:         endfor 

11:    endfor        

12: endfor  

4. Experimental Results 

In this section, numerical results of the proposed methods are obtained for performance evaluation 

and PSNR, MAE and Penalty function (PEN) metrics are considered to get numerical results from test 

images. Mathematical description of the PSNR, MAE and PEN are given Eq. 5-7. Also, 2 triangle fuzzy 

sets were used to obtain experiments because the best results are achieved using 2 triangle fuzzy sets.  

𝑃𝑆𝑁𝑅 = 10 log10
2552 x 3WH

∑ ∑ ∑ (𝐼𝑖,𝑗,𝑘 − 𝑅𝐼𝑖,𝑗,𝑘)
2𝐻

𝑗=1
𝑊
𝑖=1

3
𝑘=1

 
(5) 

𝑀𝐴𝐸 =
∑ ∑ ∑ |𝐼𝑖,𝑗,𝑘 − 𝑅𝐼𝑖,𝑗,𝑘|

𝐻
𝑗=1

𝑊
𝑖=1

3
𝑘=1

3𝑊𝐻
 (6) 

𝑃𝐸𝑁 =
∑ ∑ ∑ |𝐼𝑖,𝑗,𝑘 − 𝑅𝐼𝑖,𝑗,𝑘|

23
𝑘=1

𝐻
𝑗=1

𝑊
𝑖=1

3𝑊𝐻
 (7) 

 

where 𝐼 is original image and 𝑅𝐼 reduced image for noise or image reduction. 

In order to achieve numerical results, a color image test set is used. The test images used are 

shown in Fig. 2. 
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Fig. 2. Colored test images. 

 

1.1. Noise reduction results 

Random noises with variable intensities are used to evaluate performance of the proposed triangle 

based image denoising method.  The simulations are implemented on the MATLAB2017a. 10 test 

images which are shown in Fig. 2 are used to obtain numerical results and they are listed in the Table 1. 
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Table 1. Statistical results of the proposed noise reduction method with variable noise intensities. 

 10% 20% 30% 40% 50% 60% 70% 80% 

   
P

SNR 

M

AE 

P

EN 

P

SNR 

M

AE 

P

EN 

P

SNR 

M

AE 

P

EN 

P

SNR 

M

AE 

P

EN 

P

SNR 

M

AE 

P

EN 

P

SNR 

M

AE 

P

EN 

P

SNR 

M

AE 

P

EN 

P

SNR 

M

AE 

P

EN 

1 
2

9.49 

4

.66 

2

08.74 

2

8.19 

4

.86 

2

37.05 

2

5.31 

5

.57 

3

40.34 

2

4.77 

8

.24 

6

14.70 

2

2.80 

1

0.76 

9

86.49 

2

1.59 

1

2.71 

1

307.8 

2

0.75 

1

4.28 

1

581.5 

2

0.05 

1

5.68 

1

844.0 

2 
2

9.40 

2

.31 

2

13.21 

2

8.57 

2

.45 

2

21.90 

2

6.75 

3

.05 

2

89.29 

2

6.63 

3

.75 

4

04.24 

2

5.55 

4

.74 

5

25.47 

2

4.74 

5

.58 

6

31.63 

2

4.13 

6

.30 

7

22.99 

2

3.61 

6

.95 

8

08.38 

3 
3

0.11 

2

.90 

1

80.71 

2

9.65 

2

.96 

1

90.82 

2

9.13 

3

.09 

1

95.06 

2

7.06 

4

.99 

3

50.96 

2

5.28 

6

.64 

5

34.06 

2

4.10 

8

.04 

6

98.55 

2

3.05 

9

.31 

8

90.31 

2

2.32 

1

0.44 

1

035.0 

4 
2

9.37 

3

.49 

2

14.35 

2

8.56 

3

.62 

2

27.99 

2

6.21 

4

.18 

2

99.88 

2

5.51 

6

.18 

5

08.45 

2

3.70 

8

.30 

7

75.94 

2

2.46 

1

0.11 

1

024.5 

2

1.46 

1

1.74 

1

264.7 

2

0.73 

1

3.18 

1

501.7 

5 
2

9.89 

4

.35 

1

85.89 

2

8.62 

4

.54 

2

11.01 

2

5.46 

5

.23 

3

21.80 

2

5.39 

7

.65 

5

14.61 

2

3.39 

1

0.05 

8

29.46 

2

1.94 

1

2.12 

1

154.2 

2

0.94 

1

3.87 

1

446.0 

2

0.12 

1

5.49 

1

725.9 

6 
3

1.36 

2

.51 

1

33.65 

2

9.79 

2

.68 

1

54.31 

2

6.68 

3

.29 

2

32.69 

2

7.92 

4

.33 

2

85.94 

2

6.17 

5

.77 

4

32.42 

2

4.93 

7

.01 

5

68.88 

2

3.95 

8

.14 

7

16.85 

2

3.03 

9

.30 

8

63.97 

7 
2

7.60 

3

.93 

3

18.47 

2

7.00 

4

.05 

3

31.46 

2

5.35 

4

.48 

3

99.79 

2

3.41 

6

.94 

8

08.98 

2

1.74 

9

.17 

1

174.7 

2

0.68 

1

0.98 

1

472.2 

1

9.85 

1

2.55 

1

737.2 

1

9.25 

1

3.79 

1

970.9 

8 
2

7.45 

4

.91 

3

24.57 

2

6.40 

5

.12 

3

59.09 

2

3.99 

5

.86 

4

88.55 

2

2.83 

9

.19 

9

15.384 

2

1.06 

1

2.18 

1

387.3 

1

9.86 

1

4.65 

1

811.3 

1

9.04 

1

6.67 

2

190.3 

1

8.36 

1

8.48 

2

503.9 

9 
2

7.11 

6

.68 

3

33.68 

2

6.08 

6

.96 

3

75.09 

2

3.63 

7

.78 

5

28.95 

2

1.72 

1

2.64 

1

167.3 

1

9.58 

1

6.91 

1

932.4 

1

8.24 

2

0.44 

2

625.2 

1

7.27 

2

3.43 

3

212.5 

1

6.55 

2

5.97 

3

796.4 

1

0 

2

7.32 

5

.42 

3

47.59 

2

6.67 

5

.59 

3

61.52 

2

4.86 

6

.22 

4

48.07 

2

3.63 

9

.01 

7

99.76 

2

2.07 

1

1.31 

1

157.0 

2

1.14 

1

2.93 

1

436.9 

2

0.49 

1

4.22 

1

663.1 

1

9.97 

1

5.35 

1

864.6 

 

 



         Vol 8, Number 2, 2018   
         European Journal of Technic (EJT)   

ISSN: 2536-5134 

175 

 

Visual results of samples were shown in Fig. 3 to better understand success of the proposed noise 

reduction method. 

 

Fig. 3. Visual results aof the some samples (a) noisy image, (b) noise reducted image. 

4.2. Image reduction results 

2 x 2, 3 x 3, 4 x 4 and 5 x 5 size of non-overlapping blocks are used to evaluate image reduction 

performance of the proposed triangle based F-transform method. MAE, PSNR and PEN values of the 

proposed method with these sizes of blocks were listed in Table 2. 

 Table 2. Results of the proposed image reduction method. 

Images 2 x 2 3 x 3 4 x 4 5 x 5 

 PSNR MAE PEN PSNR MAE PEN PSNR MAE PEN PSNR MAE PEN 

1 26.61 6.94 413.81 24.80 8.58 626.93 22.81 11.07 992.21 22.54 11.58 1502.3 
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2 34.17 2.24 67.95 31.93 2.86 118.11 30.25 3.57 173.88 29.25 3.94 218.52 

3 27.88 4.84 252.35 26.20 6.27 386.07 24.13 8.39 622.16 23.89 8.85 666.49 

4 30.20 3.83 151.00 27.78 5.06 263.48 25.71 6.63 426.76 24.96 7.43 509.41 

5 27.61 6.04 298.34 26.11 7.07 430.83 24.02 9.29 696.25 23.58 9.74 773.27 

6 32.11 3.38 101.03 29.54 4.37 178.65 27.40 5.64 292.28 26.47 6.20 358.57 

7 30.34 3.94 140.35 27.49 5.23 265.88 25.56 6.56 410.76 24.44 7.31 524.08 

8 23.98 6.39 703.87 23.32 8.21 761.78 21.85 10.41 1161.2 21.31 11.57 1248.7 

9 24.74 9.23 621.73 23.83 10.08 796.60 21.65 13.02 1199.7 22.07 12.69 1133.6 

10 24.44 8.50 607.42 22.46 11.00 924.29 20.36 14.71 1506.9 19.68 16.24 1726.1 

 

In this section, 2 x 2, 3 x 3, 4 x 4 and 5 x 5 size of blocks are used to image reduction and one 

pixel is constructed from each block. To compare this method to others, PEN values of methods with 3 

x 3 size of blocks are used and comparisons are listed in Table 3. 

Table 3. PEN values of the proposed and previously presented methods. 

Images F-Transform Belikov et al.’s [15] 

method  Algorithm 

1 

Belikov et al.’s [15] 

method Algorithm 2 

Belikov et al.’s [15] 

method Algorithm 3 

Martino et al.’s [6] 

method Algorithm 1 

The proposed 

triangle F-

transform  

1 739.47 703.92 703.51 703.03 654.75 626.93 

2 134.49 128.06 127.93 127.78 98.69 118.11 

3 432.29 406.82 404.01 401.6 334.43 386.07 

4 312.26 299.04 297.66 296.54 253.91 263.48 

5 538.45 513.53 512.39 511.12 509.55 430.83 

6 201.86 191.65 190.91 190.20 164.20 178.65 

7 292.46 278.04 276.68 275.42 272.81 265.88 

8 808.90 775.64 774.34 772.98 639.57 761.78 

9 1102.79 1048.1 1044.5 1041.3 984.21 796.60 

10 1015.14 970.28 968.67 967.22 979.09 924.29 

Mean 557.81 531.50 530.06 528.71 482.12 475.26 
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5. Discussions 

Discussions of this study are given as below. 

 The proposed noise reduction algorithm is simple as median and mean filters. It achieved very 

successful results for random noises and Table 1, Fig. 2 proved that this success. 

 Results of the proposed image reduction method was listed in the Table 2 and comparisons were 

given in the Table 3. This method was compared to 3 state of art methods using PEN values and 

10 colored test images. The average PEN value of the proposed method was calculated as 

475.26. It is the best value among them. Table 3 clearly demonstrated that the proposed method 

also achieved the best PEN values for 5 test images. 

6. Conclusions and recommandations 

In this study, a novel triangle based F-transform is proposed and its applications, which 

are image denoising and reduction, are presented with two novel methods. In the noise reduction 

method non-overlapping blocks are used. This method uses no correction steps and succesful 

results are achived using the proposed triangle F-transform based noise reduction method. 

Random noises were used to implement simulations with 10-80% noise intensities. The 

proposed denoising method is a basic method and it is better than mean and median filters for 

random noises. By using non-overlapping blocks, a novel image reduction method is presented 

and the comparison results have been clearly demonstrated that the proposed image reduction 

method is a good image decomposition method.  

In the future studies, novel applications for instance perceptual hash, image 

watermarking, etc. methods will be proposed and novel F-transforms will be proposed using 

other fuzzy sets. 
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This paper investigates the usage of transfer learning in amyotrophic lateral 

sclerosis (ALS) disease detection. ALS is a dangerous disease which affects 

the nerve cells in brain and spinal cord. Electromyogram (EMG) is an 

important measure for analysing of the electrical level of the muscles. EMG 

based early ALS disease detection system helps the physicians and patients. 

The proposed work uses EMG signals in discrimination of the ALS and healthy 

persons. The EMG signals are initially segmented with a overlapped window 

and each segment is converted to the spectrogram images. The obtained 

spectrogram images are resized and fed into the pre-trained convolutional 

neural networks model. The pre-trained model is fine-tuned with the problem 

at hand. The R002 dataset which is obtained from www.emglab.net is used 

during the experimental works. Accuracy, sensitivity and specificity measures 

are used to evaluate the obtained achievement. According to these measures, 

97.70% accuracy, 97.97% sensitivity, and 97.29% specificity values are 

recorded. We further compare the obtained results with some of the existing 

results that were obtained on the same dataset. The comparisons show that 

proposed method is outperformed. 

Key words: EMG signals, ALS disease, Transfer learning, Convolutional 

neural networks, Pre-trained models. 

1. Introduction 

Electromyography is an essential tool for pyhsicians who monitor and evaluate the electrical 

activity of the muscles [1]. Electromyogram (EMG) is an electrical signal which is useful in various 

fields such as exercise physiology and medical sciences [2]. EMG signals have been used in detection 

of the amyotrophic lateral sclerosis (ALS) disease [3]. ALS is a dangerous disease which affects the 

nerve cells in brain and spinal cord. Thus, the patients can not control his/her muscles and cramping of 

muscles, nasal speech and difficulty in chewing or swallowing can be seen frequently. 
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Computer aided diagnosis (CAD) systems help physicians in many fields. EMG based CAD 

systems are also in demand for detection of various disease such as ALS. Doulah et al. [4] classified 

EMG signals into normal and ALS classes based on features that were obtained with mel-frequency 

cepstral coefficient. K-nearest neighbor (K-NN) classifier was adopted in the classification phase of the 

proposed work. The proposed method achieved 92.50% accuracy. Mishra et al. [5] used empirical mode 

decomposition (EMD) for classification of the EMG signals. Six different features were considered 

which were obtained from the EMD of the EMG signals. Least-Square Support Vector Machine (LS-

SVM) technique was used in the classifcation stage of the work. Authors reported 95.00% classification 

accuracy for their work. Sengur et al. [6] used time-frequency images and convolutional neural networks 

(CNN) for differenting of the EMG signals into ALS and normal classes. An end-to-end CNN model 

was trained with spectrogram images of the randomly sampled EMG signals. The achievement of the 

proposed method was 96.69%. Fattah et al. [7] used discrete wavelet transform (DWT) for EMG signal 

analysis. The authors used frame of the EMG signals instead of the whole EMG signal for discriminating 

of the ALS diseases. Several statistical measures such as maximum and average values on the DWT 

coeffients were used as features. The k-NN classifier was used for classification and 100% classification 

accuracy was presented by the authors. Pal et al. [8] used various features such as spectrogram, root-

mean-square, entropy, and kurtosis for detection of the ALS from EMG signals. Merlo et al. [9] proposed 

a fast and reliable method for EMG signal analysis. The authors used wavelet transform for feature 

extraction. The on and off timing of skeletal muscles at the time of movement was investigated. Sengur 

et al. [10] proposed time-frequency analysis methods for EMG signal classification. Authors used 

spectrogram, WT, and Wigner Ville distribution methods. CNN and reinforcement sample learning 

strategy were then employed to classify these features. 

In this paper, a deep learning architecture is used for EMG signal classification. Specifically, the 

transfer learning (TL) is considered due to its simplicity. TL is the current trend in deep learning, where 

knowledge of a pre-trained network is shared or transfer to another network [11]. In TL, first, a CNN 

model is trained by a larger dataset then this pre-trained model is again trained by a smaller dataset to 

obtain fine tuning for improving the predictive performance of CNN model. The AlexNet model is used 

as pre-trained CNN model [12]. The color images, that are fed to TL model, are obtained via spectrogram 

representation of the EMG signals. An overlapping window is used to sample the EMG signals for 

producing the input images. The input images are then resized to 227×227. The TL is trained with by 

using the stochastic gradient descent with momentum. The R002 dataset which is obtained from 

www.emglab.net [13], is used during the experimental works. Accuracy, sensitivity and specificity 

measures are used to evaluate the obtained achievement. According to these measures, 97.70% accuracy, 

97.97%  sensitivity, and 97.29% specificity values are recorded. We further compare the obtained results 

with some of the existing results that were obtained on the same dataset. The comparisons show that the 

proposed method is outperformed. 

2. Material and Methods 

2.1. Convolutional Neural Networks 

With the recent developments in deep learning, applications with convolutional neural networks 

(CNNs) become a shining title for researchers. Generally speaking, CNNs were introduced as a category 

of feed-forward neural networks [12, 14]. CNNs are compact structures where feature extraction and 
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classification is handled in one structure. CNNs consist of multiple layers such as convolution, pooling, 

and fully connected layers. Convolution layer contains a bunch of filters which are convolved across the 

width and height of the input volume in the forward pass. These filters’ coefficients are assigned 

randomly in the beginning and then filter coefficients are adapted during the training procedure. Pooling 

layer aims to create a non-linear down-sampling. In other words, pooling partitions the input volume 

into a set of non-overlapping rectangle sub-regions and for each sub-region, the considered operation is 

applied for obtaining the output. Fully connected layer is responsible for classification procedure. 

Neurons in fully connected layer have full connections to all activations in the previous layer.  

2.2. Transfer Learning 

Using a pre-trained CNN model either for feature extraction or fine-tuning is called transfer 

learning [15]. Transfer learning uses the knowledge of a pre-trained network, which was trained with 

millions of labeled images, for a new problem where the number of input image is limited. In the 

application of the transfer learning, most of the layers of the pre-trained CNN model are saved except 

the last three layers namely fully connected layer, softmax layer, and classification output layer. 

3. Proposed Method 

The illustration of the proposed method is given in Fig. 1. As seen in Fig. 1, the input EMG signals 

are initially sampled with an overlapped window for segmentation of the EMG signals. The overlapped 

window is used for acquiring more EMG segments. In other words, data augmentation is handled with 

overlapped windowing procedure.  

 

 

 

 

 

 

 

 

Figure 1. The proposed transfer learning methodology for EMG signal classification 

 

The original EMG signals have around 260,000 samples and the length of the sampling window 

is chosen as 10,000 samples. The sampled EMG signals are then converted into the color images by 

applying the time-frequency (T-F) transformation. The short time Fourier transform is considered for 

T-F image transformation. The constructed T-F images are resized to 227227. The AlexNet model is 

considered as a pre-trained CNN model which was trained on ImageNet challenge [12]. AlexNet is 

known to be the first deep CNN model that was introduced by Krizhevsky et al. [12]. AlexNet model is 

totally comprised of 25 layers where 5 of them contain learnable weights and last three layers cover 

fully connected layers. In AlexNet architecture, rectified linear units, normalization, and max-pooling 
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layers come after the convolutional layers and convolutional layers use varying kernel sizes. The last 

three layers of the AlexNet model are discharged because that layers were configured for 1,000 classes 

ImageNet challenge. These three layers are fine-tuned for the EMG signal classification problem where 

the number of classes is 2. 

 

4. Experimental Works and Results 

The efficiency of the transfer learning is showed on the dataset that was collected by the 

University of Copenhagen in 2001 [16]. Six males and four females were used for collecting of the 

healthy EMG signals and four males and four females ALS patients were used for ALS diseased EMG 

signal collection. The healthy group has an age interval from 21 to 37 years old and ALS group covers 

the age interval from 35 to 67 years old. A standard needle electrode was used for the signal acquisition. 

Sampling rate of EMG signals was almost 24 kHz and digitized by A/D convertor of 16-bit resolution. 

Recorded signals were filtered at 2 Hz and 10 kHz by high- and low-pass filters, respectively. 

The dataset contains totally 202 EMG signals of which 89 of them were collected from ALS 

patients and 133 of them were collected from healthy persons. An overlapping window is used to sample 

the EMG signals for producing the input spectrogram images as shown in Fig. 1. In spectrogram creation 

of the EMG signals, we used Hamming window of with 48 ms and overlap 32 ms and the number of the 

FFT was chosen as 512. The parameters for the spectrogram were determined heuristically during the 

experimental works. After these sampling procedures, 8,842 spectrogram images were constructed for 

ALS class and 13,420 spectrogram images were recorded for healthy class. Fig. 2 shows sample 

spectrogram images from both ALS and healthy classes. While the first row of the Fig. 2 shows the ALS 

EMG images, the second row shows the healthy EMG images. 

 

   

   

Figure 2. Spectrogram images for the ALS and healthy classes. The first row shows sample 

images from ALS class and the second row shows sample images from healthy class 

 

For fine-tuning of the CNN model, the mini batch size was chosen as 10 and the initial learning 

rate was assigned as 0.0001. The initial learning rate was chosen small enough to slow down learning 

in the transferred layers. The maximum epoch number was set to 7 and the CNN model was trained by 



         Vol 8, Number 2, 2018   
         European Journal of Technic (EJT)   

ISSN: 2536-5134 

183 

 

stochastic gradient descent with momentum. The training procedure is ended around 6,000 iterations. 

Fig. 3 shows the training progress of fine-tuned AlexNet model. While the first row shows the deviation 

of the accuracy against iterations, the second row shows the loss deviation against iterations. It is worth 

to mentioning that cross validation test was not applied for transfer learning. The 75% data was used for 

fine-tuning of the AlexNet model and the rest 25% was used for testing the fine-tuned CNN model. 

Figure 3. The training progress of fine-tuned AlexNet model 

 

The obtained results were evaluated based on sensitivity, specificity and accuracy criterions 

respectively as shown in Table 2. In addition, the confusion matrix is given in Table 1. 

 

Table 1. The confusion matrix 

 ALS Healthy 

ALS 2158 60 

Healthy 68 3287 

 

As seen in Table 2, 97.70% accuracy, 97.29% specificity, and 97.97% sensitivity values were 

obtained. 

Table 2. Performance criteria of proposed method 

Method Sensitivity Specificity Accuracy 

Transfer learning 97.97% 97.29% 97.70% 

 



         Vol 8, Number 2, 2018   
         European Journal of Technic (EJT)   

ISSN: 2536-5134 

184 

 

Performance comparison of the proposed method with some other methods from literature was 

given in Table 3. As seen in Table 3, the proposed method outperformed for sensitivity and accuracy 

evaluation metrics and Sengur et al.’s method produced best specificity value. The proposed method’s 

accuracy was 0.9%, 2.7%, and 5.2% higher than Sengur et al.’s, Mishra et al.’s and Doulah et al.’s 

methods, respectively. 

 

Table 3. Performance comparison with other methods. The bold case shows the best values  

Method Sensitivity Specificity Accuracy 

Doulah et al. [4] 76.00% 98.00% 92.50% 

Mishra et al. [5] 93.00% 92.50% 95.00% 

Sengur et al.[6] 94.80% 98.80% 96.80% 

Proposed method 97.97% 97.29% 97.70% 

5. Conclusions 

In this paper, transfer learning is used to detect ALS disease from EMG signals. EMG signals are 

segmented with an overlapped window and then transformed into the time–frequency images. The 

spectrogram images were used as input of CNN. Therefore the input images were scaled with 227×227 

dimensions.The pre-trained AlexNet model is used for fine tuning. For fine-tuning of the CNN model, 

the mini batch size was chosen as 10 and the initial learning rate was assigned as 0.0001. The initial 

learning rate was chosen small enough to slow down learning in the transferred layers. The maximum 

epoch number was set to 7 and the CNN model was trained by stochastic gradient descent with 

momentum. The obtained classification results are evaluated based on some metrics such as accuracy, 

sensitivity, and specificity. The evaluation metrics show the efficiency of the transfer learning in 

detection of the ALS disease. We further compare the obtained results with some of the published 

results. Comparisons show that the proposed method is outperformed. It is worth to mentioning that the 

fine-tuning procedure is depended on the number of input data. In addition, the training procedure is 

time-consuming and necessitates strong GPU devices. 
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Abstract— Today, optical character recognition technology is not so 

advanced as to compete with human perception ability. Parameters such as 

scene complexity, irregular lighting conditions, skewness, blur and distortion, 

aspect ratios, perspective impairment, fonts, multilingual environments 

negatively affect the success of the optical character recognition technology. 

The aim of this article is to create an algorithm that can resolve irregular 

words whose characters' scales and rotations are modified. In the algorithm, 

fractal dimension tool, a fast and stable recognition method, is used. From 

this viewpoint it is desired to make optical character recognition technology 

closer to human perception. In order to analyze the algorithm, fractal 

dimension and image compression data of big, and small alphabetic 

characters in the tahoma font were recorded in the database. Then, using 

these characters, irregular word images were obtained. These images, were 

analyzed by the algorithm built in matlab program and the results were 

obtained. 

Key words: Fractal Dimension, Pattern Recognition, Optical Character 

1. Introduction 

Optical Character Recognition (OCR) is the process of replacing or converting a document 

containing text or any text, such as handwriting, printed, or scanned document images, into an editable 

digital format for deeper and further processing. Today, the recognition of machine characters has 

largely been solved [1], but OCR technology is not as advanced as to be able to compete with the human 

perception ability. Effects such as scene complexity, irregular lighting conditions, skewness, blur and 

distortion, aspect ratios, perspective disturbance, typeface, multilingual environments negatively affect 

OCR technology's ability [2]. 

 

There are many studies on the fractal dimension in the literature, but studies on texts are limited. 

The foundation is based on fractal dimension; Finding text distortion in the image [3], detection of fonts 

in Arabic texts [4], detection of which text is written in alphabet [5], text detection and recognition from 
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mobile video images [6]. However, there is no fractal dimension-based approach that can improve 

recognition of rotated characters, one of the weaknesses of optical character recognition technology. 

The aim of this study is to develop an algorithm that can enable the recognition of words that are rotated 

to their characters. For this purpose, two important applications of the fractal dimension, a powerful and 

rapid recognition tool; box counting method and image compression are the basis of the designed 

algorithm [7,8]. 

2. Phases of the Algorithm 

The first phase of the algorithm begins with a character determination process. This determination 

process is specifically designed for the designed algorithm. The next step is the image compression 

phase. In this way, images becomes independent from scale and rotation. The third phase is the 

calculation of the fractal dimension. The final stage is the interpretation of the data and the realization 

of the character recognition process [7].  

Each character is passed through the above mentioned stages in order to analyze the word that 

forms the image.  

This algorithm was developed in the MATLAB program, which was tested for irregular words 

consisting of large and small alphabetic characters defined in the Tahoma font.  

2.1. Determination of Characters 

Characterization is specially designed for this algorithm. An example of a Word, formed 

irregularly is given in Fig.1. 

 

 

Fig. 1. Irregular vocabulary example 

 

In this example, the image is encoded in binary form. For characterization, the image columns are 

scanned from top to bottom and from left to right, respectively. The first black pixel detected is used as 

the starting pixel of the first character boundary to be tested. To obtain the boundaries of the character 

whose starting point is determined, the boundary pixels of the character in the clockwise direction are 

found. Thus, the boundary of the character is extracted. 
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Fig. 2. Directions used when determining the boundary for a character 

 

The directions in Fig. 2 are used when determining the boundaries of the character. Some 

important situations are need to be known for the boundary detection algorithm. When the starting pixel 

is detected, the first direction of motion is H6. The determination of the next boundary pixel is depended 

on the direction of the previous movement. 

For example, find the next boundary pixel for the boundary pixel with the final direction of motion 

H6; 

The direction of movement can not be H2, because the aim is to determine the limit of the 

character in clockwise direction. Since  H2 means that the movement is returned to the direction where 

it comes from. For the clockwise determination of the border, the pixels of the H3-H4-H5-H6-H7-H8-

H1 must be tested sequentially. Always if the corresponding pixel is within the boundary of the 

character, then the direction of the last movement will be through this pixel. For example, when the 

directions are tested if the pixel in the H5 direction is found to be black, the final direction of motion is 

determined as H5. This process continues until the starting pixel is the same as the pixel specified after 

the last transaction. Thus a closed boundary of the character is obtained. Tab. 1. shows the directions in 

which the pixels should be tested, respectively, according to the direction of the final motion. 

 

Tab.1. Pixel directions to be tested by last motion direction 

 

Last Movement Direction Pixel Aspects Needed to Test Sequentially 

H1 H6-H7-H8-H1-H2-H3-H4 

H2 H7-H8-H1-H2-H3-H4-H5 

H3 H8-H1-H2-H3-H4-H5-H6 

H4 H1-H2-H3-H4-H5-H6-H7 

H5 H2-H3-H4-H5-H6-H7-H8 

H6 H3-H4-H5-H6-H7-H8-H1 

H7 H4-H5-H6-H7-H8-H1-H2 

H8 H5-H6-H7-H8-H1-H2-H3 

When the algorithm is executed according to the rules in table 1, the boundary in Fig. 3 is 

obtained. 
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Fig. 3. Determining the boundaries of the first character 

 

The boundary of the first character is shown in the Fig. 3. All the data located in the bounds of 

the specified character is taken from the original image as in Fig. 4.  Thus, the defined character is 

separated from the original image. For the next character recognition operation, the previously specified 

character is subtracted from the original image and this is shown in Fig. 5. 

 

 

Fig. 4. Retrieving the first character data from the original image 

 

 

Fig. 5. Previously specified character is removed from the original image  for the next step 
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2.2. Image Compression 

It is possible to make the recognition process independent from the scale and the rotation by using 

picture compression, one of the image processing applications of fractals [9]. 

In order to make the character independent from the rotation, pre-processing should be done. First, 

the character specified from the original image is subjected to rotation from 1 to 90 degrees. After each 

1 degree rotation, the area associated with the character as in Fig. 6 is calculated as (x2-x1) * (y2-y1) 

[7]. 

 

 

Fig.6. Rotated character 

The smallest angle value is obtained as a result of these transformations and the character is 

rotated by the determined angle value. As a result of this process, 4 different results can be obtained. 

These results are shown in Fig. 7. 

 

 

Fig. 7. Cases that may occur after rotation transactions applied to the character 

 

A large number of results means that a large number of transactions are being made in the 

recognition phase. the number of results can be reduced by half with a simple process; If the character's 

width is greater than the height, the character is repeated with a rotation of 90 degrees, otherwise it is 

left in its current position. In this way, the number of results is reduced to two, which is shown  in Fig. 

8 [7]. 
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Fig. 8. Reduction of results  

In the final stage of image compression, the domain of the character is found; the result obtained 

by applying rotation is placed as in Figure 9, which is equal to the size of a 256x256 Pixel white image, 

and the width is centered on it. A 256x256-Pixel white image can be larger or smaller. As this field 

grows, the domain of the character is better calculated. However, the growth of this area means the 

increase in the transaction load. 

 

 

Fig. 9. Finding the character domain 

 

Then the resulted image is divided into equavelent sections consisting of 8x8 64 squares and 

enumerated as in Fig. 9. Section overlapping with character is assigned "1" whereas "0" is assigned to 

non-overlapping parts. Thus, the 64 bit character domain data is generated and this data is stored in the 

database for using in the recognition phase. 

2.3. Finding a Fractal Dimension with Box Counting Method 

The box counting method can be used not only to find the fractal size of the fractal, but also to 

detect fractal size of non-fractal objects and characters [10]. 

The image is usually divided into parcels of 32x32, 16x16, 8x8, 4x4 or 2x2 pixels to find the 

fractal dimension of an object or a character. The smaller the size of the section, the more accurate the 

calculated fractal dimension will be [11,12,13]. 

 

𝐹𝑟𝑎𝑐𝑡𝑎𝑙 𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 =
log(𝑁)

log (
1
𝑠

)
                                (1) 

 

where N is the number of sections affected by the image, whereas 1/s represents the inverse of 

the parcel fields. 
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Fig. 10. 16x16 Pixel parcelled image 

In Fig. 10 and Fig. 11, the fractal dimension is calculated for different section sizes. the fractal 

dimension is equal to the slope in the chart as shown in the shapes,. The bigger the slope, the more 

fractal the object is. The complexity of the image increases as the fractness increases.  

 

Fig. 11. 8x8 Pixel parcelled image 

When it is desired to define a character or object, desicion made just by looking at the fractal size 

or only the domain is not the right approach. For this reason, for more accurate results, the 64-bit domain 

data and the character's fractal dimension are stored in the database when defining characters. 

 

2.4. Character Recognition 

In the first step of the algorithm, the character is determined and the fractal dimension of the detected 

character is calculated. Then, the characters that have similar fractal dimensions are compared with the 
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both normal, and 180 degrees rotated domains, shown as in Fig. 12, of the character, found in recognition 

process. 

 

Fig. 12. Domains for the character 

As a result of this comparison the character is assigend to the domain of a character  with respect 

to which the character is most similar, wit ha condition that it does not exceed a specific error margin. 

The same actions are repeated for all characters that make up the image. By combining the characters 

that are resolved sequentially, the irregular word is solved.   

3. Conclusions 

In order to test the algorithm, sample irregular words were used in Tahoma font. The generated 

images can be seen in Fig. 13 ,14, 15, 16. The characters that make up the words in different scales, 

different rotations, case sensitive, various locations were tested. No interference was performed to 

eliminate noise in the algorithm and noise-free images were used for the test. 

As a result of the tests, it is observed that this algorithm based on fractal size has achieved 

successful results. Thanks to this algorithm, optical character recognition technology can be made more 

stable against character rotation. Thus, optical character recognition technology is projected to be one 

step closer to human perception. 

 

 

Fig. 13. Resolving of the irregular ‘rOTatED’ word 
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Fig. 14. Resolving of the irregular ‘CoMPLeX’ word 

 

 

 

Fig. 15. Resolving of the irregular ‘BAtmaN’ word 

 

 

 

Fig. 16. Resolving of the irregular ‘DICLE’ word 
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The need for new energy sources has increased due to reasons such as the 

development of technology, the increase in electricity demand, the decrease of 
fossil resources, and environmental pollution. Renewable energy sources are 

self-renewing, friendly, and clean energy sources. Microgrids are small power 

energy networks consisting of renewable and non-renewable energy sources, 
batteries, inverters, and loads. They can be operated connected to the network 

and independently from the network. Metaheuristic methods are algorithms that 

can achieve optimum results in the search space. In this study, optimization of a 
microgrid composed of a wind turbine, solar panel, diesel generator, inverter, 

and loads has been investigated with multi-objective hybrid metaheuristic 

algorithms. Optimization is aimed at reducing emissions, increasing reliability, 
and optimizing energy resources. Swallow Swarm Optimization (SSO) and 

Hybrid Particle Swallow Swarm Optimization (HPSSO) with different iterations 

and populations are compared for the first time. 
 

Key words: Microgrid, Metaheuristic algorithms, SSO, HPSSO. 

 

1. Introduction 
 

Scientists have been in search of different power networks due to increasing social demands and insufficient 
existing power networks, and in order to improve reliability and quality [1]. For these reasons, significant 

changes have occurred in the electrical systems of developed countries. These changes have increased the 

use of renewable energy sources. However, in recent years, importance has been given to the use of 
renewable energy to ensure a broad liberalization of the electricity market and to preserve the quality of 

energy supplied to consumers [2]. 

 Distributed production units have arisen due to environmental problems, market regulation, 
incentive policies, and the increase in global electricity demand. Distributed production units have many 

advantages such as increasing reliability, reducing power losses, improving power quality, and integration 

of renewable energy sources. However, these production units also have negative effects such as network 
security, system voltage, power system control, and power balance [3].  
 Renewable energy sources are often used as an alternative energy source in modern power systems. 

[4]. These energy sources are solar, wind, geothermal, biomass, and tidal. Many countries aimed at 
exceeding 20% of the power consumption used by renewable energy sources by 2020 [5]. As these energy 

sources have many advantages, these resources have some disadvantages such as proper working with other 
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production units. Some of the disadvantages caused by these sources are system voltage and frequency 
regulation, maintenance, and protection of renewable energy sources, network-dependent and grid-

independent mode control arrangement [4]. 

  Microgrid consists of distributed energy sources, storage units, inverter, and loads. These networks 
significantly increase the reliability of power systems in case of a power cut or if part of the network requires 

electricity. A well-designed distribution system can deal with load and systemic failures [6]. A microgrid 

can operate as connected to the network or independent of the network. Each distribution unit is connected 
to the microgrid via an interface inverter. The primary responsibility of the interface inverter is to regulate 

the frequency and amplitude of the output voltage, and thus to provide active and reactive power sharing. 

However, it can be used to improve the power quality of these inverters by selecting an appropriate control 
scheme [7]. A general power system uses battery energy storage units to avoid power outages and power 

fluctuations caused by environmental factors. Renewable energy is converted to DC and stored with energy 

storage elements and then converted to AC. This approach can easily adapt to existing electrical 
installations and accelerate the use of renewable energy [5]. 

 Most engineering optimization problems are often difficult to solve, and many methods try to solve 

these complex problems. In these problems, the search space depends on the problem size. For this reason, 
traditional optimization methods do not provide a suitable solution for complex non-linear problems. For 

this reason, many metaheuristic algorithms are designed to solve such type of problems. Researchers have 

used metaheuristic algorithms to come up with complex problems such as timing problems, data clustering, 
image and video processing, and constructing neural networks [8]. The metaheuristic algorithms are global 

optimization methods that mimic natural phenomena and social behaviors. For example, biological 

evolution, thermal annealing, animal behavior, improvised music, swarming behavior, and so on. Two 
important features of these optimization methods are diversification and intensification. Diversification 

allows the optimizer to discover the search space more efficiently [9]. Intensification serves to explore the 

best available solutions and to select the best candidate designs. Specific objectives of the development of 
modern metaheuristic algorithms are to solve problems faster, to solve complex problems and to obtain 

more robust methods. Nevertheless, nature is a major source of inspiration to propose new metaheuristic 

approaches [10]. 
 

2. Swallow Swarm Optimization 
  

There are three types of particles in this algorithm. The explorer particle, the aimless particle, and the 

leading particle. These particles move parallel to each other and are always in interaction. Every particle in 

the colony is responsible for directing the colony to a better state. Fig. 1 shows the particle types. 
 

 Explorer particle:  

The most important part of the colony is the explorer particles. Their primary responsibility is to make an 

exploration of space. The swallow emits a different tone of voice when the extract reaches the point of the 
candle and plays a role as chief leader [11]. 
 

 Aimless particles: 

 

These particles are the worst particles when compared to other particles in the colony. The responsibilities 

of them in the group are randomly researching and exploration of the problem space. However, they have 
not any information about the position of the head leader and the local leader [12]. The equation of the 

update step for the aimless particle is shown in Eq. 1. In this equation, 𝑂𝑖
𝑘 represents the aimless particle, 

rand is a random number between 0 and 1; 𝑚𝑖𝑛𝑠  is the lower limit of variables, and 𝑚𝑎𝑥𝑠 is the upper limit 
of the variables. 

 

                                               𝑂𝑖
𝑘+1 = 𝑂𝑖

𝑘 + [𝑟𝑎𝑛𝑑(−1,1) ∗
𝑟𝑎𝑛𝑑(𝑚𝑖𝑛𝑠,𝑚𝑎𝑥𝑠)

1+𝑟𝑎𝑛𝑑()
                                          (1) 

 

 Leading particles:  
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These particles are called leaders in the SSO algorithm. Their location and quantities may vary at each 
level. These particles can be distributed or collected in the search space. The local leader is defined as the 

best leader of the sub-colonies. In the swallow, thousands of members colony are divided into a series of 

sub-colonies. These sub-colonies have a leader. This leader can be changed repeatedly by wiser and more 
powerful swallows. Lead swallow is the closest to food and resting places. The task of this leader is to guide 

other colony members [13]. The position update step of a principal leader is shown in equation Eq. 2. The 

acceleration coefficient update step equation is expressed in Eq. 3 and Eq. 4. Position update step equation 
and explorer particle update step equation are shown in Eq. 5 and Eq. 6 respectively. In these 

equations, 𝑉𝐻𝐿𝑖 is velocity vector of head leader, ∝𝐻𝐿 is acceleration coefficient, 𝑒𝑏𝑒𝑠𝑡 is the best value of 

the particle, 𝑒𝑖 is the explorer particle, 𝛽𝐻𝐿 is used for acceleration coefficient, 𝐻𝐿𝑖 is a head leader, and 

𝑉𝐿𝐿𝑖  is local leader. 
 

                           𝑉𝐻𝐿𝑖+1 = 𝑉𝐻𝐿𝑖 + 𝛼𝐻𝐿𝑟𝑎𝑛𝑑()(𝑒𝑏𝑒𝑠𝑡 − 𝑒𝑖) + 𝛽𝐻𝐿𝑟𝑎𝑛𝑑()(𝐻𝐿𝑖 − 𝑒𝑖)                       (2) 
 

 

                              

{
  
 

  
 

∝𝐻𝐿= 𝑖𝑓(𝑒𝑖 = 0||𝑒𝑏𝑒𝑠𝑡 = 0 → 1.5

𝛼𝐻𝐿 = 𝑖𝑓(𝑒𝑖 < 𝑒𝑏𝑒𝑠𝑡)&&((𝑒𝑖) < 𝐻𝐿𝑖) →
𝑟𝑎𝑛𝑑()𝑒𝑖

𝑒𝑖×𝑒𝑏𝑒𝑠𝑡

  𝑒𝑖 , 𝑒𝑏𝑒𝑠𝑡 ≠ 0

∝𝐻𝐿= 𝑖𝑓(𝑒𝑖 < 𝑒𝑏𝑒𝑠𝑡)&&((𝑒𝑖) > 𝐻𝐿𝑖) →
2×𝑟𝑎𝑛𝑑()𝑒𝑏𝑒𝑠𝑡

1 (2×𝑒𝑖)⁄
   𝑒𝑖 ≠ 0

∝𝐻𝐿= 𝑖𝑓(𝑒𝑖 > 𝑒𝑏𝑒𝑠𝑡) →
𝑒𝑏𝑒𝑠𝑡

1 (2×𝑟𝑎𝑛𝑑())⁄

}
  
 

  
 

                        (3) 

 

                                

{
  
 

  
 

𝛽𝐻𝐿 = {𝑖𝑓(𝑒𝑖 = 0||𝑒𝑏𝑒𝑠𝑡 = 0) → 1.5

𝛽𝐻𝐿 = 𝑖𝑓(𝑒𝑖 < 𝑒𝑏𝑒𝑠𝑡)&&(𝑒𝑖 < 𝐻𝐿𝑖) →
𝑟𝑎𝑛𝑑()𝑒𝑖

𝑒𝑖×𝐻𝐿𝑖
  𝑒𝑖 , 𝐻𝐿𝑖 ≠ 0

𝛽𝐻𝐿 = 𝑖𝑓(𝑒𝑖 < 𝑒𝑏𝑒𝑠𝑡)&&(𝑒𝑖 > 𝐻𝐿𝑖) →
2×𝑟𝑎𝑛𝑑()𝐻𝐿𝑖

1 (2×𝑒𝑖⁄ )
  𝑒𝑖 ≠ 0

𝛽
𝐻𝐿
= 𝑖𝑓(𝑒𝑖 > 𝑒𝑏𝑒𝑠𝑡) →

𝐻𝐿𝑖
1 (2×𝑟𝑎𝑛𝑑())⁄ }

  
 

  
 

                            (4) 

 

                                                             𝑉𝑖+1 = 𝑉𝐻𝐿𝑖+1 + 𝑉𝐿𝐿𝑖+1                                                                 (5) 

 

                                                               𝑒𝑖+1 = 𝑒𝑖 + 𝑉𝑖+1                                                                           (6) 
 

 

 
Figure 1. Types of particles [13] 
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3. Hybrid Particle Swallow Swarm Optimization (HPSSO) 
 

 HPSSO contains two key features of the SSO added to the basic PSO equation when specific sub-

colonies and particles for specific tasks are considered. Similar to SSO, there are leaders (head leader, local 

leader), explorers and aimless particles. The size of the population is determined by the aimless particles 
and sub-colonies. The HPSSO starts with a random speed set and a random set of particles in the search 

area. The position and speed of each particle are constantly updated to search for the optimal solution. The 

best particle is identified as the head leader. The next particles are set from top to bottom in the position of 
local leaders. Aimless particles are selected from the worst individuals from top to bottom. The remaining 

particles are set as explorers. Each explorer particle occurs when the updated velocity vector is added to 
the current position of this particle. Compared to the PSO, it contains an additional term to describe the 

contribution of local leaders [14]. The position update step equation is shown as Eq. 7, and speed update 

step equation is shown as Eq. 8. 
 

                                                            𝑋𝑖
𝑘+1 = 𝑋𝑖

𝑘 + 𝑉𝑖
𝑘+1                                                                  (7) 

 

                       𝑉𝑖
𝑘+1 = 𝜔𝑉𝑖

𝑘 + 𝑐1𝑟1(𝑃𝑖
𝑘 − 𝑋𝑖

𝑘) + 𝑐2𝑟2(𝑃𝑔
𝑘 − 𝑋𝑖

𝑘) + 𝑐3𝑟3(𝑃𝑙(𝑖)
𝑘 − 𝑋𝑖

𝑘)                       (8) 

  

𝑃𝑙(𝑖)
𝑘  is the local leader of the lower colony of the ith particle, 𝑟3  is a random number in the range 

(0,1). 𝑐3 is the learning factor that controls proximity perception and 𝜔 is the inertia weight that controls 
the effect of the previous velocity.  

 In each iteration, the position of a particle within a sub-colony can be changed to move away from 

the current local leader and join another group. The distance between each explorer particle and a local 
leader is used to determine the sub-colony of each explorer particle in the group of the nearest local leader 

[15]. Distance update is shown in Eq. 9 and Eq. 10.  

 

                                                   𝑑𝑖𝑠𝑡𝑖,𝑗 = |𝑋𝑖 − 𝑃𝑖,𝑗|, 𝑗 = 1,2, ……… , 𝑁𝑠𝑢𝑏−𝑐𝑜𝑙𝑜𝑛𝑦                                 (9)                   

 

                                 𝑑𝑖𝑠𝑡𝑖,𝑗 = √(𝑋𝑖
1 − 𝑃𝑖,𝑗

1 )2+ (𝑋𝑖
2 − 𝑃𝑖 ,𝑗

2 )2+⋯ . . +(𝑋𝑖
𝑛𝑔
− 𝑃𝑖,𝑗

𝑛𝑔
)2                             (10) 

 

𝑛𝑔  is the number of design variables. 𝑑𝑖𝑠𝑡𝑖,𝑗 is the distance between the explorer particle i and the 

local leader j. Three possible options are taken for aimless particles.  
 As in SSO, they only make a random search. 

 They perform a local search in the area of the local leader. 

 They dynamically search within the region where the global leader is located. 

 If option two is chosen, the number of aimless particles coincides with the number of sub-colonies, 

and aimless particles may not identify each sub-colony. In this case, the distance between the worst particle 
and the local leaders is the criterion for the assignment of the aimless particle.  
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                                                      Figure 2. Flowchart of the HPSSO algorithm [14] 

 

 

4. Simulation Results 
4.1. Fitness Function 

 

The fitness function provides the most appropriate solution for multi-objective optimization. The fitness 

function is given in Eq. 11. In this equation,  𝑃𝐿  represents the sizing of distributed energy sources, LPSP is 

power supply loss, and RF is an environmental factor. The upper and lower limit of the problem are given 

in Eq. 12. 

 

 

                                                             𝐴 =
1

(0.6∗𝐿𝑃𝑆𝑃)+(0.2∗𝑅𝐹)+(0.2∗𝑃𝐿)
                                                    (11) 

 

                                                          {

0 < 𝑃𝑠𝑜𝑙𝑎𝑟 𝑝𝑜𝑤𝑒𝑟 𝑝𝑙𝑎𝑛𝑡 ≤ 8000

0 < 𝑃𝑤𝑖𝑛𝑑 𝑡𝑢𝑟𝑏𝑖𝑛𝑒 ≤ 4500
0 < 𝑃𝑑𝑖𝑒𝑠𝑒𝑙 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 ≤ 1500

}                                                  (12) 

 

4.2. Comparison of SSO and HPSSO in terms of iteration  

 

SSO and HPSSO algorithms were executed with different number of iterations as 100, 250, and 400 in three 

different cases. Each algorithm was executed 30 times and the mean values were taken. The fitness value 

graph for SSO algorithm with 100 iterations has been demonstrated in Fig. 2. The power values of the 
microgrid, renewable and non-renewable energy sources, the battery and the residual load to be supplied 
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are shown in Table 1. These initial values are values that algorithms do not optimize. The algorithm 

parameter is 𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛=100. 

 

                                Table 1. The initial power values  

 

Problem parameters Values 

𝑃𝑟𝑒𝑠𝑖𝑑𝑒𝑛𝑐𝑒 𝑙𝑜𝑎𝑑 1000 kW 

𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦 4000 kW 

𝑃𝑏𝑎𝑡𝑡𝑒𝑟𝑦 𝑙𝑜𝑎𝑑 3600 kW 

𝑃𝑠𝑜𝑙𝑎𝑟 𝑝𝑜𝑤𝑒𝑟 𝑝𝑙𝑎𝑛𝑡 8000 kW 

𝑃𝑤𝑖𝑛𝑑 𝑡𝑢𝑟𝑏𝑖𝑛𝑒 4500 kW 

𝑃𝑑𝑖𝑒𝑠𝑒𝑙 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑜𝑟 1500 kW 

 

 
Figure 3.  The fitness values obtained from the SSO algorithm in case of maximum 100 

iterations 

 
 When the SSO algorithm is executed with 100 iterations, the obtained optimized power values for 

the solar power plant, the wind turbine, and the diesel generator are 4708.24 kW, 2355.65 kW, and 3076.029 

kW respectively. 

 
    Figure 4.  The fitness value graph for the SSO algorithm when the maximum number of iterations equals to 250 
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 The obtained power values for the solar power plant, the wind turbine, and the diesel generator are 
4625.96 kW, 2587.776 kW, and 3162.65 kW respectively after 250 iterations of SSO. In Fig. 3, the fitness 

values versus iteration numbers are shown.  

 
Figure 5.  The fitness value for  𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 400  in the SSO algorithm 

  

When the SSO algorithm is executed with 𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 400; the power values of the solar power 
plant, the wind turbine, and the diesel generator are 4988.17 kW, 2807.22 kW, 2692.87 kW. In Fig. 4, the 

fitness value versus the number of iterations is shown for 𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 400.  
 

 
Figure 6.  The fitness value for  𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 100  in the HPSSO algorithm 

 

 The obtained optimized power values for the solar power plant, the wind turbine, and the diesel 
generator are 3594 kW, 2294.029 kW, and 3826.79 kW after 100 iterations of HPSSO. In Fig. 5, the fitness 

value and the number of iterations is shown for 𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 100.  
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Figure 7.  The fitness value graph for the HPSSO algorithm when the maximum number of iterations equal to 250  

  

When the HPSSO algorithm is run with 𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 250, the optimized power values for the solar 
power plant is the wind turbine is and the diesel generator is 3776.21 kW, 2462.21 kW, and 3675.81 kW 

respectively. In Fig. 6, the fitness value versus the number of iterations is demonstrated for the HPSSO 

algorithm.  
 

 
Figure 8.  The fitness value for  𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 400  in the HPSSO algorithm 

                                 
The values of 3219.8 kW, 2173.37 kW, and 4253.42 kW have been obtained from the optimized 

power values for the solar power plant, the wind turbine, and the diesel generator respectively when the 

HPSSO algorithm is executed with 400 iterations. In Fig. 7, the fitness value versus the number of iterations 
is demonstrated for the HPSSO algorithm. Power values for different iterations of the SSO and HPSSO 

algorithms are given in Table 2. As seen in Table 2, as the number of iterations is increased in SSO 
algorithm, the power values of the solar power plant and wind turbine are increased. The best results in the 

HPSSO algorithm are achievable for 𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 60. 
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Table 2. Comparison of iteration values of SSO and HPSSO 

 

 Solar Power Plant Wind Turbine Diesel Generator 

𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑆𝑆𝑂 = 100 4708.24 kW 2355.65 kW 3076.029 kW 

    𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝐻𝑃𝑆𝑆𝑂 = 100 3594 kW 2294.029 kW 3826.79 kW 

𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑆𝑆𝑂 = 250 4625.96 kW 2587.776 kW 3162.65 kW 

    𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝐻𝑃𝑆𝑆𝑂 = 250 3776.21 kW 2464.21 kW 3675.81 kW 

𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑆𝑆𝑂 = 400 4988.17 kW 2808.22 kW 2692.87 kW 

    𝑛𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝐻𝑃𝑆𝑆𝑂 = 400 3219.8 kW 2173.37 kW 4253.42 kW 

 

4.3. Comparison of SSO and HPSSO in terms of population 

 
Three different population number values were selected as 20, 60, and 100 for the SSO and HPSSO 

algorithms. Each algorithm was run 30 times and mean values were taken. Table 1 presents the problem 

parameters. The maximum number of iterations is selected as 400. 
 

 

Figure 9.  The fitness value for  𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 20  in the SSO algorithm 

 

 When the number of population of SSO algorithm is selected as 20; the obtained power values for 

the solar power plant, the wind turbine, and the diesel generator are 5948.833 kW, 2502.78 kW, and 2218.05 
kW respectively. Fig. 8 shows the fitness value versus the iterations for the SSO algorithm. 

 

 

 
Figure 10.  The fitness value changes for a maximum number of population 60 in the 
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                                                SSO algorithm          

 
 The values of 6193.61 kW, 2761.58 kW, and 1861.651 kW have been obtained for optimized power 

values for the solar power plant, the wind turbine, and the diesel generator with SSO algorithm using 60 

search agents. Fig. 9 shows the fitness value and the number of iterations for 𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 60.  

 

 
Figure 11.  The fitness value change with 100 individuals in the SSO algorithm 

 

When the SSO algorithm is executed with 𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 100; the values of 4988.17 kW, 2807.22 

kW, 2692.87 kW have been obtained for the power values of the solar power plant, the wind turbine, and 

the diesel generator respectively. Fig. 10 shows the fitness value and the number of iterations for 

𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 100.  

 

Figure 12.  The fitness values change with 20 individuals in the HPSSO algorithm 

 

 When the HPSSO algorithm is run with 20 individuals; the optimized power values for the solar 
power plant, the wind turbine, and the diesel generator are 2649 kW, 1959.511 kW, and 4947.75 kW are 

obtained respectively. Fig. 11 shows the fitness value and the number of iterations for 𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 20. 
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Figure 13.  The fitness values change in the HPSSO algorithm with 60 individuals 

 

When the HPSSO algorithm is run with 60 individuals; the values of 2577.43 kW, 1641.04 kW, 

and 5375.14 kW have been obtained for the optimized power values of the solar power plant, the wind 
turbine, and the diesel generator. Fig. 12 shows the fitness value and the number of iterations for 

𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 60.  

 

 

Figure 14.  The fitness value change with 100 individuals in the HPSSO algorithm 

 When the HPSSO algorithm is executed with 100 individuals; the values of the power values for 

the solar power plant, the wind turbine, and the diesel generator are 3219.8 kW, 2173.37 kW, and 4253.42 

kW are obtained. Fig. 13 shows the fitness value and the number of iterations for 𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 100.  

The power values for the different population size of the SSO and HPSSO algorithm are given in 

Table 3. The HPSSO algorithm yields better results as the population size increases. The SSO algorithm 

achieved good results for all population values However, this algorithm has given the best results for 

𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 = 60.  
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 Table 3. Comparison of population values of SSO and HPSSO 

 

 Solar Power Plant Wind Turbine Diesel Generator 

𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑆𝑆𝑂 = 20 5948.83kW 2502.78kW 2218.05kW 

    𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝐻𝑃𝑆𝑆𝑂 = 20 2649kW 1959.51kW 4947.75kW 

𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑆𝑆𝑂 = 60 6193.61kW 2761.58kW 1861.651kW 

   𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝐻𝑃𝑆𝑆𝑂 = 60 2577.43kW 1641.04kW 5375.14kW 

 𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑆𝑆𝑂 = 100 4988.17kW 2807.22kW 2692.87kW 

 𝑛𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝐻𝑃𝑆𝑆𝑂 = 100 3219.8kW 2173.37kW 4253.42kW 

 

5. Conclusions 

 In this study two new metaheuristic algorithms, namely SSO and HPSSO, have been designed as 

solution search methods for the problem reducing the emission, increasing reliability, and optimizing the 

sizing of the microgrid for the first time. A microgrid consisting of 8 MW solar panel, 4.5 MW wind turbine, 

15 MW diesel generator, and 4 MW battery has been taken into consideration. The microgrid feeds a 10MW 

network. In Turkey, the inductive reactive penalty limit is 33% for facilities with a connection power of 

less than 50KVA. In our system, there is a residence as a load and this ratio is not exceeded and only active 

power is taken into consideration and all calculations are made accordingly. 

The results have been obtained by running SSO and HPSSO algorithms on three different iterations 

as 100, 250, and 400. The SSO algorithm has given the best solution with 400 iterations. The best results 

of 4988.17 kW, 2808.22 kW, and 2692.87 kW for the solar panel, wind turbine, and diesel generator 

respectively have been achieved. The best results have been obtained from the HPSSO algorithm for 250 

iterations. These obtained results for the solar panel, wind turbine, and diesel generator are 3776.21 kW, 

2464.21 kW, and 3675.81 kW respectively. Comparing SSO and HPSSO in terms of different iteration 

values, SSO algorithm has been found to optimize energy resources better. 

The powers of the solar power plant, wind turbine, and diesel generator are also aimed to be 

optimized by the SSO and the HPSSO with three different population sizes like 20, 60, and 100. The SSO 

algorithm obtained optimal results when the population size has been set at 60. These results are 6193.61 

kW, 2761.58 kW and 1861.651 kW for the solar power plant, wind turbine, and diesel generator 

respectively. In the HPSSO algorithm, when the number of population is increased, and the yield is also 

increased. This algorithm has found the results of 3219.8 kW, 2173.37 kW, and 4253.42 kW for the solar 

power plant, wind turbine, and diesel generator using 100 individuals. The SSO algorithm yielded better 

results with less population when compared with HPSSO. This also simplifies the process and shortens the 

process time.  

Novel and efficient metaheuristic algorithms are still being proposed for efficient results for many 

types of problems. Their new, adaptive, hybrid versions with optimized parameters may be used for the 

optimizing of the microgrids. Furthermore, this type of optimization, in fact, contains many objectives and 

thus efficient real multi-objective and many-objective versions of these metaheuristic algorithms may also 

be designed for these types of problems. SSO and HPSSO are two new metaheuristic algorithms. These 

algorithms have been applied by using the different parameters. Both algorithms have shown very good 

significant improvement. These algorithms can improve the solution quality of many complex problems. 

They can also be applied to different engineering problems. 
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