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A Preliminary Study to Evaluate the Reproducibility of Factor
Analysis Results: The Case of Educational Research Journals in
Turkey*

Burak AYDIN ** Mehmet KAPLAN *** Hakan ATILGAN ****
Sungur GUREL *#***>*

Abstract

In quantitative research, an attempt to reproduce previously reported results requires at least a transparent
definition of the population, sampling method, and the analyses procedures used in the prior studies. Focusing on
the articles published between 2010 and 2017 by the four prestigious educational research journals in Turkey, this
study aimed to investigate the reproducibility of the factor analysis results from a theoretical perspective. A total
of 275 articles were subject to descriptive content analysis. Results showed that 77.8% of the studies did not
include an explicit definition of the population under interest, and in 50.9% of the studies, the sampling method
was either not clear or reported to be convenience sampling. Moreover, information about the missing data or a
missing data dealing technique was absent in the 76% of the articles. Approximately, half of the studies were found
to have inadequate model fit. Furthermore, in almost all studies, it could not be determined whether the item types
(i.e., levels of measurement scales) were taken into consideration during the analyses. In conclusion, the majority
of the investigated factor analysis results were evaluated to be non-reproducible in practice.

Key Words: Reproducibility, factor analysis, descriptive content analysis

INTRODUCTION

The Open Science Collaboration (OSC) team reviewed several academic articles published in three
respected psychology journals, investigated the reproducibility of the reported results in a total of 100
experimental or correlational studies, and stated that most of the results in those articles could not be
obtained again (Open Science Collaboration, 2015). This reproducibility crisis was subject to both
negative criticisms (e.g., Gilbert, King, Pettigrew, & Wilson, 2016) and supportive reports (e.g.,
Anderson et al., 2016). The negative criticism by Gilbert et al. (2016) stated that the reproducibility
study by the OSC team had three issues that are sampling error, low statistical power, and bias. Hence
the authors concluded that the OSC team seriously underestimated the reproducibility. This conclusion
however criticized by Anderson et al. (2016) stating that Gilbert et al. (2016)’s study was very optimistic
and based on statistical misconceptions and selective interpretations. Following the crisis, several steps
such as journal policies that encourage to share data sets and the software scripts, and academic
collaborations that promote open science (e.g., Moshontz et al., 2018) have been taken into consideration
to overcome reproducibility issues in scientific research. Especially in social science, negligence in
appropriate use of sample selection procedures and data analysis are the two main sources of error that
may reduce the reproducibility rates of the results.
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The sampling method is an important part of quantitative research because inaccurate representation of
the population can threaten the external validity of the study. Sampling methods can be classified in
various ways (e.g., Balci, 2000, Lavrakas, 2008; Kish, 1965; Levy & Lemeshow, 2013; Neuman, 2013);
however, a most common categorization is known as probability sampling or non-probability sampling
methods. Regardless of the sampling method, the use of inadequately small sample size and the
existence of non-response or response bias (Lewis-Beck, Bryman & Liao, 2004) can result in non-
reproducible findings in quantitative research. In addition, selection bias resulting from the non-
probability-based methods is also another source of non-reproducible results. It is also important to take
the sampling method into consideration when analyzing the data. Sterba (2009) discussed Neyman’s
and Fisher’s frameworks to address sampling techniques when making statistical inferences. Fisher’s
framework requires three prerequisites with non-probability-based sampling methods, a correct
statistical model, a valid distributional assumption, and conditionality. The conditionality assumption is
not satisfied if the sampling technique is not taken into consideration (i.e., clustered or stratified
sampling) and if the non-random sample fails to mimic a random sample due to disproportionally
selected cases. On the other hand, Neyman’s framework was created exclusively for random sampling
methods (Sterba, 2009). Thus, the appropriate selection of sampling method and adequate data analysis
play a vital role to increase reproducibility of research findings.

Inspired by the OSC's work (Open Science Collaboration, 2015) and their definition of the direct
replication as an attempt to recreate the conditions to obtain previous findings, this study aims to show
whether a team of researchers will have difficulties if they attempt to recreate the conditions and
reproduce the results in the educational research articles published by the journals headquartered in
Turkey. Hence, a preliminary study was designed to conduct a descriptive content analysis to investigate
the sampling methods and data analysis procedures in these journals. To create a manageable study, the
content was narrowed to factor analyses.

Factor Analysis in Educational Research

Educational researchers might reach conclusions using scores derived from a measurement tool, and in
such cases, the validity of the conclusions is not independent of the validity of the scores. Scale validity
is a unitary concept; however, evidence to support validity can be sought through several dimensions.
One of these dimensions is known as construct validity (Atilgan, Kan, & Aydin, 2017; Nunnally &
Bernstein, 1994). A psychological construct cannot be defined unless it is measurable (Crocker &
Algina, 1986; Lord & Novick, 1968) and one of the procedures to provide evidence for the construct
validity is the factor analysis. The use of factor analysis in educational research has been popular when
developing a new scale or adapting a scale for cross-validation using confirmatory factor analysis (CFA)
or explanatory factor analysis (EFA). CFA is also common when using a developed scale in quantitative
research. For example, Goktas et al. (2012), focusing on the studies conducted in Turkey, investigated
2111 articles published in 19 journals between 2005 and 2009 and identified a measurement tool in 1794
studies. A similar finding was reported by Karadag (2011) who examined 211 doctoral dissertations
completed between 2003 and 2007. Yilmaz and Altinkurt (2012), Sozbilir, Giiler, and Ciltas (2012),
Selguk, Palanci, Kandemir, and Diindar (2014), Kozikoglu and Senemoglu (2016), Yal¢in, Yavuz, and
Dibek (2016), and Gokmen et al. (2017) also noticed the common use of measurement tools both in
national and international journals. Scale development and adaptation studies are also common in
national journals. For example, Oztiirk, Eroglu, and Kelecioglu (2015) identified 108 adaptation studies
published in 10 journals between 2005 and 2014. The common use of scale development and adaptation
was also noticed by Gul and Sozbilir (2015). Readers interested in further details about factor analysis
and their role in educational research are referred to Acar (2014), Blyukézturk (2002), Cim and Kog
(2013), Erkus (2016), Giivendir and Ozkan (2015), Kline (2015), Oztiirk, Eroglu, and Kelecioglu
(2015), Prudon (2015), Yurdugil and Bayrak (2012), Worthington and Whittaker (2006), and Wright
(2017).

Results obtained with factor analysis are not independent from the sample. For example, Simon (1979)
completed one of the studies that revealed the importance of sample selection in factor analysis. The
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author wanted to draw attention that an attitude scale validated with a sample of university students
could work differently for non-university students. His first sample consisted of 188 students from a
single university, while the second sample consisted of 188 different individuals with the help of a
foundation operating on a national basis. The author used the same factor analysis techniques on two
different samples and reached different factor structures. At this point, it should be noted that, in the
factor analysis, the sample should not represent a country, a territory, or a society, but it needs to
represent the behaviors to be measured. Another study, which put forth the importance of sample
selection in EFA, was completed by Gaskin, Orellana, Bowe, and Lambert (2017). The authors studied
the construct validity of a scale used by the World Health Organization to determine whether individuals
were generally healthy. In a study, in which 31251 individuals over the age of 50 from six different
countries were considered as the population, the authors tested two different sampling methods. In the
first approach, 1000 different samples were selected using simple random sampling to reflect the skewed
distribution of the 31251 individuals’ total health scores. In the second approach, 1000 different samples
were selected with stratified random sampling to reach normally distributed scores. Exploratory factor
analyses were performed on selected samples. With random sampling, generally a single factor solution
was reached, whereas with the stratified sample a two-factor structure was reached. The authors found
the structure obtained by stratified random sampling to be more defensible. These results showed that
the sample can support different factor structures even when using probability-based methods. In
addition, these results emphasize the importance of using prior knowledge about the population in
sampling (Smith, 1983). From the sample perspective, one of the factors that make reproducibility
difficult is using convenience sampling. The convenience sampling method can compromise the
accuracy of the results in exchange for saving time and money (Balci, 2015). The probability that a
sample reached by the convenience sampling method is representative of any population greater than
itself is usually very low. The validity of the results obtained by convenience sampling method has a
high degree of concern, and this has been the subject of several academic studies (Bornstein, Jager, &
Putnick, 2013; Delice, 2010; Landers & Behrend, 2015; Peterson & Merunka, 2014; Tyrer & Heyman,
2016).

After determining a sampling method that can represent the population, another important issue for
reproducibility is the sample size. The sample needs to be sufficiently large to achieve unbiased
estimates in factor analysis. Using an appropriate sample size may vary depending on the complexity of
the factor structure, the magnitude of the factor loadings and the missing data. To determine the
appropriate sample size in their studies, researchers can use the Monte Carlo simulation studies (Wolf,
Harrington, Clark, & Miller, 2013). In other words, the definition of the population, choice of the
sampling method and the sample size play an important role in factor analysis, and they affect the
accuracy of the psychometric properties of the measurement tool. The factors obtained by factor analysis
are affected by the sample (Kline, 2015; Thompson, 2004).

From a technical point of view, factor analysis is a dimension reduction process. The responses to n
different questions in a scale form an n x n covariance matrix, and the factor analysis searches for a
solution to produce this matrix using a smaller number of variables (Crocker & Algina, 1986). In other
words, the variance with the n different variables is tried to be represented by a smaller number of
variables, i.e., factors. This dimension reduction process can be quite complex depending on, for
example, the number of questions, the relationship between items, how the missing data is handled, and
the characteristics of the estimation method. Several sources address all the technical parts of factor
analysis (e.g., Blyukoztirk, 2002; Crocker & Algina, 1986; Kline, 2015; Prudon, 2015; Thompson,
2004). A structure revealed by an EFA or CFA may not be reproduced with a similar sample if the
missing data technique is not known (Akbas & Tavsancil, 2015; Ciim & Gelbal, 2015; Kiirsad &
Nartgiin, 2015) and if the estimation method is not clearly defined (Beauducel & Herzberg, 2006; Hox,
1995). In addition, it should be clear whether the items were treated as categorical or continuous
variables (Rhemtulla, Brosseau-Liard, & Savalei, 2012, Yang-Wallentin, Joreskog, & Luo, 2010).
Model-data fit information can also provide clues for reproducible findings (Prudon, 2015).

Overall, any attempt to reproduce results of a factor analysis requires detailed information about the
sampling method and the analysis procedure. As stated earlier, the purpose of this study is to show
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whether a team of researchers will have difficulties if they attempt to recreate the conditions and
reproduce the factor analysis results reported in the educational research articles published by the
journals headquartered in Turkey. The research questions are set to be:

1. Is the definition of the population explicit?

2. Which sampling methods are used?

3. What are the sample sizes, number of items and factors?

4. How is the missing data handled?

5. Which software is used?

6. Are the levels of measurement scales (categorical or continuous) taken into consideration and
which estimators were used?

7. What is the reported data-model fit information?

METHOD

The scope of the study was limited to four internationally indexed educational research journals
headquartered in Turkey, namely, Eurasian Journal of Educational Research (EJER), Educational
Sciences Theory and Practice (ESTP), Hacettepe University Journal of Education (HUJE), and
Education and Science (ES). Because it was not feasible to examine all the studies published in these
journals with a small research team, the boundaries of this study were limited by the publication date
and research topic. Specifically, the articles published between January 2010 and December 2017
including the keywords related to the factor analysis, which is one of the most commonly used data
analysis method in educational research, were selected to be reviewed in this study. More specifically,
to identify articles that reported factor analysis in the specified date range, keywords of development,
adaptation, factor analysis, structural equation modeling, validity, reliability, confirmatory,
exploratory, CFA, EFA, Cronbach or their Turkish translations were searched and a total of 341
academic articles were downloaded to be reviwed for the purpose of this study. Articles in each journal
were examined by one of the four authors in our research team, and it was narrowed down to 275 out of
341 articles where CFA, EFA, or Principal Component Analysis (PCA) were used for the data analysis.
These 275 articles were then investigated in a descriptive content analysis framework. The descriptive
content analysis is one of the quantitative data analysis methods and usually includes reporting of basic
statistics such as frequency, average, median, and variance (Gall, Gall, & Borg, 1996; Stapleton & Leite,
2005).

Data Collection

Title, publication year, publishing journal, and general purpose in 275 articles selected for this study
were recorded. Specifically, the general purpose of the study was coded as scale development, scale
adaptation, or other. The sampling characteristics, sampling method and the clear definition of the
population were considered as the first dimension of reproducibility. The content of the sample used in
those studies was coded as students, teachers or prospective teachers, academicians, administrators, or
other. The data analysis procedures, which were considered as the second dimension of the
reproducibility, were also examined in this study. Specifically, the following criteria were recorded: (i)
whether the missing data was reported, (ii) whether the missing data was handled using an appropriate
technique, (iii) whether an EFA and CFA were performed using the same sample, (iv) sample size, (v)
number of items in scales, (vi) number of factors found, (vii) items types (e.g., Likert or yes/no), (viii)
software, and (ix) model-data fit information. The data analysis techniques were coded as explanatory
or confirmatory. It is worth to note that PCA was considered as an exploratory technique (Bryant &
Yarnold, 1995). For the model fit information, the ratio of the chi-square to the degrees of freedom, the
root of the square error of approximation (RMSEA), standardized root mean square residual (SRMR),
comparative fit index (CFI), Tucker-Lewis index (TLI or NNFI), normative fit index (NFI), goodness
of fit index (GFI), adjusted GFI (AGFI), incremental fit index (IFI), and relative fit index (RFI) were
recorded. In addition, if more than one scale was used in an article, number of items, number of factors,
type of the items, and fit information were recorded on a different row for the same article. Also, if more
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than one model was tested for the same scale, only the information of the final model was recorded. As
a result, the final data set consisted of 448 rows in total.

FINDINGS

The number of published articles selected for this study was 35 (12.7%) in 2010, 32 (11.6%) in 2011,
35 (12.7%) in 2012, 46 (16.7%) in 2013, 53 (19.3%) in 2014, 28 (10.2%) in 2015, 18 (6.5%) in 2016,
and 28 (10.2%) in 2017. In addition, the frequency of the articles by the journals was 94 (34.2%), 56
(20.4%), 40 (14.5%), and 85 (30.9%) for the ES, EJER, HUJE, and ESTP, respectively. The frequency
of studies in scale development was 108 (39.3%), in scale adaptation was 99 (36.0%), and in other topics
was 68 (24.7%). Table 1 shows the frequencies of the 275 articles by year, journal, and research purpose.

Table 1. The Frequencies of the 275 Articles by Year, Journal, and Study Purpose.
ES EJER HUJE ESTP

Yer o5 sa o sD SA O sD SA O s> sa o '@
2010 3 5 5 1 3 1 4 4 0 6 3 0 35
2011 3 8 3 1 0 1 3 1 0 6 5 1 32
2012 4 3 2 2 3 0 3 6 0 9 1 2 35
2013 5 11 2 2 3 1 3 5 0 6 6 2 46
2014 12 12 4 5 0 5 3 1 0 5 3 3 53
2015 1 0 2 1 2 7 4 1 2 2 0 6 28
2016 0 2 2 2 2 a4 o 0 0 2 4 0 18
2017 1 2 2 5 2 3 o 0 0 4 1 8 28
Total 29 43 22 19 15 22 20 18 2 0 23 22 275

Note: SD = Scale development, SA = Scale adaptation, O = Other.

Definition of Population and Sampling Method

A clear definition of the population and the appropriate selection of the sampling method in quantitative
research are important for ensuring the validity of the results. Based on the results, only 61 (22.2%) of
the 275 articles reviewed in this study provided a clear definition of the population in their research.
Table 2 shows the percentage of the studies that explicitly reported the population definition by year and
study purpose. Scale development and adaptation studies included a clear definition approximately 1 in
every 5 studies, whereas other studies had a rate of 1 in every 3. On the contrary to unclear definition of
the population, the sampling method, whether probability-based or non-probability-based, was
determined in 227 (82.6%) of the articles. More specifically, 169 of those 227 studies used a non-
probability-based sampling, and 58 used a probability-based sampling. Of the 169 studies, the sampling
technique was clearly stated in 112 articles where 92 of them were convenience, 11 of them were
purposeful, 5 of them were stratified, 2 of them were maximum variation, 1 of them was snowball, and
1 of them was typical case sampling. In general, 48 (17.4%) of the 275 studies did not have a clear
definition of the sampling method and 92 (33.5%) of the 275 stated that convenience sampling was used.
Figure 1 shows the percentage of convenience sampling across years and study purpose. Overall 31%,
49% and 29% of the studies reported the use of convenience sampling for scale development, scale
adaptation and other purposes respectively. In addition, the content of the sample was clearly defined in
all articles. Specifically, 205 (74.6%) of the studies included only students, 40 (14.6%) of them included
teachers or prospective teachers, 8 (2.9%) of them included only academicians, 4 (1.4%) of them
included only administrators, and the remaining 18 (6.4%) of them included at least two of these groups
or other individuals (e.g., parents and adults).
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Table 2. Population and Missing Data Information of the 275 Articles by Year and Study Purpose

Year Population information percentage Missing data information percentage

SD SA 0 SD SA 0
2010 21 33 17 29 13 33
2011 15 21 40 31 21 40
2012 28 8 50 22 23 25
2013 25 12 40 13 20 0
2014 12 6 25 20 13 25
2015 0 67 41 25 67 29
2016 0 38 50 75 25 17
2017 40 20 8 10 40 46
All years 19 19 31 23 21 29
Overall 22 24

Note: SD = Scale development, SA = Scale adaptation, O = Other.
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Note: SD = Scale development, SA = Scale adaptation, O = Other.
Figure 1. Percentage of Convenience Sampling Across Years and Study Purpose

Sample Size, Number of Items, Number of Factors, and Item Types

The sample size, number of items, number of factors, and item types were recorded separately for 448
analyses in 275 articles. The median values of the observed sample sizes, the number of items used in
the scale, and the number of obtained factors were 398, 25, and 3, respectively. In addition, the median
value of the sample size per item was 14.8, and the number of items per factor was distributed with a
median of 7. Table 3 shows the median values for sample size, item per factor and sample size per item
by year, and study purpose. Item per factor median values were similar across years and purpose.
However, sample size median values across all years were slightly lower for the scale development and
adaptation, 381 and 400 respectively, compared to the median value for the other purposes which was
459. The sample size per item median values across all years were similar for the scale adaptation and
other studies, 16.6 and 17.7, respectively, slightly larger compared to scale development values which
was 12.2. Items with more than two categories (e.g., Likert) were employed in 228 (82.9%) of the 275
articles, whereas 7 (2.5%) studies used binary, 4 (1.5%) studies used continuously scaled items, and the
item type could not be determined for the remaining 36 (13.1%) studies. Furthermore, a total of 318
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individual analyses out of 448 reported the item type, and out of these 318, 304 used items with more
than two categories. The most preferred items (i.e., in 209 analyses) were the ones with five categories.
Items with three, four, six, seven, nine, and ten categories were also used in 11, 36, 16, 24, 5, and 3
analyses, respectively.

Missing Data and Analysis Procedure

Of the 275 articles reviewed, only 66 (24%) reported how the missing data were handled. Of these 66
studies, 62 utilized listwise deletion and 3 utilized an imputation method. In addition, it was reported
that there was no missing data at all in 1 study. Table 2 shows the percentage of the studies that included
missing data information by year and study purpose. Similar to population definition rates, scale
development and adaptation studies had a lower rate, 23% and 21% respectively, compared to other
studies, 29%.

For the data analysis method, it was determined that 84 (30.6%) of the studies employed only CFA, 57
(20.7%) employed only EFA, and 134 (48.7%) employed both EFA and CFA. 90 of 134 articles that
employed both EFA and CFA conducted analyses using the same sample, or they divided the study
sample into halves. The software information could be identified in 183 of the 275 articles. Specifically,
SPSS and Lisrel together, Lisrel, SPSS, AMOS, SPSS and AMOS together, Mplus, and EQS were used
in 71,49, 29, 19, 12, 2, and 1 studies, respectively.

Table 3. Median Values of Sample Size, Item per Factor and Sample Size per Factor of the 448 Analyses
by Year and General Purpose

Year Sample size median Item per factor median Sample size per item median

SD SA 0 SD SA 0 SD SA 0
2010 464 358 367 8.9 8.3 8.5 122 21.3 10.0
2011 461 341 214 8.5 7.6 4.0 124 12.8 16.6
2012 336 529 258 6.1 7.0 125 10.8 13.6 6.0
2013 388 407 605 6.5 6.0 4.0 10.7 21.9 97.9
2014 317 436 256 6.0 5.0 7.0 12.9 25.6 14.9
2015 384 357 657 10.7 6.3 6.1 13.0 9.4 49.2
2016 330 462 556 43 5.3 7.0 12.3 155 20.4
2017 303 270 719 7.3 5.7 6.6 11.0 16.4 27.8
All years 381 400 459 7.3 6.5 7.0 122 16.6 17.7
Overall 398 7 14.8

Note: SD = Scale development, SA = Scale adaptation, O = Other.

Data-model Fit Information

The ratio of chi-square by the degrees of freedom was reported in 183 studies, and it ranged between
1.01 and 9.45 with a median value of 2.66; RMSEA was reported in 245 studies ranged between 0 and
0.44 with a median of 0.06; SRMR was reported in 131 studies ranged between 0.004 and 0.11 with a
median of 0.05; CFI was reported in 233 studies ranged between 0.70 and 1 with a median of 0.96; TLI
was reported in 143 studies between 0.69 and 1 with a median of 0.96; NFI was reported in 146 studies
ranged between 0.64 and 1 with a median of 0.95; GFI was reported in 197 studies ranged between 0.47
and 1 with a median of 0.92; AGFI was reported in 157 studies ranged between 0.07 and 1 with a median
of 0.90; IFI was reported in 54 studies ranged between 0.81 and 1 with a median of 0.95; and finally
RFI was reported in 41 studies ranged between 0.62 and 1 with a median of 0.96. The estimator was
determined only in 39 analyses, and 30 of them utilized maximum likelihood, 7 used robust maximum
likelihood, and 2 used least squares methods.
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DISCUSSION and CONCLUSION

Inspired by the reproducibility crisis in psychology research (Open Science Collaboration, 2015), this
preliminary study aimed to evaluate the reproducibility of the results using factor analysis in four
prestigious educational research journals headquartered in Turkey. The authors examined 448 different
analyses reported in 275 articles published between 2010 and 2017 based on sampling method and data
analysis procedures which were considered as two of the main dimensions of reproducible research.

Factor analyses were generally employed with a purpose of either scale development or scale adaptation
in 75.3% of the 275 articles and they were used with different purposes for the remaining 24.7% of the
articles. A clear definition of the population was not found in 77.8% of the studies which can be evidence
for the threat to the validity. The number of articles in which the sampling method could not be
determined or determined as the convenience sampling was 140 (50.9%). In 76% of the studies, the
information about how the missing data was handled could not be identified, and the ones where the
missing data was reported used outdated techniques, such as listwise deletion and mean imputation. In
90 of 275 studies, both the EFA and CFA were utilized using the same sample. The results obtained by
EFA and CFA using the same data have been a subject of debate (Erkus, 2016; Van Prooijen & Van Der
Kloot, 2001). Considering the importance of a clear definition of the population and the use of proper
sampling method that can produce generalizable results, these findings were evaluated as the evidence
of non-reproducible results in those articles. Handling of missing data is an important part in factor
analysis (Allison, 2003; Cim, & Gelbal, 2015), as for the social sciences in general (Schafer, 1997,
Schlomer, Bauman, & Card, 2010). The fact that the missing data was not explicitly addressed in the
examined studies increased the concern for non-reproducible results in those articles. The missing data
issue in the educational research conducted in Turkey was also noticed by Demir and Parlak (2012).
Gum and Gelbal (2015) stated that in the case of misuse of missing data techniques, the results could be
misleading, and this is directly related to the reproducibility of the results. It is not clear why the missing
data or the missing data technique were not mentioned in three of the four examined studies, if there
were no missing data at all and it was due to forced responses, this is also alarming in terms of
reproducibility (Ray, 1990; Xiao, Liu & Li 2017).

In factor analysis, another important issue regarding reproducibility of results is to provide adequate
sample size (Wolf, Harrington, Clark, & Miller, 2013). Selecting an adequate sample size depends on
the complexity of the model and the magnitude of the factor loadings. Monte Carlo simulations are
powerful techniques that can be used to determine the appropriate size, but in the literature, there are
recommendations for the ratio of the number of participants to the number of items, for example, 1 to
20 and 1 to 10 (Hogarty, Hines, Kromrey, Ferron, & Mumford, 2005). In the articles examined in this
study, the median value of this ratio was found to be approximately 15, and in general, it was evaluated
that the importance of sample size was recognized. The average number of items per factor was fewer
than seven in half of the studies. In theory, if there are multiple factors in the model, a factor can be
defined with two items, but it is recommended to have at least 3, 4, or 5 items per factor (Kline, 2015).
Increasing the number of items can allow for a strong definition of the structure, thus enhance the
reproducibility. In general, it was evaluated that the importance of the number of items per factor was
not recognized in the articles examined for this study.

The model-data fit information used in factor analysis is a clue for the reproducibility of the results. Fit
values would be low if there were unexplained variance sources or the model was not correctly specified,
and this poses a risk for reproducibility. For the model-data fit information, what should be the cut-off
values is the subject of several studies (Kline, 2015; Marsh, Balla, & McDonald 1988; O'Boyle &
Williams 2011; Prudon, 2015), assuming RMSEA<0.06, SRMR <0.08, CFl, and TLI (NNFI, NFI, GFI,
and AGFI> 0.95 indicate a good fit, nearly half of the studies examined were found to have difficulty in
meeting these criteria. The ratio of the chi-square to the degrees of freedom was not taken into
consideration in our evaluation, given that it should not be used (Kline, 2015). Furthermore, the fact that
the estimator information was not identified in most of the analyses prevented us to determine whether
the characteristics of the items were taken into consideration during the analysis process and this is
another concern, as when the normality assumption is not met, treating categorical (e.g., Likert)
variables as continuous is likely to harm reproducibility (Li, 2016).
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Overall the majority of the investigated factor analysis results were evaluated to be non-reproducible in
practice. This non-reproducibility issue seems to be more evident for the scale development and
adaptation studies compared to studies with other quantitative purposes given that the later has better
rates of a clear definition of the population and missing data, along with relatively larger sample sizes
and decreasing number of convenience sampling utilization. This study has its limitations. One of them
is that the scope is broad; however, as the title indicates, this is a preliminary study to show an alarming
issue, namely, a possible reproducibility crisis of educational research studies published by Turkish
Journals. Researchers are invited to conduct more in-depth reproducibility studies for example with a
focus on particular scales, EFA and rotation options (e.g., Kline, 2015; Osborne, 2015; Saracli, 2011),
CFA and modification issues (e.g., Asparouhov & Muthen, 2009; Mueller & Hancock, 2008). The
second limitation is that model-fit information is affected at least by the sample size, estimator, and
model specification; hence, the model-fit information was not considered as a main indicator of
reproducibility, but rather considered as clues. The third limitation is that no guideline was provided for
the practitioners. However, it was made clear that any attempt to recreate conditions to reproduce a
practitioner’s results will fail if the population, sampling method, and the analyses procedures were not
represented transparently. When these reproducibility basics are fulfilled, practitioners should take
advantage of already published guidelines, for example, Biyiikoztiirk (2002), Erkus (2016), Kline
(2015), Oztiirk, Eroglu and Kelecioglu (2015), Prudon (2015), Worthington and Whittaker (2006), and
Wright (2017). It is also strongly recommended for practitioners to share their data-set and data analysis
syntax whenever possible. The list of 275 articles investigated in this preliminary study and the data set
including information from 448 analyses are provided as supplementary files.
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Abstract

The purpose of this study is to identify different norm-referenced assessment systems used in Turkish higher
education, and to compare them empirically. Norm-referenced assessment regulations of 70 universities in
Turkey was primarily analyzed, and universities were divided into four different groups depending on their
norm-referenced assessment systems (only applying T-score conversion, the most commonly used method,;
applying T-score conversion and quantiles together; applying T-score conversion, quantiles and standard
deviation together; applying standard deviation based norm-referenced assessment system). After the algorithms
of two universities applying T-score conversion and three universities applying other norm-referenced
assessment system were selected, they were used to convert end-of-year grade for each course of 19,574 students
in a state university into letter grades and 4-point system. To test the differences of the norm-referenced
assessment systems used in these universities, the norm-referenced system of a university were compared with
the criterion-referenced system of the same university as well as norm-referenced systems of other universities.
The paired t-test was used to identify the difference between norm-referenced and criterion-referenced
assessment, while the differences between norm-referenced assessment systems were analyzed through one-way
analysis of variance. The findings revealed that the letter grades calculated through the norm-referenced
assessment were statistically different than the ones calculated with criterion-referenced; besides, a statistically
significant difference was identified between the letter grades obtained using the norm-referenced assessment
systems of universities. At the end of the study, the findings were discussed in term of students and instructors.

Key Words: Norm-referenced assessment, criterion-referenced assessment, assessment in higher education,
grading system.

INTRODUCTION

The aim of education and training is the disclosure of the cognitive, affective and psychomotor skills
to the students in a planned and programmed way. To ensure this, the curriculum consisting of four
basic components should be primarily determined. These components include (a) determining the
behavioral objectives, (b) constructing the content in accordance with these objectives and the
readiness of the students, (c) creating learning and teaching activities with the idea that each student
learns differently; and (d) performing meaningful assessment and evaluation (Tan, 2015). In
particular, the significance of measurement and assessment cannot be underestimated in terms of
determining the extent to which the behavioral objectives within the program reflect the readiness of
the students and identifying as to what extent learning and teaching activities are appropriate to the
objectives and behaviors.

The concepts of measurement and assessment are different and even complementary concepts.
Specifically, measurement refers to a variable or an object with numbers or symbols, while assessment
provides a meaningful interpretation of the results obtained from the measurement by comparing them
through a frame of reference. Previous studies have revealed that a frame of reference will vary across
teacher notions, student success distribution in the class, student ability and their achievement scores
related to the program (learning difference at the beginning and end of the program) as well as the
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objectives of the program (Martin & Jolly, 2002; Turgut & Baykul, 2015; Yorke, 2011). Considering
these situations, one of the most essential factors of an accurate assessment is the selection of an
appropriate reference. The assessment is already categorized depending on the reference in use.
Criterion-referenced in which absolute criterion is used is defined as an assessment which is accepted
by everyone in the same way without reference to the group and group characteristics. Norm-
referenced is a type of assessment which yields for the relative criteria and the assessment made
depending on the criteria selected according to the predefined group and especially the success of the

group.

Thorndike (2005) argues that the criterion-referenced assessment plays a significant role in directing
learning and teaching activities since the use of this type of assessment is more relevant to what extent
people achieve the level of targeted knowledge. Sadler (2005) suggests that the criterion-referenced
assessment provides students with the grades they deserve due to the fact that the grades based on this
assessment are calculated regardless of each student’s achievement. In contrast to the criterion-
referenced assessment, it is recommended that norm-referenced assessment be used for sorting,
placement and in distinguishing the achievement sequence of the students (American Educational
Research Association (AERA), the American Psychological Association (APA), and the National
Council on Measurement in Education (NCME), 2014). Nartgiin (2007) has noted that the use of
norm-referenced assessment is particularly relevant in the large-scale and national-scale examinations
that have upper levels and that require placement.

Although there does not exist a definite line in terms of the use of criterion-referenced and norm-
referenced assessment, the exams that the criterion-referenced method is applied may be prepared in
accordance with the exam preparation guidelines (Thorndike, 2005). Haladyna and Rodriguez (2013)
have indicated that susceptibility should be displayed for the construction of exam questions based on
the objectives, item-writing guidelines and the cognitive taxonomy levels. Otherwise, the scores
obtained as a result of the examination will tend to be less homogeneous; the variation of the measured
feature will not be explained at the maximum level, and in this case, ranking or placement of the
students according to the scores will not be reasonable in terms of measurement and assessment
(Hambleton et al., 1978).

In particular, the question related to what kind of assessment type is applied is the subject of hot
debate in higher education today. The current relevant studies have put forward that the use of norm-
referenced assessment in universities with high competition and success motivation will be much more
effective, and that criterion-referenced assessment will be more appropriate in schools with low
achievement motivation since norm-referenced assessment will cause grading inflation (Basol, 2013;
Selvi, 1998). In one of the most comprehensive studies on this subject, Johnson (2003) has argued that
grading inflation is a serious problem in universities and that the method used for grading can vary
across universities and faculties. Unfortunately, a limited number of studies have been conducted to
compare criterion-referenced and norm-referenced assessment.

Having analyzed the guidelines of two different state universities using criterion-referenced and norm-
referenced assessment, Nartgiin (2007) has compared the grades with different distributions and
suggested that the grades calculated with the norm-referenced assessment provide more than those of
the students deserve. In other words, when compared with the criterion-referenced assessment, it is
evident that norm-referenced assessment leads to grading inflation. However, criterion-referenced
assessment method offers more effective results than the norm-referenced assessment in cases when
the raw achievement grades are close to one another, that is, the scores are similar (standard deviation
is low). Atilgan, Yurdakul, and Ogretmen (2012) have found different results compared to the findings
of Nartgiin (2007). 3,120 grades obtained from the students studying at the faculty of education and
calculated through use of norm-referenced assessment have been converted into criterion-referenced
assessment, and it has been determined that 42% of the grades are free from any change. Twenty-two
percent of these grades increase in favor of the norm-referenced assessment, while the rest increases
concerning criterion-referenced assessment. In addition, the results of the interviews conducted with
the faculty members in the same study have shown that the grading system calculated through the
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norm-referenced assessment has a negative impact on the interaction among students. This situation
results in negative competition among the students and grouping; moreover, it also decreases the sense
of trust towards each other and damages the value education of the students.

Besides, Duman (2011) has emphasized the positive side of the norm-referenced assessment method.
In a study conducted with primary school prospective teachers, the norm-referenced assessment has
been identified to partially compensate the grading deficiencies emerging due to the faculty members
and the exam questions. Similar results have emerged in previous studies. In particular, both
classroom assessment questions prepared by teachers and questions in question banks are of low
quality (Demir & Atalmis, 2017; Downing, 2005; Masters et al., 2001; Mehrens & Lehmann, 1991;
Tarrant et al., 2006). As a result of the analysis on measurement and assessment, both the reliability
and validity of the test scores with low-quality questions will decrease and a false assessment
mechanism (decision) will be formed depending on the test scores that are calculated incorrectly
(Celen & Aybek, 2013).

Besides, Nartgiin (2007) has argued that the norm-referenced assessment would provide an advantage
to students after graduation. The use of norm-referenced assessment system in higher education in the
countries, especially in Turkey, where competition is common in terms of both university entrance
exam and after graduation provides an opportunity to compare the grades of the students graduating
from different universities on the same scale. To illustrate, the student who graduated with a score of
60 from a university that requires high score is considered to have near or equal achievement score
with the student who has graduated with the score of 80 from a university requiring low achievement
score.

In a more explicit way, just as the person who graduated with a lower GPA from University A that
admits those with high scores cannot be perceived in the same way as the person who graduated with a
higher GPA from University B that accepts those with low scores, the person graduating from
University B can be perceived as more successful at first sight. However, the person graduating from
University A may have received far more comprehensive, well-equipped and innovative education.
Therefore, s/he may have experienced a difficult process and graduated with a low GPA. For this
reason, a norm-referenced assessment system may enable to compare two students graduating from
these two different universities through using the same scale.

The Assessment Systems Used at Universities in Turkey

Upon reviewing the state universities in Turkey, the norm-referenced assessment system is used as a
grading system in the majority of the universities. Considering the universities that use criterion-
referenced assessment, they have been identified to hold different pass/fail cutoff score and their letter
grades are determined variously.

The letter grade of CC equals to 60 in most of these universities (e.g. Selguk University, Sirnak
University, Uludag University), one of which is 54 (Amasya University), one is 64 (Abdullah Giil
University), while 50 in others (e.g. Recep Tayyip Erdogan University, Glimiishane University, and
Bayburt University); moreover, the grade of CC corresponds to 65 in some of the universities (e.g.
Hacettepe University and Bolu Abant Izzet Baysal University) and 70 in only a small number of them
(METU, Bogazi¢i University, and Gaziantep University). In particular, the universities that keep CC
score range high were observed to have high university entrance grades (e.g. Hacettepe University,
Gebze Technical University, Bogazici University, and METU) or they have been separated from such
universities in the following years. For instance, Gaziantep University may be considered a university
separated from METU but still able to protect METU traditions.

Given the instructions of the universities using norm-reference assessment system in Turkey, they use
different methods and algorithms depending on the number of students in the class, classroom grade
point average, percentiles and standard deviations of grades. While some universities determine the
grade of CC, they allow the instructors to intervene in addition to the classroom grade point average
(Ankara University and Istanbul Technical University). Besides, criterion-referenced assessment or
norm-referenced assessment systems is implemented in many universities according to the grade
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interval by calculating T score (Akdeniz University, Aksaray University, Bartin University, Bitlis Eren
University, Bursa Technical University, Biilent Ecevit University, Ege University, Firat University,
Hitit University, Karamanoglu Mehmet Bey University, Kirikkale University, Kilis 7 Aralik
University, Mehmet Akif Ersoy University, Mugla Sitki Kog¢man University, Mus Alparslan
University, Tunceli University, Usak University).

Likewise, the letter grades of the students are given with the percentages of the students in the class in
some of the universities that apply T score calculation method (Artvin Coruh University, Atatiirk
University, Balikesir University, Celal Bayar University, Cumhuriyet University, Cankir1 Karatekin
University, izmir Katip Celebi University, Kafkas University, Karadeniz Technical University,
Marmara University, Namik Kemal University, Nigde University, Ondokuz Mayis University,
Siileyman Demirel University, Trakya University), while some of the universities determine the letter
grades by taking the standard deviation of the class in addition to those mentioned above (Selguk
University, Yalova University).

In some universities that do not use the T score method, a criterion-referenced or norm-referenced
assessment system is applied depending on the standard deviation of the grade distribution in the class
as well as the number of students and classroom grade point average (Istanbul University, Cukurova
University, Harran University, indnii University, Kahramanmaras Siit¢ii Imam University). Similarly,
the upper and lower limits of the letter range in these universities are determined by the university
administration. These different norm-referenced systems are presented in detail as follows:

Norm-Referenced Assessment System Only Applied According to T Score Conversion

This assessment system initially calculates students’ raw success grades (RSG) through using midterm
and final exam grades. RSG is calculated by taking 40% of midterm and 60% of the final exam. While
determining students who will be included in the norm-referenced assessment system, RSG lower
limit and the lower limit of number of students are used. Table 1 displays RSG lower limit and the
number of students in universities applying norm-referenced assessment.

Table 1. The Lower Limit of RSG (TLLORSG) and the Number of Students (TLLOTNOS) in
Universities Applying Norm-Referenced Assessment

University Name TLLORSG  TLLOTNOS University Name TLLORSG TLLOTNOS
Adana Sci. and Tech. Uni. 15 11 Igdir Uni. 20 11
Adiyaman Uni. 20 20 Inénii Uni. 40 11
Agr1 Ibrahim Cegen Uni. 30 10 Iskenderun Tech. Uni. 15 30
Akdeniz Uni. 20 15 Istanbul Tech. Uni. - -
Aksaray Uni. 35 11 Istanbul Uni. 35 20
Alanya Alaaddin Key. Uni. 20 16 [zmir Katip Cel. Uni. 30 11
Anadolu Uni. 25 30 Kafkas Uni. 40 11
Ankara Uni. - 30 Kahraman. S. 1. Uni. 25 15
Ardahan Uni. 20 10 Karadeniz Tech. Uni. 15 11
Artvin Coruh Uni. 15 11 Karamanoglu M. Uni. 20 10
Atatiirk Uni. - 10 Kirikkale Uni. 15 30
Balikesir Uni. 15 10 Kirklareli Uni. 20 -
Bandirma Onyedi Ey. Uni. 15 11 Kilis 7 Aralik Uni. 20 11
Bartin Uni. 15 10 Marmara Uni. 20 10
Bilecik Seyh Edebali Uni. 45 10 Mehmet A. E. Uni. 15 20
Bitlis Eren University 20 20 Mimar Sinan F. A. Uni. - 30
Bozok Uni. - - Mugla S. K. Uni. 10 30
Bursa Technical Uni. 20 20 Mus Alparslan Uni. 15 10
Biilent Ecevit Uni. 35 25 Namik Kemal Uni. 15 11
Celal Bayar Uni. 20 20 Nevsehir H. B. V. Uni. - -
Cumhuriyet Uni. 15 11 Nigde O. H. Uni. 10 11
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Cankir1 Karatekin Uni. 25 10 Ondokuz Mayis Uni. 20 11
Cukurova Uni. 35 20 Osmaniye K. A. Uni. 20 1
Dokuz Eyliil Uni. - - Sakarya Uni. - -
Dumlupinar Uni. 15 - Selguk Uni. 15 20
Ege Uni. 15 30 Siileyman Demirel Uni. 15 11
Erciyes Uni. - - Trakya Uni. 15 11
Erzincan B. Y. Uni. - 10 Tunceli Uni. 15 10
Eskigehir Osmangazi Uni. - - Uludag Uni. 20 -
Firat University 10 15 Usak Uni. 20 10
Gazi University - - Yalova Uni. 20 20
Harran University 40 20 Yildiz Tech. Uni. - -
Hitit University 30 20 Yiiziincii Y1l Uni. 15 30

As can be seen in Table 1, the lower limit of RSG and the number of students are determined as 15
and 11 in 65 state universities using norm-referenced assessment system in Turkey. Specifically, 11
students with RSG scores greater than 15 are required to use a norm-referenced assessment system.
Otherwise, criterion-referenced assessment system is supposed to be used rather than norm-referenced
assessment.

Following this stage, students' scores will be converted into T scores by using the following formulas
in the norm-referenced assessment system, which requires only “T-score conversion” (Giiler, 2017).

N N 2

X X —u) -

Juzzr':Ir L o= Z’F'{—‘” T:[{u]x]f}]+5ﬂ
N N o

Here, N refers to the number of students participating in the assessment, X; signifies students’ RSG, y,
represents the students’ RSG average, o is the standard deviation of the students’ RSG and T is the
score converted from students’ RSGs. After each student's T score is obtained, the letter grades are
given to the students by using the value in Table 2 depending on the RSG average of the class.

Table 2. Calculation of Letter Grades in terms of T Score

Class Level aRvSecr;age of AA BA BB CcB cC DC DD FE
theclass @D GG 25) ) (15) (1) 0)

Outstanding  80<u<100 >57 52-56.99 47-51.99 42-46.99 37-4199 32-36.99 27-31.99 <27
Excellent 70<u <80 >59 54-58.99 49-53.99 44-48.99 39-43.99 34-38.99 29-3399 <29
Very Good  625<u <70 >61  56-60.99 51-55.99 46-50.99 414599 36-40.99 31-3599 <31
Good 57.5<u<62.5 >63  58-62.99 53-57.99 48-52.99 43-47.99 384299 33-3799 <33
Satisfactory =~ 52.5<u<57.5 >65  60-64.99 55-59.99 50-54.99 45-49.99 40-44.99 35-39.99 <35
Sufficient 47.5<u<525 =67 62-66.99 57-61.99 52-56.99 47-51.99 42-46.99 374199 <37
Poor 425<u<475 >69 64-68.99 59-63.99 54-58.99 49-53.99 44-48.99 394399 <39
Fail u<42.5 >71 66-70.99 61-65.99 56-60.99 51-5599 46-50.99 414599 <41

Table 2 suggests that a class in which the norm-referenced assessment system is applied is in one of
eight different levels according to RSG average of the class. To illustrate, the class whose RSG
average is between 80 and 100 is considered “outstanding”, while the class whose RSG average varies
between 57.5 and 62.5 is regarded as “Good”. Taking the students’ letter grades into account, the letter
grade of a student whose T score is 58 and who is in the class with 55 RSG average (Good) is BB;
whereas the student with the same T score but in the class with 65 RSG average (Very Good) has BA
letter grade.
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When the norm-referenced assessment regulations of the universities are examined, most of the
universities use the chart as in Table 2 while calculating T score (Celal Bayar University, Kafkas
University, Marmara University), while others use criterion-referenced assessment system for upper-
level classes. In no uncertain terms, some of the universities with 60 and over (Akdeniz University),
70 and over (Bartin University, Izmir Katip Celebi University, Mugla Sitki Kogman University), 80
and over RSG average (Karadeniz Technical University, Ondokuz Mayis University, Usak University)
use criterion-referenced assessment system. Table 3 depicts the letter ranges in the criterion-referenced
assessment applied in some universities. Besides, some of the universities use norm-referenced
assessment system by decreasing the number of class levels (below 8) and enlarging the class level
intervals in Table 2 (Biilent Ecevit University, Cankir1 Karatekin University, Nigde University,
Siileyman Demirel University).

Table 3. Letter Intervals of the Universities Regarding Criterion-Referenced Assessment System

Lcls-rz(;lirr‘]tg Letter Aksaray Uni. Akdeniz Uni. _Ilf:;z?]?:; Uni. Selguk Uni. Istanbul  Uni.
Grade RSG Intervals  RSG Intervals RSG Intervals RSG Intervals

System RSG Intervals

4.00 AA 90 - 100 87.5-100 90 - 100 88 — 100 88 — 100

3.50 BA 85-89 80.5-87.4 80 -89 80— 87 8087

3.00 BB 80-84 73.5-80.4 75-179 73-179 73-79

2.50 CB 70-79 66.5—-73.4 70-74 66 — 72 66 — 72

2.00 cC 60 — 69 59.5 - 66.4 60 — 69 60— 65 60— 65

1.50 DC 55-59 52.5-59.4 50 -59 55-59 55-59

1.00 DD 50-54 455-52.4 40-49 50-54 50-54

0.50 FD 40 -49 345-454 30-39 - -

0.00 FF 0-45 0-344 0-29 0-39 0-49

Norm-Referenced Assessment System Applying T Score Conversion and Quantiles

This assessment system is based on the number of students participating in the norm-referenced
assessment. Upon examining the norm-referenced assessment regulations of the universities applying
this assessment system, only T score conversion is conducted in cases when the number of students
participating in the norm-referenced assessment is 30 or over just as in Table 2, while the letter grades
are based on quantiles as in Table 4 when the number of the students is between 10 (11 in some of the
universities) and 29 (30 in some of the universities).

Table 4. The Calculation of Letter Grades Depending on Quantiles

RSG average AA BA BB CB cC DC DD FF
Class Level of the class 4) (3.5) (3) (2.5) (2) (1.5) (1) (0)
Outstanding  70<u<100 24(24) 152(39.2) 228(62)  11.6(73.6) 174(91) 4.8(95.8)  3.2(99)  1(100)
Excellent 62.5<u <70  18(18) 144(324) 216 (54) 128(66.8) 192(86)  7.2(93.2)  4.8(98)  2(100)
Very Good 57.5<u<62.5 14(14) 128(268) 192 (46)  14.4(604) 21.6(82) 9(91) 6(97) 3(100)
Good 52.5<u<57.5 10(10) 11.6(21.6) 174(39)  14.8(538) 222(76)  12(88) 8(96) 4(100)
Satisfactory ~ 47.5<u<52.5  7(7) 9.6 (16.6) 144(31)  152(46.2) 228(69) 144(834) 9.6(93)  7(100)
Sufficient 42.5<u<475  4(4) 8(12) 12(24) 14.8 (38.9) 22.2(61) 174(784) 11.6(90) 10(100)
Poor u<42.5 3(3) 6 (9) 9(18) 144 (32.4) 216(54) 19.2(732) 128(86) 14(100)

* The values in parentheses indicate the percentage of the cumulative percentages.

First, the percentage of the students participating in the norm-referenced assessment is calculated
while determining their letter grades and then their letter grades are identified through using Table 4.
For instance, in a class where the RSG average is 60, the letter grade of a student in the top 10% is
AA, while that of a student in the top 30% is identified as BB.
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Norm-Referenced Assessment System Implementing T-Score Conversion, Quantiles, and Standard
Deviation

Within this system, the RSGs’ standard deviation of some students participating in the norm-
referenced assessment in some universities is calculated in addition to the T-score conversion and the
percentile method. If the standard deviation is below a certain value, a criterion-referenced assessment
system is used. This value ranges between 4 (such as Yalova University) and 8 (Selguk University)
based on the regulations of the universities.

Standard Deviation Based Norm-Referenced Assessment System

This assessment system holds criterion or norm-referenced assessment systems by focusing on the
standard deviation of the grade distribution in the classroom as well as the average of the student
group (class) participating in the norm-referenced assessment. As indicated in the study conducted by
Nartgiin (2007), the effectiveness of the criterion or norm-referenced assessment systems depends on
the standard deviation. In this system, moreover, criterion or norm-referenced assessment is applied
depending upon the lower limit of the number of students participating in the norm-referenced
assessment. This varies between 15 and 20 according to the regulations of the universities.
Nevertheless, in this assessment system, the criterion-referenced assessment system is a prerequisite
when the standard deviation of the grades in the class is below 8 (grade distributions are close to each
other). In applying this system, RSG is calculated as the sum of 40% of the student's mid-term scores
and 60% of their final scores.

Table 5 presents the letter grade determination table of the Istanbul University which first applied this
norm-referenced assessment system.

Table 5. Istanbul University Letter Grade Calculation through Norm-Referenced Assessment System

Letter Grade  Very Poor: <44 Poor: 44<u<50 Below: 50<u<56 Average: 56<u<63

AA [u+1.881c, 100] [u+1.6456, 100] [u+1.4760, 100] [u+1.2270, 100]

BA [w+1.4050, p+1.881c) [WH1.1750, p+1.6456)  [u+0.994c, ut1.4766)  [u+0.7390, p+1.2270)

BB [u+0.7060, p+1.4050) [u+0.5240, p+1.1756)  [p+0.3580, p+0.9956)  [p+0.1260, u+0.7390)

CB [w+0.3320, p+0.7066) [WtH0.1260, p+t0.5246)  [u-0.0756, ut0.3580)  [1-0.3580, ut0.1260)

cc [u-0.1760, p+0.3325) [1-0.4680, u+0.1266)  [p-0.7720, p-0.0756)  [p-0.8780, p-0.3580)

DC [1-0.643c, n-0.1760) [u-0.878c, n-0.4680)  [p-1.1260, pu-0.7720) [pn-1.2270, n-0.8780)

DD [u-1.1750, p-0.6430) [u-1.4050, p-0.878c)  [u-1.6450, p-1.1260) [u-1.7510, p-1.2270)

FF [35, p-1.1756) [35, u-1.4056) [35,1-1.6456) [35,u-1.7510)

Letter Grade  Above Average: 63<u<71  Good: 71<u<80 Very Good: u>80 *For the absence of

AA [u+0.9156, 100] [ut0.5830, 100] [u+0.4400, 100] conflicts, the intervals are

BA [1+0.3856, p+0.9150) [1+0.1000, put0.5836)  [1-0.100c, p+0.440c)  shown as”[" indicating

BB [1-0.0753, p+0.3856) [1-0.3050, u+0.1006)  [1-0.496G, u-0.1005) included” and closed from

CB [1-0.5240, 1-0.0750) [1-0.7395, 1-0.3056)  [1-0.9150, 1-0.496G) f‘:fe‘erfrttg :;c{?éxcalzied” an)d

cc -0.9940, p-0.524c -1.1260, p-0.739c -1.2820, p-0.915¢6

DC Ei-l.mc’ 3-0.99403 {t—1.4760’ i-1.1260; Et-l.6450’ i-1.2820; open from the right side. In
’ ’ ’ the table, p suggests the

DD [u-1.8810, p-1.3410) [1-2.0540, 1-1.4760) 123260, 1-1.6456)  ueraqe of the RSG values

FF [35,1-1.8810) [35,1-2.0540) [35, 1-2.3260) and o shows the standard

deviation of these values.

Here p represents classroom average and o signifies the standard deviation of the distribution in the
class. Formulas of u and o are presented as follows (Field, 2009).
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In this formula, X; represents the RSG of a student participating in the norm-referenced assessment,
while N shows the total number of the students participating in this assessment.

Table 3 indicates the criterion-referenced assessment letter intervals in istanbul University when the
norm-referenced assessment system is not applied. Criterion-referenced assessment is applied in cases
where the number of students in the class is less than 10, and/or the standard deviation of the grade
distribution in the class is below 8.

The Significance and Aim of Research

Unlike previous studies focusing a particular norm-referenced system in Turkey (Atilgan et al., 2012;
Duman, 2011; Nartgiin, 2007), this research has compared aforementioned four different norm-
referenced assessment systems that are widely used in Turkey. In this regard, Aksaray University,
which uses norm-referenced assessment for each grade level among the universities that apply only T-
score conversion, and the norm-referenced assessment system of Akdeniz University (for the classes
with over 60 RSG mean) that applies criterion-referenced assessment systems for the upper-level
classes have been chosen. Among the universities that use T-score conversion and quantile method,
the sample of the norm-referenced assessment system of Karadeniz Technical University has been
chosen; Selguk University's norm-referenced assessment system has been preferred as an example for
the university using T score conversion, quantile, and standard deviation. Finally, istanbul University
norm-referenced assessment system has been chosen as it does not use T-score conversion and only
uses a standard deviation-based conversion.

In order to achieve this goal, answers to the following questions have been sought:

1. Is there a statistically significant difference between students’ letter grades calculated through
norm-referenced assessment and criterion-referenced assessment?

2. Is there a statistically significant difference between students’ letter grades calculated by
different norm-referenced assessment systems?

METHOD

This study can be considered a causal-comparative research approach, seeking to determine
differences between groups by examining differences in the experiences of group members (Lodico,
Spaulding, & Voegtle, 2010). In this study, the groups of individuals are students whose letter grades
calculated through different norm-referenced assessment and criterion-referenced assessment. This
section holds information regarding the research sample, process, and data analysis.

Research Sample

The research data have been collected through the midterm and final grades of the students studying at
different faculties and vocational colleges in a state university during the fall semester of 2014-2015,
and the total of 19,574 students' RSGs have been considered during data analysis.

Process

Students' RSGs have been calculated by taking into account 40% of the midterm score and 60% of the
final score. Afterward, the RSGs of the students have been calculated as letter grades by adapting them
depending on the above-mentioned assessment systems of Aksaray University, Akdeniz University,
Karadeniz Technical University, Selcuk University, and Istanbul University. Besides, the RSGs of the
students have been converted into letter grades considering the absolute assessment table of these
universities as displayed in Table 2. Thus, each student’s letter grade calculated by means of both
norm-referenced and criterion-referenced assessment has been determined and then converted to the
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grade equivalent to 4- point grading system. Given the students took more than one course in the
2014-2015 fall semester, the same process has been performed for each course’s RSG taken by each
student. In other words, the analysis in this research has been conducted for 19,574 students' 157,983
letter grade.

Data Analysis

In order to identify the difference between norm-referenced and criterion-referenced assessment,
which is the first research question, the paired t-test was used to analyze the difference between the
two groups. For the second research question, the differences between the letter grades obtained by the
norm-referenced assessment system of each of the universities mentioned above have been analyzed
through one-way analysis of variance (ANOVA).

RESULTS

Figure 1 depicts the distribution of students' RSGs, are not converted scores through norm-
referenced/criterion-referenced assessment.

3

Percentage
2

0 20 40 60 80 100
R5G

Figure 1. Students’ End-of-Term Raw Success Grade (RSG) Distribution

Upon examining Figure 1, the skewness coefficient of the students' RSGs distribution was identified to
be -0.109 and this value was considered normal because it is between -1 and +1 (Biiyiikoztiirk, 2009).

In the next stage, norm-referenced and criterion-referenced assessment systems used by Aksaray
University, Akdeniz University, Karadeniz Technical University, Selguk University, and Istanbul
University have been applied for these RSGs.
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Figure 2 suggests that norm-referenced assessment generally increases letter grades of the students
contrary to criterion-referenced assessment. As a result of the paired t-test, the norm-referenced
assessment mean score of the students (¥=2.21, SD=1.51) has been noted to statistically differ from
that of the criterion-referenced assessment (¥=1.59, SD=1.37) (1(789914)=-590.92, p<.05). Table 6
displays t-test results conducted for each university.

Table 6. t-Test Results Regarding Criterion-Referenced and Norm-Referenced Assessment for
Different Universities

Criterion-referenced Norm-referenced
Universities N assessment assessment df T
X SS x SS
Aksaray Uni. 157983 151 130 2.28 154 157982 -298.60*
Akdeniz Uni. 157983  1.68 133 197 1.37 157982 -271.74*
Karadeniz Technical Uni. 157983 1.62 134 241 1.69 157982 -335.21*
Selguk Uni. 157983  1.57 144 177 150 157982 -129.00*
Istanbul Uni. 157983  1.58 144 220 1.32 157982 -374.76*

*p<.05

As shown in Table 6, the differences between the criterion-referenced and norm-referenced assessment
scores for each university have been determined to be statistically significant and the scores increase
in direction of norm-referenced assessment. ANOVA has been applied to explore the difference
between the scores obtained from different norm-referenced assessment systems, which is related to
other research question. Accordingly, a statistically significant difference has been determined (F,
789910=4632.88, p<.05). As a result of the post-hoc test (LSD), the scores calculated with the norm-
referenced assessment score of each university are statistically different from those of the other
university. The results are presented in Table 7.

Table 7. Comparison of Norm-Referenced Difference Scores among Universities

University (1) University (J) Difference (1-J)
Aksaray Uni. Akdeniz Uni. 312"
Karadeniz Tech. Uni. -123"
Selcuk Uni. 516"
Istanbul Uni. 087"
Akdeniz Uni. Karadeniz Tech. Uni. 434"
Selcuk Uni. 205"
Istanbul Uni. -225"
Karadeniz Tech. Uni. Selcuk Uni. 6347
Istanbul Uni. 209"
Selcuk Uni. Istanbul Uni. -4307
*p<.05

According to Table 7, the university which applies the most advantageous norm-referenced
assessment system has been determined to be Karadeniz Technical University, which is followed by
Aksaray University, Istanbul University, Akdeniz University, and Selguk University, respectively.

RESULTS AND DISCUSSION

This research aims to explore whether students' letter grades differ across norm-referenced and
criterion-referenced assessment methods and how this difference varies across universities. In this
regard, the end-of-term raw achievement scores of 19,574 students who study at a state university
during the fall term of 2014-2015 academic year have been converted into letter grades and 4-point
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grading systems through use of both norm-referenced and criterion-referenced assessment regulations
of the universities. After applying the paired samples t-test, the letter grades calculated via the norm-
referenced assessment have been identified to be statistically significant and high compared to those
calculated through the criterion-referenced assessment. In the following stage, ANOVA has been used
in order to determine the difference between the letter grades obtained by using the norm-referenced
assessment systems of the universities and the result has been found to be statistically significant.
Specifically, students with the same RSG appear to have different letter grades in different
universities.

The research findings have notably shown that the students’ letters grades decrease as standard
deviation in the norm-referenced assessment systems and low cut-off scores in criterion-referenced
assessment systems are used. To exemplify, considering the lower grades obtained through Selguk
University norm-referenced assessment system, criterion-referenced assessment system are used for
classes with RSG mean of over 70 and/or standard deviation below 8. Likewise, criterion-referenced
assessment is used for the classes whose RSG mean is over 60 in Akdeniz University norm-referenced
assessment system, while the same system is used for classes whose RSG mean is over 90 and/or
standard deviation is below 8 in Istanbul University. In the norm-referenced assessment system of
Aksaray University, criterion-referenced assessment is not applied depending on the RSG mean,
whereas criterion-referenced assessment is used for the classes with 80 and over RSG meaning the
norm-referenced assessment system applied by Karadeniz Technical University. However, 80-89
scores in the system applied by this university refer to BA and the scores above 90 signify AA letter
grade, which increases students’ letter grades.

When the research results are considered in general terms, the norm-referenced assessment has been
determined to be much more in favor of students’ letter grades compared to the criterion-referenced
assessment. A similar result has emerged in the study conducted by Sayin (2016); however, different
results have been found by Atilgan et al. (2012). This may result from the different use of the norm-
referenced assessment algorithms and the small size sample group.

Based on the results of this research, two different evaluations can be made in terms of students and
academic staff. On the basis of the student’s perspective, students have higher grade point averages
with the norm-referenced assessment than criterion-referenced assessment. This paves the way for the
fact that norm-referenced assessment will lead to grading inflation as indicated by Basol (2015) in the
related studies. Besides, different norm-referenced assessment systems reveal that the same RSG has
been converted into different letter grades, meaning that the universities applying norm-referenced
assessment system are more advantageous compared to the others. Both the difference between the
norm-referenced and criterion-referenced grading system and the difference between the norm-
referenced assessment systems may cause injustice. The concrete indicator of this situation occurs
when the students apply to graduate programs. The degree effect of the GPA is used up to 40% in
some universities is the evidence of the injustice of assessment systems used in the universities.

Upon analyzing the research results in terms of academic staff, the norm-referenced assessment
system will be able to reduce the grading errors that will arise from the structure of the tests prepared
by the academic staff. Considering that the academic staff may be lacking preparing a sufficient test or
question technique, errors emerging due to the structure of the test, such as misinterpretation of the
guestion or not being included in the current program, will cause students to get poor grades.
However, since the findings of the previous studies (Nartgiin, 2007; Saym, 2016) and this study
provide the conclusion that the norm-referenced assessment increases the grades of students, the norm-
referenced assessment is likely to convert these lower grades, especially those of academic staff, into
higher letter grades. The point to be noted here is that some students pass through the class without
deserving it or being in high letter ranges. Thus, it is preferable to have an adequate level of the
students included in the norm-referenced assessment and to determine the letter intervals rigorously.

What is more, it is of high significance to decide whether to use norm-referenced or criterion-
referenced assessment depending on the purpose, structure, and results of the exams in terms of
efficient measurement and assessment. Turgut and Baykul (2015) have noted that the scores will be
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distributed symmetrically when there is a normal distribution; otherwise, the grades of the students
will be largely affected by the other people in the class. Because the extreme values in both the right
skewed and left skewed grades will change the mean of the distribution as well as increasing the
standard deviation (Turgut & Baykul, 2015).

Besides, the use of criterion-referenced assessment will lead to different results in the case of the
skewness of the raw score distributions. As the grade point averages will be high in the left-skewed
distributions, many people in the class will pass with high letter grades, while in a class with a right-
skewed distribution, the grades will be lower, thus the letter grades will be low and many students may
fail. Given the skewness of the grades derives from the fact that the exam questions are too difficult or
too easy, it is probable that the academic staff does not prepare qualified questions in terms of
measurement and assessment. Thorndike (2005) draws attention to the fact that while preparing a
qualified test, 25% of the questions should be difficult, 50% of them are at a medium level and 25%
easy. Thus, the distribution of the grades will be closer to the normality.

Yiicel (2015) has stated that the national exams in Turkey such as university entrance for which norm-
referenced assessment is used measure the objectives at the level of remembering, understanding and
applying levels. The use of blueprint in the exams prepared by the academic staff may affect the
distribution of grades. In particular, writing the questions that will measure the cognitive gains of the
students in all levels will determine how much the student has learned. The most commonly used type
of question, open-ended questions and project-based assignments, which are the most commonly used
type of questions, will provide the students with the objectives that need to be gained in the upper
levels, namely, analysis, synthesis, and evaluation. It is expected that the number of questions will be
higher in the exams prepared in this direction, as a result of which both the scope validity of the exam
will increase and the grades obtained as a result of the application of the questions will be expected to
be distributed normally. In other words, the exam consisting of questions related to all cognitive levels
(knowledge, comprehension, application, analysis, synthesis, and evaluation) will undoubtfully affect
the difficulty of the questions, and as Thorndike (2005) stated, it will cause the questions to be
distributed normally in terms of the degree of difficulty. In short, the preparation of an exam within
the framework of measurement and evaluation will affect the grade distribution, and consequently,
exams can be evaluated through criterion-referenced assessment without the need for norm-referenced
assessment.
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Tiirkiye’de Yiiksekogretimde Kullanilan Bagil Degerlendirme
Sistemlerinin Istatistiksel Olarak Karsilastirilmasi

Girig

Egitim ve Ogretimin amaci, kazandirilmak istenen bilissel, duyussal ve psikomotor becerileri
Ogrenciye planli ve programli bir sekilde sunmaktir. Bunu saglamak icin oncelikle dort temel 6§eden
olusan dgretim programinin belirlenmesi gerekmektedir. Ogretim programinin bu dgeleri (a) hedef ve
davraniglarin  belirlemek, (b) igerigi bu hedef ve davranislara tutarli ve Ogrencilerin
hazirbulunusluklarina uygun olarak yapilandirmak, (c) her &6grenci farkli &grenir diislincesiyle
O0grenme ve Ogretme aktiviteleri olusturmak ve (d) anlamli bir 6lgme ve degerlendirme yapmaktir
(Tan, 2015). Ozellikle programda belirlenen hedef ve davranislarin 6grencilerin hazirbulunusluklarina

ne derece sahip oldugu ve yine 6grenme ve Ggretme aktivitelerinin hedef ve davraniglara ne derece
uygun oldugunu belirlemede 6lgme ve degerlendirmenin 6nemi goz ardi edilememektedir.

Olgme ve degerlendirme kavramlari siirekli beraber kullanilmasina ragmen, birbirinden farkli ve hatta
birbirini tamamlayan kavramlardir. Ozellikle 6lgme bir degiskeni veya bir nesneyi sembollerle ifade
ederken, degerlendirme ise Ol¢meden elde edilen sonuglarn bir Slgiitle kiyaslayarak bu sonuglarin
anlamlastirilmasini saglamaktadir. Ozellikle degerlendirmenin énemli bir gesi olan 6lgiitii belirlemek
olduk¢a karmasik ve problemli bir siire¢ oldugu kabul edilmektedir. Olgiit belirlemenin 6gretmen
kanisina, smiftaki 6grenci basar1 dagilimina, 6grenci yetenegine, dgrencinin programdaki erigisine
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(programin bagindaki ve sonundaki 6grenme farki) ve programin hedeflerine gore degisecegi onceki
caligmalarda belirtilmektedir (Turgut & Baykul, 2015; Martin & Jolly, 2002; Yorke, 2011). Bu
durumlar g6z Oniine alindiginda, dogru bir degerlendirme yapabilmenin en 6énemli unsurlarindan bir
tanesi uygun bir Olgiitin  segilmesidir. Zaten degerlendirme kullanilan Olgiite  gore
siniflandirilmaktadir. Mutlak OSlgiitiin kullanildigr diger bir ifade ile grup ve grup oOzelliklerine
bakilmaksizin herkes tarafindan ayni sekilde kabul edilen degerlendirmeye mutlak degerlendirme
(6lgiit dayanakll) adi verilmektedir. Grup ve 6zellikle grubun basari ortalamasina bagli olarak secilen
Olciite bagil dlgiit ve yapilan degerlendirmeye de bagil degerlendirme (norm dayanakli) denilmektedir.

Tirkiye’de devlet tiniversitelerine bakildiginda yaridan fazla tiniversitede not verme sistemi olarak
bagil degerlendirme kullanildig1 goriilmektedir. Mutlak degerlendirme kullanan {iniversitelere
bakildiginda farkli gecme ve kalma notlarina sahip oldugu ve harf araliklarinin farkli sekilde
belirlendigi goriilmektedir. Tiirkiye’ deki bagil degerlendirme sistemi kullanan iiniversitelerin
yonergeleri incelendiginde siniftaki 6grenci sayisi, sinif not ortalamasi, ylizdelik dilimleri ve notlarin
standart sapmasina gore farkli yontem ve algoritmalar kullandig1 goriilmektedir. Bazi iiniversiteler CC
notunu belirlerken sinif ortalamasinin yaninda 6gretim elemanlarinin miidahale etmesine de miisaade
etmektedir (Ankara Universitesi ve Istanbul Teknik Universitesi). Bunun yani sira bagil degerlendirme
kullanan bir¢cok {iiniversitede bagil degerlendirme sistemi uygulanirken Ogrencilerin T puaninin
hesaplanarak smiftaki not araligina gore mutlak ya da degerlendirme sistemi kullanilmaktadir
(Akdeniz Universitesi, Aksaray Universitesi, Bartin Universitesi, Bitlis Eren Universitesi, Bursa
Teknik Universitesi, Biilent Ecevit Universitesi, Ege Universitesi, Firat Universitesi, Hitit
Universitesi, Karamanoglu Mehmet Bey Universitesi, Kirikkale Universitesi, Kilis 7 Aralik
Universitesi, Mehmet Akif Ersoy Universitesi, Mugla Sitki Kogman Universitesi, Mus Alparslan
Universitesi, Tunceli Universitesi, Usak Universitesi gibi). Yine bu T puani hesaplama ydntemini
uygulayan iiniversitelerin bazilarinda ise 6grencilere verilen harf notlar1 6grencilerin sinif igerisindeki
yiizdelik dilimleri ile beraber diisiiniilerek verilirken (Artvin Coruh Universitesi, Atatiirk Universitesi,
Balikesir Universitesi, Celal Bayar Universitesi, Cumhuriyet Universitesi, Cankir1 Karatekin
Universitesi, Izmir Katip Celebi Universitesi, Kafkas Universitesi, Karadeniz Teknik Universitesi,
Marmara Universitesi, Namik Kemal Universitesi, Nigde Universitesi, Ondokuz May1s Universitesi,
Siileyman Demirel Universitesi, Trakya Universitesi gibi) bir kisminda ise bunlara ilave olarak smifin
standart sapmas1 gdz oniinde bulundurularak verilmektedir (Selguk Universitesi, Yalova Universitesi
gibi). T puan yontemini kullanmayan bazi tniversitelerde ise simiftaki 6grenci sayist ve siif not
ortalamasinin yaninda smniftaki not dagilimmin standart sapmasina goére mutlak ya da bagil
degerlendirme sistemi uygulanmaktadir (Istanbul Universitesi, Cukurova Universitesi, Harran
Universitesi, Inonii Universitesi, Kahramanmaras Siit¢ii Imam Universitesi gibi). Yine bu
iiniversitelerde harf araliklarinin alt ve iist sinirlari {iniversite yonetimi tarafindan belirlenmektedir.

Onceki galismalardan farkli olarak mevcut calismada Tiirkiye’de yaygin olarak kullanilan ve yukarida
bahsedilen 4 farkli bagil degerlendirme sistemi karsilastirilmistir. Bu baglamda sadece T puan
dontisimii uygulayan Universiteler arasindan her simif diizeyi i¢in bagil degerlendirme kullanan
Aksaray Universitesi ve iist diizey smiflar icin mutlak degerlendirme sistemi uygulayan Akdeniz
Universitesi’nin bagil degerlendirme sistemi (ham basar1 puanlarin (HBP) ortalamas: 60 iistii siniflar
icin) 6rnegi se¢ilmistir. T puan doniisiimii ve yiizdelik dilim yontemi kullanilan tiniversiteler arasindan
Karadeniz Teknik Universitesi’nin bagil degerlendirme sistemi Ornegi segilirken; T puan puan
donisiimii, ylizdelik dilim ve standart sapma kullanan iiniversiteye 6rnek olarak ise Selguk {liniversitesi
bagil degerlendirme sistemi Ornegi secilmistir. Son olarak T puan donisiimii kullanmayip sadece
standart sapma tabanli bir doniisiim kullanan {iniversite olarak ise Istanbul bagil degerlendirme sistemi
Ornegi secilmistir.

Bu baglamda asagidaki sorulara cevap aranacaktir:

1. Bagil degerlendirme ve mutlak degerlendirme ile hesaplanan 6grenci harf notlar1 arasinda
istatistiksel olarak fark var midir?

2. Farkli bagil degerlendirme sistemleri ile hesaplanan 6grenci harf notlar1 arasinda istatistiksel
olarak anlamli bir fark var midir?
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Yontem

Aragtirmada veri seti olarak 2014-2015 giiz donemindeki bir devlet {iniversitesindeki farkl: fakiilte ve
yiiksekokullarindaki tiim Ogrencilerin vize ve final notlar1 kullanilmis, toplam 19,574 6grencilerin
HBP’leri veri analizi i¢in gbze Oniine alinmustir.

Ogrencilerin HBP’leri ara smavin %40’ 1 final sinavinin %60’ 1 alinarak hesaplanmistir. Ardindan
ogrencilerin HBP’leri yukarida bahsedilen Aksaray Universitesi, Akdeniz Universitesi, Karadeniz
Teknik Universitesi, Selcuk Universitesi ve Istanbul Universitesi’nin uygulandig1 bagil degerlendirme
sistemine gore uyarlanarak harf notu olarak hesaplanmistir. Ayrica bu ¢alismada 6grencilerin HBP’leri
yine bu iniversitelerin mutlak degerlendirme yonergelerine gore yeniden harf notuna
donistiiriilmiistir. Her bir 6grencinin hem bagil degerlendirmeyle hesaplanan hem de mutlak
degerlendirme ile hesaplanmig harf notu ardindan 4’likk sistemdeki not karsilifina g¢evrilmistir.
Ogrencilerin 2014-2015 giiz déneminde birden fazla ders aldig1 diisiiniildiigiinde ayn1 islem her bir
Ogrencinin aldigr tiim derslerin HBP’lan1 i¢in yapilmistir. Diger bir ifade ile bu siire¢ 19,574
6grencinin 157,983 adet harf notu igin yapilmustir.

Ogrencilerin mutlak ve bagil harf notlariin 4’liik sistemindeki karsiliklar1 hesaplandiktan sonra, ilk
arastirma sorusu olan bagil ve mutlak degerlendirme arasindaki farki bulmak igin tekrarh
Ol¢iimlerindeki degisimi aragtiran eslestirilmis iki grup arasindaki farklarin testi (paired t-test) yontemi
kullanilmustir. ikinci arastirma sorusu icin yukarida adi gegen herbir iiniversitenin bagil degerlendirme
sistemiyle elde edilen harf notlar1 arasindaki farklar ise tek yonlii varyans analizi (ANOVA) yontemi
ile bulunmustur.

Sonuc¢ ve Tartisma

Bu c¢alismanin amaci 6grencilerin harf notlarinin bagil ve mutlak degerlendirme kullanilarak farklilik
gosterip gostermedigini ve farkli bagil degerlendirme sistemleri ile hesaplanan 6grenci harf notlar
arasinda istatistiksel olarak anlamli farklilik olup olmadigini bulmaktir. Bu baglamda bir devlet
iiniversitesinde okuyan 19,574 6grencinin her bir ders i¢in donem sonu ham basar1 puanlar farkl
bagil ve mutlak degerlendirme sistemine gore harf notuna ve ardindan 4’liik sistemdeki not karsiligina
cevrilmistir. Arastirma sonunda, bagil degerlendirme ile hesaplanan harf notlarin mutlak
degerlendirme ile hesaplanan notlara gore istatistiksel olarak anlaml ve yiiksek oldugu elde edilmistir.
Ayrica farkli bagil degerlendirme sistemleri ile hesaplanan 6grenci harf notlar1 arasinda istatistiksel
olarak anlamli bir farklilik oldugu bulunmustur.

Ozellikle galismanin bulgularindan iiniversitelerin bagil degerlendirme sistemlerinde standart sapma
kullaniminin yaninda mutlak degerlendirmenin kullanilacagi kesme puanlari diistiike 0grenci harf
notlarmnin diistiigii goriilmektedir. Ornegin, Selguk iiniversitesi bagil degerlendirme sistemi ile elde
edilen notlarin diisiik olmasi goz oniine alindiginda, bu sistemin HBP ortalamas1 70 {istii ve/veya
standart sapmasi 8’in altinda olan siniflar i¢in mutlak degerlendirme kullanildigi goriilmektedir. Yine
Akdeniz tniversitesi bagil degerlendirme siteminde HBP ortalamasi 60 lstii siniflar iginde mutlak
degerlendirme kullanilirken, istanbul {iniversitesinde ise HBP ortalamas1 90 iistii ve/veya standart
sapmasi 8’in altinda olan smiflar icin mutlak degerlendirme kullanildigr goriillmektedir. Aksaray
iiniversitesi bagil degerlendirme sisteminde ise mutlak degerlendirme uygulamast HBP ortalamasina
gore uygulanmamakta, Karadeniz Teknik {iniversitesinin uyguladigi bagil degerlendirme sisteminde
ise HBP ortalamasi 80 distii siniflar iginde mutlak degerlendirme kullanilmaktadir. Ancak bu
universitenin uyguladigi sistemde 80-89 puanlar BA ve 90 istli puanlar ise AA harf notuna
doniismekte ve bu durum 6grencilerin harf notlarini artirmaktadir.

Genel olarak elde edilen sonuglar diisiiniildiigiinde, bagil degerlendirmenin mutlak degerlendirmeye
gore harf notu olarak dgrenci lehine ¢alistigini ortaya ¢ikmaktadir. Ayn1 sonug¢ yakin zamanda Sayin
(2016) yilinda yapilan ¢alisma ile desteklenmesine ragmen Atilgan ve digerlerinin (2012) buldugu
sonug ile farklilik gostermektedir. Bu durum Atilgan ve digerlerinin (2012) ¢alismasinda kullandigi
bagil degerlendirme algoritmasi ile mevcut c¢alismadaki kullanilan bagil degerlendirme
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algoritmalarindan farkli ve daha az bir 6rneklem ile yapilmasindan kaynaklanabilecegi seklinde
aciklanabilir.

Bu calismanin sonuglarindan hareket ederek biri 6grenci agisindan digeri ise iiniversitedeki dgretim
eleman1 acisindan iki farkli yorum yapilabilir. Ogrenci acisindan bakildiginda mutlak degerlendirmeye
gore bagil degerlendirme ile 6grenciler daha yiiksek not ortalamasina sahip olurlar. Bu durum daha
onceki calismalarda Basol (2015)’ un ifade ettigi gibi bagil degerlendirmenin not enflasyonuna sebep
olacagi gorlisiinii desteklemektedir. Yine bu caligmanin bulgularindan hareketle farkli bagil
degerlendirme sistemleri aynt HBP’yi farkli harf notuna doniistiigiinii ortaya ¢ikarmakta, bu durum
bagil degerlendirme sistemi uygulayan bazi iiniversitelerin diger iiniversitelere gbre daha avantaj
sagladig diistiniilebilir. Gerek mutlak ve bagil degerlendirme not sistemi farkliligi, gerekse kullanilan
bagil degerlendirme sistemleri arasindaki farkin adaletsizlige sebep olabilmektedir. Bu durumun
somut gostergesi Ozellikle {iniversite mezuniyet sonrasinda Ogrencilerin lisansiistii egitime
basvurularda ortaya ¢ikmaktadir. Bu bagvurularda lisans mezuniyet ortalamasinin etki derecesi bazi
universitelerde %401 buldugu diisiiniildiiglinde mezun olunan iiniversitede kullanilan degerlendirme
sistemlerinin adaletsizlige ne derece sebep oldugu goriilmektedir.

Calismanin sonuglarina o6gretim elemanlart agisindan bakildiginda bagil degerlendirme sistemi
Ogretim elemanlarinin hazirladiklan testlerin yapisindan kaynaklanacak not hatalarini azaltabilecektir
(Duman, 2011). Ozellikle 6gretim elemanlarinin yeteri diizeyde test ya da soru hazirlama tekniginden
yoksun olabilecegi diisiiniiliirse, sorunun yanlis anlamlandirilmasi ya da mevcut programda olmamasi
gibi testin yapisindan kaynaklanan hatalar her bir 6§rencinin notunu diisiirecektir. Ancak gerek 6nceki
calismalarin (Nartgiin, 2007; Sayim, 2016) gerekse bu galigmanin bulgular1 bagil degerlendirmenin
Ogrenci notlarim1 artirdigi sonucunu desteklediginden, bagil degerlendirme 6&zellikle Ogretim
elemanlarindan kaynaklanan bu disiik notlar1 daha yiliksek harf notlarina doniistiirebilmesi
muhtemeldir. Ancak bagil degerlendirme ile bu disiik notlarin harf araliklart 6grenciler lehine
olacaktir. Burada dikkat edilmesi gereken nokta, bazi dgrencilerin hak etmedikleri halde dersten
gecmeleri ya da yiiksek harf araligina diismeleridir. Bu sebepten dolay1 bagil degerlendirmeye giren
Ogrencilerin yeteri diizeyde olmasi ve harf araliklarinin titizlikle belirlenmesi tercih edilmektedir.

Bunlarin yam sira herseyden 6nce yapilan sinavin amaci, yapisi ve sonuglarina baglh olarak mutlak
degerlendirme mi yoksa bagil degerlendirme mi kullanilmasina karar vermek dogru bir dlgme ve
degerlendirme agisindan oldukga onemlidir. Turgut ve Baykul (2015) 6zellikle bagil degerlendirme
kullanilan dagilimin normal dagilim olmasi durumunda verilecek notlarin da simetrik olarak
dagilacagini, aksi durumda Ogrencilerin aldigi notlarin siniftaki diger kisilerden fazla etkilenecegini
ifade etmektedir. Ciinkii gerek saga carpik gerekse sola carpik notlardaki u¢ degerleri hem dagilimin
ortalamasini degistirecek hem de standart sapmay1 artiracaktir.

Yine ham puan dagilimlarinin ¢arpik olmasi durumunda mutlak degerlendirme kullanilmasi ise farkli
sonuglar1 doguracaktir. Sola carpik dagilimlarda simif not ortalamasi yiiksek olacagindan siiftaki
birgok kisi yiiksek harf notlari ile gegerken, saga c¢arpik dagilima sahip bir sinifta ise siniftaki notlar
diisiik olacagindan verilen harf notlar1 da diisiik olacak hatta bir¢ok kisi dersten basarisiz olabilecektir.
Notlarin ¢arpik dagilim gdstermesi sinav sorularinin ¢ok zor ya da ¢ok kolay sorular sorulmasindan
kaynaklanacagi goz oniine alindiginda 6gretim elemaninin dlgme ve degerlendirme adina nitelikli
sorularin hazirlanmadig: diisiiniilebilir. Thorndike (2005) nitelikli bir test hazirlarken sorularin giicliik
derecelerin dengeli olmasina yani sorularin %25’ inin zor, %50’ sinin orta zorlukta ve %25’ inin kolay
olmasina dikkat ¢cekmektedir. Boylelikle notlar dagilimi normale daha da yaklasabilecektir.

Yicel (2015)’in ifade ettigi Tirkiye’de bagil degerlendirmenin kullandig1 tiniversite giris sinavi gibi
ulusal sinavlara bakildiginda bilissel diizey bakimindan alt diizey yani bilgi, kavrama ve uygulama
diizeyindeki hedefleri 6lctiigiinii soylenebilir. Ozellikle sinif icinde degerlendirmelerde 6gretim
elemanlarin hazirladiklar1 smavlar1 belirtke tablosu kullanmasi sinav sonucunda olusacak not
dagilimini  etkileyebilecektir. Ozellikle &grencilerin bilissel kazanimlar1 6lgecek sorularin tiim
basamaklar1 kapsayacak sekilde yazilmasi 6grencinin hangi hedefi ne derece 6grendigini diger bir
ifade ile verilen bilgide ne kadar derinlestigini 6lgecektir. Bunun iginde en ¢ok kullanilan soru tipi olan
¢oktan segmeli yerine agik u¢lu sorular ve proje tabanli 6devler verilerek 6grenciye kazandirilmasi
gereken hedefler iist basamaklara diger bir ifade ile analiz, sentez ve degerlendirme basamagina
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cikaracaktir. Bu dogrultuda hazirlanan simavlardaki soru sayisi fazla olmasi beklenip, bunun
sonuncunda siavin hem kapsam gecerliliginin artmasi hem de sorularin uygulanmasi sonucunda elde
edilen notlarin da normal olarak dagilmasi beklenecektir. Daha agik bir ifade ile sinavin 6grencilerin
biligsel kazanimlardaki tiim basamaklari (bilgi, kavrama, uygulama, analiz, sentez ve degerlendirme)
kapsayacak sekildeki sorulardan olusmasi sorularin giicliik dereceleri etkileyecek ve Thorndike
(2005)’ in ifade ettigi gibi sorularin giigliik derecesi bakimindan dengeli bir sekilde dagilmasina sebep
olacaktir. Kisacasi bir smnavin dlgme ve degerlendirme c¢ergevesinde hazirlanmasi not dagilimini
etkileyecek ve bunun sonucunda bagil degerlendirmeye ihtiya¢ duyulmayarak mutlak degerlendirme
ile sinavlar degerlendirilebilecektir.
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Calculation of Effect Size in Single-Subject Experimental Studies:
Examination of Non-Regression-Based Methods*
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Abstract

It is observed that meta-analysis studies have not been included in single-subject experimental studies as much as
the experimental studies. In order to overcome this deficiency in the literature, regression-based and non-
regression-based indexes that can be used as the effect size in single subject experimental studies have been
recently developed. Since most of the regression-based indexes are affected by the serial dependency of single-
subject experimental data, non-regression-based indexes that were less affected by this dependency and were
preferred more than regression-based indexes were the main subject of this study. Although there are many indexes
that are not based on regression in single-subject experimental studies, it is observed that most of the researchers
prefer the percentage of non-overlapping data (PND) and percentage of zero data (PZD). There are many
controversies in the literature especially on the use of the PND index. In the absence of a study describing the
alternative indexes of PND and PZD in Turkey literature, the examination of non-regression-based indexes makes
this study important. The aim of this study is to examine the non-regression methods used to calculate the effect
size in single-subject experimental studies and to show how these methods will be applied in single-subject
experimental research. In this aim, how to prepare the data, how to analyze it, how to synthesize it for more than
one study and how to interpret the results are discussed. In this study, suggestions were made for the researchers
based on 10 different indexes.

Key Words: Single-subject experimental research, meta-analysis, effect size, non-regression-based indexes.

INTRODUCTION

In recent years, new trends in studies in the field of education show that more emphasis is given to the
synthesis of data from studies in a specific field. Hattie (2009) stated that practitioners and policy makers
should summarize and compare various types of evidence obtained through meta-analysis in order to
close the gap between research and practice in education (Kavale, 2001). Meta-analysis (Glass, 1976)
is a method that provides a statistical summary of the studies conducted in a specific field. Meta-analysis
mainly helps to calculate the overall mean value of the subject matter using the effect size values
obtained from quantitative studies on a specific subject.

The meta-analysis method, which provides many benefits for researchers, can be applied in traditional
meta-analysis studies with the effect size values such as standardized mean difference, correlation and
risk ratio (Lipsey & Wilson, 2001). It is of great importance for the researchers to determine the
effectiveness of the intervention in experimental studies. Besides the statistical significance, calculating
the effect size value, which indicates the practical importance, gives the researcher information that can
be interpreted (such as small effect, large effect) about the effectiveness of the intervention phase.
Indeed, the American Psychological Association strongly recommends that every published work
should report an effect size value (American Psychological Association, 2010).

Although single-subject experimental research (Kircaali-iftar & Tekin, 1997) has a long-standing
history, meta-analysis practices to synthesize studies in this area have begun in the late 1980s. Most of
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the researchers in this area failed to develop an acceptable effect size due to the problems arising from
the data structure in single-subject experimental studies. Among these problems, single-subject
experimental study data included repeated measurements on the same individual, hence the dependence
on residual values (Huitema, 1985), the low number of measurements and the non-normal distribution
of these measurements. These problems prevented the applicability of these statistics by providing some
assumptions of parametric statistics in single subject experimental studies. In order to solve these
problems, many indexes have been suggested for meta-analyses that can be applied in single-subject
experimental studies (Beretvas & Chung, 2008). Among others, values based on percentage of non-
overlapping data (Scruggs, Mastropieri & Casto, 1987) and the standardized average difference (Busk
and Serlin, 1992) of the experimental and control groups (i.e., the baseline and intervention levels in
single-subject experimental studies) are the major ones. In addition, a large number of indexes were
proposed in the literature, mainly based on percentage calculations (Ma, 2006; Parker & Vannest, 2009;
Parker, Vannest, & Brown, 2009; Parker, Vannest, & Davis, 2011). In addition to these nonparametric
methods, many statistical methods based on regression analysis have been developed (Allison &
Gorman, 1993; Huitema & McKean, 2000; Swaminathan, Rogers, Horner, Sugai, & Smolkowski, 2014;
van den Noortgate & Onghena, 2003).

The methods proposed in the literature are suitable for different data designs to be obtained from
experimental studies with single-subjects. Especially, the methods not based on regression have been
widely accepted and still used in single-subject experimental studies (Aslan, Yal¢in, & Ozdemir, 2016;
Aydin, 2017; Karasu, 2009a, 2009b, 2011; Korkmaz & Diken, 2010; Sonmez & Diken, 2010; Tavil &
Karasu, 2013). It is also observed that the PND and PZD indexes are widely used by researchers in
Turkey. Especially in order to find a solution to the criticisms of PND, many alternative effect size
indexes which are not based on regression have been proposed in the literature. However, it is observed
that other non-regression-based alternatives are rarely being used by researchers in Turkey (Bozkus-
Geng, 2017; Kaya, 2015; Uysal, 2017). One of the reasons for little use of these methods by the
researchers may be due to lack of methodological studies describing these indexes in Turkey. Many
researchers abroad conducted studies describing and comparing the effect size values that can be used
for single-subject experimental studies (Alresheed, Holt, & Bano, 2013; Campbell, 2004; Heyvaert,
Saenen, Campbell, Maes, & Onghena, 2014; Maggin, O'Keeffe, & Johnson, 2011; Maggin,
Swaminathan et al., 2011; Manolov & Solanas, 2008; Manolov, Solanas, & Leiva, 2010; Olive &
Franco, 2008; Parker et al., 2011; Wolery, Busick, Reichow, & Barton, 2010). Most studies in the
literature are based on the comparison of non-regression-based indexes. Parker et al. (2011) compared
nine indexes, but others generally compared a few indexes. The explanation and comparison of 10
indexes used in single-subject experimental research makes this study different from other studies in
terms of the number of indexes discussed in a single study. According to the extensive literature review,
the number of studies comparing or explaining these indexes in Turkey is almost negligible. The only
example that can be given in this sense is Karasu (2009a)’s study of the effects of a group study selected
from the treatment studies based on natural approaches to improve communication and social skills of
children with autism. In that study, four different methods, percentage of non-overlapping data,
percentage of zero data, Swanson model and ITSACORR (interrupted time-series analysis procedure),
were compared to determine the most useful methods for calculating the effect-size in single-subject
experimental studies. Correlation analyses was performed to determine the relationships between the
effect size values obtained from four different methods and mean values were compared among the
results of these methods.

The lack of a comprehensive study describing the indexes developed in the Turkish literature after PND
and PZD makes this study important in which non-regression indexes are examined. The purpose of this
study is to examine the non-regression methods of the meta-analysis of single-subject experimental
studies and to show how these methods will be applied in single-subject experimental studies on sample
data. In this purpose, how to prepare the data, how to analyze it, how to synthesize it for more than one
study and how to interpret the results will be discussed. In this study, it was attempted to answer how
the results obtained from sample data which are suitable for single-subject experimental structure differ
between these indexes. All data used in this study are generated. Sample analysis was performed on the
same data for all methods except PZD as PZD index was used to determine the effectiveness in
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diminishing a behavior. Therefore, this can be considered a comparison study. The methods examined
in this study do not include all indexes proposed in the literature. The most studied indexes were
determined and included in this study by examining the comparison studies in single-subject
experimental research literature (Alresheed et al., 2013; Campbell, 2004; Heyvaert et al., 2014; Maggin,
O'Keeffe, & Johnson, 2011; Magin, Swaminathan et al., 2011; Manolov & Solanas, 2008; Manolov et
al., 2010; Olive & Franco, 2008; Parker et al., 2011; Wolery et al., 2010).

Percentage of Non-overlapping Data (PND)

The percentage of non-overlapping data (PND) proposed by Scruggs et al. (1987) is a nonparametric
index based on comparison of baseline and intervention levels. It is called percentage of non-overlapping
data as it is based on taking into account the non-overlapping data between the baseline and intervention
levels.

The calculation of this index is made by determining the ratio of the intervention level values that exceed
the maximum value of the baseline level to the number of values obtained at the intervention level. The
following steps are followed when calculating the PND value for an AB design:

1. Determine the maximum baseline value in the graph,

2. Draw a horizontal line from this determined maximum value to the right (intervention level),

3. Determine the intervention level values above this horizontal line,

4. Divide the number of data points obtained in the third step by the total number of data points at
the intervention level,

5. The value obtained in the fourth step is multiplied by 100 to calculate the PND value.

In the intervention level situations where the target behavior is expected to increase, the intervention
level values that exceed the highest value of the baseline level are taken into account when calculating
the value of the PND. In cases where the target behavior is expected to decrease, the intervention level
values below the lowest level of the baseline level are determined. The number of values obtained in
these two cases is divided by the total number of data points at the intervention level. If a study involves
more than one intervention, the PND indexes obtained from different interventions are combined to
determine the mean value and this value is used to evaluate the overall effectiveness of all interventions.
The PND value can also be calculated for the ABAB design, which is frequently applied in experimental
studies with single subjects. In the ABAB design, the PND indexes are calculated for both of the AB
designs. The mean of these two PND percentages is then calculated to find the overall value of the PND
of the ABAB design.

The values of the baseline level (A) and the intervention level (B) of an AB design obtained from an
individual’s dependent variable (minimum score = 0, maximum score = 20) are presented in Figure 1.
Ten measurements were assumed to be collected at both levels. This generated data set was assumed to
represent an expected increase in the targeted behavior. When we look at the baseline level
measurements in Figure 1, the highest baseline level value is 8. When a horizontal line is drawn over
this value to the right, values above 8 are determined at the intervention level. According to the data in
Figure 1, it can be seen that six data points (10, 9, 11, 10, 10, and 12) at the intervention level are above
this line. If the number of data points exceeding the maximum value is divided by the total number of
data points at the intervention level (10), a value of 0.6 is obtained. If we multiply this value by 100, the
PND value is calculated as 60 (i.e., 0.6 x 100) based on the data presented in Figure 1.

According to Scruggs and Mastropieri (1998), the PND values should be over 90 in order to say that the
intervention is “very effective”. The values between 71 and 90 indicate “effective” intervention, while
values between 50 and 70 indicate “questionable” or “moderate” effects. It indicates that the intervention
“ineffective” where the percentage value is less than 50 (Scruggs, Mastropieri, Cook, & Escobar, 1986;
Strain, Kohler, & Gresham, 1998). According to these criteria, the intervention in Figure 1 can be
considered moderately effective.
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Figure 1. Calculation of Percentage of Non-overlapping Data in an AB Design.

Although PND index is not necessary to meet the assumptions of parametric statistics, it is often
preferred by researchers as it is easy to compute and interpret (Ma, 2006). In addition to these
advantages, the PND index has several limitations that have been criticized by researchers (Allison &
Gorman, 1994; Strain et al., 1998). One of these criticisms is the failure of PND to behave as an effect
size value. On the other hand, there are also explanations made by Scruggs and Mastropieri (2013)
regarding the relationship between the size of the PND and the effect size. Another criticism of this
value is that the percentage of non-overlapping data ignores all other values except for a single value in
the baseline level. Another criticism directed at PND is that it does not take into account the trend stem
from linear increase or decrease at the baseline level and does not detect the changes in slope. In the
light of these criticisms, it should be noted that a reliable result cannot be obtained from the PND index
alone (Scruggs & Mastropieri, 1998). This is because the PND index does not have a known sampling
distribution and a p value cannot be calculated for this index (Parker, Hagan-Burke, & Vannest, 2007).
Therefore, the fact that a p value cannot be calculated eliminates the possibility of making inferences
based on this index. It is also criticized that the PND index value does not accurately reflect the effect
of intervention level if 0 or 100 values are present at the baseline level (Ma, 2006). Scruggs and
Mastropieri (1998) do not recommend calculating the PND in the case of a floor (0) or a ceiling (100)
is present at among the baseline data points. Finally, as in other non-overlapping indexes, the increase
in the value of the PND value as the number of intervention levels increases is seen as a limitation
(Allison & Gorman, 1993).

Percentage of Zero Data (PZD)

Percentage of zero data (PZD) is an index developed by Scotti, Evans, Meyer, and Walker (1991) to
show the effectiveness of the intervention level in single-subject experimental studies. PZD represents
the degree of behavior suppression versus degree of behavior reduction and it is seen as a more stringent
efficacy indicator (Campbell, 2004, p. 235). In other words, it is a measure that requires the targeted
behavior to reach zero and remain at zero level.

The following steps are followed to obtain the PZD value in an AB design:
1. The first data point with zero at the intervention level is detected,
2. The number of intervention level data remaining at the zero point, including the zero point
detected in the first step, is determined,
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3. The number of zero values specified in the second step is divided by the number of data points
after the first zero at the intervention level,
4. The value obtained in the third step is multiplied by 100 to obtain the PZD value.

The values of the baseline level (A) and the intervention level (B) of an AB design obtained from an
individual’s dependent variable (minimum score = 0, maximum score = 20) are presented in Figure 2.
Ten measurements were assumed to be collected at both levels. This generated data set was assumed to
represent an expected decrease in the target behavior.

When the intervention-level measurements are examined, it is the seventh data point where the
participant gets first zero point. After this point, three more measurements were made on the participant
and this participant scored two more zero points. Thus, the number of data points after this point,
including the first zero, was four and the participant scored zero points in three of these four
measurements. In order to calculate the PZD value, it is sufficient to divide the number of zero points
by four. Thus, the PZD value is 3/4 x 100 = 75. In cases where there are multiple intervention levels
(e.g., ABCD), some researchers (Reichle, 2007) have calculated the PZD value using only the last
intervention level (e.g., D). In the multiple baseline designs across subjects, the PZD value is calculated
for each subject separately (Schlosser & Koul, 2015). In their work on ABAB designs, Wehmeyer et al.
(2006) stated that they calculated a PZD value for each pair of AB design and each calculated PZD was
considered separate values.

18 Baseline Intervention
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Figure 2. Calculation of Percentage of Zero Data in an AB Design.

The PZD index takes values from 0 to 100 and higher values indicate an effective intervention. The
criteria suggested by Scotti et al. (1991) can be used in the interpretation of PZD. According to Scotti et
al. (1991), values between 55-80% indicate “moderate” effect, while values above 80% indicate “high”
effect. While PZD values below 18 percent imply “ineffective” intervention, values between 18-54%
indicate “questionable” effect. According to the above criteria, the intervention in Figure 2 can be said
to have “moderate” effect.

Since all data before the first zero point in the PZD index are ignored, data loss occurs in some cases
when compared to PND. At the same time, non-zero values at the intervention level are not included in
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the calculation of the PZD value. Besides, as in PND, the PZD index can also be affected easily by the
trend arising from outliers and time (Allison & Gorman, 1993). Another disadvantage of the PZD index
is that it only takes into account the data points at the intervention level. As it focuses only on the
elimination of the target behavior, it is not suitable for every intervention situation.

Percentage of Data Points Exceeding the Median of Baseline Level (PEM)

As indicated by Ma (2006, p. 600), the calculation of PND index using the horizontal line in the presence
of the 0 or 100 (ceiling and floor effect) value in the baseline level data makes it meaningless or zero.
This is considered one of the weaknesses of this method. There may be a trend effect resulting from
non-sudden decrease and increase in levels. This trend effect is ignored in the PND. For these reasons
Ma (2006) argued that the risk of making Type Il error was too high and, as an alternative to this method,
the percentage of data points exceeding the median value of the baseline level (PEM) method was
proposed.

When calculating the PEM value in an AB design, the following steps are followed:
1. The median value of the baseline level on the graph is determined,
2. A horizontal line is drawn from the median to the right.
3. The intervention level data points remaining above this horizontal line is determined,
4. The number of data points in the third step is divided by the total number of data points at the
intervention level,
5. The value obtained in the fourth step is multiplied by 100 to calculate the PEM value.

If the intervention applied while calculating PEM value is expected to increase the target behavior, the
intervention level data points above the median value of the baseline level are taken into account while
the effect of the intervention in the intervention is expected to decrease the target behavior the
intervention level data points below the median value are taken into account.

When we look at the baseline level data points in Figure 3, the median value of this level is 7. When a
line is drawn over this value to the right side of the graph, values above 7 at the intervention level are
determined. According to the data in Figure 3, eight data points (8, 10, 9, 11, 8, 10, 10, and 12) are seen
above this line. At the intervention level, the value of the data exceeding the median value is divided by
the total number of data points at the intervention level (10) to obtain a value of 0.8. If we multiply this
value by 100, the PEM value in the data in Figure 3 is calculated as 0.8 x 100 = 80.

When the recommended criteria for the PEM index are considered, the values between 91% and 100%
indicate a “very effective” intervention, while between 70% and 90% indicate “moderate” intervention
effect. In studies with a PEM value below 70%, it can be said that the intervention effect is
“questionable” or “ineffective” (Ma, 2006). According to Heyvaert et al. (2014), “questionable”
intervention is between 50% and 70% and “ineffective” intervention occurs below 50%. In case of
ineffective experiments, the data points show more or less continuous fluctuations around the median
value. The PEM value obtained using the data in Figure 3 indicates a moderate effect according to the
above criteria.

The PEM method has been found to be less affected by the autocorrelation in the data, and it has been
found that it effectively differentiates the effective and ineffective interventions comparing to other
indexes (Manolov, Solanas, & Leiva, 2010). The PEM index is used to calculate the change in the target
behavior among AB levels, not the trend changes between the baseline and the intervention levels. In
addition, this index does not take into account of the change and trend at the intervention level. The
PEM value provides a partial solution to the inability to calculate the slope value in the PND when there
is an orthogonal slope in the baseline- and intervention-level pairs after the first intervention level.
According to Ma (2006), one of the limitations of PEM index is to ignore the magnitudes of the data
points above the median in the calculation of this index, which means that this index is not sensitive to
the data points above the median. In addition, how to calculate PEM in data cases other than AB designs
was not mentioned in the original study.
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Figure 3. Calculation of Data Points Exceeding Median of Baseline Level in an AB Design.

Percentage of Data Exceeding a Median Trend of the Baseline Level (PEM-T)

Percentage of data exceeding the median trend of the baseline level (PEM-T) is an effect size index that
takes into account the trend determined using the split-middle line technique (White & Haring, 1980)
for single-subject experimental research. (Wolery et al., 2010). The PEM-T index, a version of PEM, is
a non-parametric statistics used for the same purpose.

In the calculation of the PEM-T value in an AB design, the following steps are followed:

1. A split-middle line of trend is drawn on the graph from the baseline to the intervention level
using the split-middle line technique as described in White and Haring (1980),

2. The intervention level data points above the median trend line are counted,

3. The number of data points in the second step is divided by the total number of data points at the
intervention level,

4. The value obtained in the third step is multiplied by 100 to calculate the PEM-T value.

If we want to calculate the PEM-T value according to the baseline and intervention level data points
presented in Figure 4, we need to create a median trend line using the data at the baseline level. To
calculate PEM-T value in Figure 4, a median trend line was obtained using the R syntax created by
Manolov, Sierra, Solanas and Botella (2014). As can be seen in Figure 4, eight data points at the
intervention level remain above this trend line. Thus, we can calculate PEM-T as 8/10 x 100 = 80. In an
experimental study with multiple AB designs, the PEM-T values are calculated for each AB design and
the values obtained are averaged. The researchers who developed PEM-T did not make any suggestions
on how to calculate this index for more complex designs.
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Figure 4. Calculation of the Percentage of Data Exceeding the Median Trend of the Baseline Level in
an AB Design.

There are no clear criteria for interpreting PEM-T values in the literature. Some criteria presented in Ma
(2006) can be used. According to these criteria, values of 90% and above indicate a “very effective”
intervention and values between 70% and less than 90% indicate “moderate” intervention effect. Values
between 50% and less than 70% refer to “questionable” or “mild” intervention. If PEM-T is below 50%,
the intervention is considered “ineffective”. These criteria need to be used more cautiously, as the effect
size value may be smaller in graphs with a trend that begins at the baseline level. The PEM-T index also
has some advantages and limitations. One of the main advantages of this index is that it is easy to
interpret and can take account of the linear trend at the baseline level. The fact that the median trend line
is affected by outlier values at the baseline level is also seen as a factor affecting the calculation of this
index.

Percentage of All Non-Overlapping Data (PAND) and Phi Coefficient

The percentage of all non-overlapping data suggested by Parker et al., (2007) helps to find the percentage
of non-overlapping data as in the other percentage of non-overlapping data indexes. The PAND value
is defined as the percentage of remaining data points to total data points after eliminating the minimum
number of data points that can remove the overlap between two levels (Parker et al., 2011).

In order to calculate the PAND value in an AB design, the following steps are followed:

1. Determine the data points that cause the overlap between the two levels,

2. Determine the minimum number of data points to eliminate the overlap between two levels,

3. Count the overlapping data points,

4. Calculate the percentage of overlapping data by dividing the number of overlapping data points
determined in the third step by the total number of data points,

5. The percentage of overlapping data obtained in step 4 is subtracted from 100 to obtain the
percentage of non-overlapping data (PAND).

Figure 5 shows the overlapping region and the data points that cause this overlapping area to calculate
the PAND value according to the baseline and intervention level data. As shown in Figure 5, a line is
drawn from the highest point of the baseline level and a line is drawn from the lowest point of the
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intervention level and the overlapping region is determined between the two levels. A minimum number
of data points are then decided to eliminate this overlap. If we remove a data point (8) at the baseline
level and two data points at the intervention level (7 and 7) in the graph in Figure 5, we eliminate the
overlap between these two levels and we get the number of all data points that do not overlap. Then, if
we remove the number of data points (2 + 1 = 3) that overlap from the entire number of data points (20),
we get the number of all the non-overlapping data points (17). Thus, we find the value of PAND (20-
3)/20=0.85. If we multiply this value by 100 to represent it as a percentage, we get the percentage of all
non-overlapping data.
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Figure 5. Calculation of the Percentage of All Non-Overlapping Data in an AB Design.

Parker et al. (2007) state that the PAND can be calculated only by looking at the graph, but it is difficult
to find the correct results by inspecting the graph in cases where too many data points are present
(complex single-subject experimental designs). PAND index, which is based on non-overlapping data
values such as PND, is calculated using all data at the baseline level unlike the PND. Another advantage
of the PAND index is that this index can be transformed into Pearson Phi correlation. Parker et al. (2007)
state that the Phi value has a known sampling distribution, and the value of p for Phi can be obtained. It
also allows for confidence intervals and power calculations. PAND index can be interpreted by
converting it to Cohen’s d value through the Phi value (Parker et al., 2007). Thanks to these features,
the PAND value provides the opportunity to obtain a lot of information that cannot be obtained with the
PND index. PAND, which can only measure average level changes, cannot control the positive baseline
level trend (Parker et al., 2007, p. 196).

Nonoverlap of All Pairs (NAP)

The nonoverlap of all pairs (NAP) index developed by Parker and Vannest (2009) is a value calculated
based on completely pair comparisons.

In an AB design, the following steps are followed to calculate the NAP value:

1. Each data point at the baseline level is compared with each data point at the intervention level.
When we compare one of the baseline-level data points in an AB design to all of the
intervention-level data points, there are three cases for each pair of data. The first of these cases
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is the development of the data point taken at the baseline level towards the point of comparison
at the intervention level (positive value). In other words, the data point at the intervention level
is larger than that of baseline-level. Second, the level of baseline level data is no change (equal
value or ties) from this level to the intervention level. Third, at the baseline level, the comparison
of the data point at which we make the comparison is greater than the data points at the
intervention level, i.e., it shows a decrease (negative).

2. A total score is calculated for each baseline level data point to be compared. When calculating
this score, a value of 1 for positive (An<B:) cases, a value of 0 for negative (A.> Bn) and a value
of 0.5 for cases with equal status (A= B,) are given.

3. These values obtained in the second step are summed and the total development score is
obtained for the baseline point subject to comparison.

4. We do the same for other data points at the baseline level, and we calculate the total development
points.

5. By dividing this total development score obtained in the previous steps by the number of all
data pairs that may be available (A x B), we obtain the NAP value.

The number of data pairs in an AB design is equal to product (A x B) of the number of data points at
the baseline and intervention levels. The number of data pairs for the data in Figure 6 is 100 (i.e., 10 x
10). The data pairs that show increase (Pos), decline (Neg), and ties (Ties) are counted in Figure 6. Based
on the data presented in Figure 6, development score is obtained as 10 (10 positive status) making the
comparison of the first data point (6) at the baseline with each intervention level data point (6-7, 6-8, 6-
10, 6-9, 6-11, 6-8, 6-10, 6-7, 6-10, 6-12). Similarly, for the second data point (i.e., 7), the development
score is obtained as 9 (8 positive and 2 equal conditions). In the same way, the third data point (i.e., 8)
of the baseline level is compared with each data point at the intervention level and shown in Figure 6 as
an example. The development score for the third data point of the baseline is obtained as 7 (6 positive,
2 equal cases, 3 negative conditions) according to the comparison conditions in Figure 6. For each data
point, the development scores are calculated as 10, 9, 7, 9, 10, 9, 9, 9, 10, and 9 for baseline sessions 1
to 10, respectively. When these values are summed, the total number of development data pairs equals
to 91 and by dividing this number by the total number of data pairs (100), we calculate the NAP value
as 91 (91%).
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Figure 6. Showing the Data Pair Comparison Used for NAP Calculations for the 3rd Data Point (neg =
negative; pos = positive; tie=equal).

ISSN: 1309 - 6575 Egitimde ve Psikolojide Olcme ve Degerlendirme Dergisi 39
Journal of Measurement and Evaluation in Education and Psychology



Journal of Measurement and Evaluation in Education and Psychology

The NAP index attempts to summarize the non-overlap between each baseline-level value and each
intervention-level value. Briefly, it can be defined as the percentage of data showing development
between A and B levels (Parker et al., 2011). Since the NAP takes into account all data pairs, it is a
holistic non-overlapping data statistics and can be converted to the effect size Cohen’s d. Like other
non-overlapping data indexes, the NAP index can also be calculated using a graph, but it is not easy to
compare all data pairs in large data sets. In addition to manual calculation from the graph, the NAP value
can be obtained using receiver operating characteristics (ROC) or Mann Whitney U test analysis using
familiar statistical programs such as SPSS. In the ROC analysis, Area Under the Curve (AUC) can be
used to calculate the NAP index. If there are too many data points, or if there are multiple baseline and
intervention levels, it may be difficult to calculate other non-overlapping data percentages from the
graph. Even in these cases, the NAP value can be easily obtained by finding the area under the curve in
the ROC analysis. In addition, the NAP value can be calculated by entering the data on a sheet via
http://www.singlecaseresearch.org/calculators/nap. As mentioned in Parker and Vannest (2009, p.
359), the value under the curve (AUC value) is a probability value ranging from 0.5 to 1. According to
the criteria given by Parker and Vannest (2009), the values less than 0.65 indicate “weak effect”, the
values between 0.66 and 0.92 indicate “moderate effect” and values above 0.92 indicate “very effective”
intervention.

According to Parker and Vannest (2009), the NAP has five advantages compared to other non-
overlapping data indexes. One of the main reasons for this is that they can better distinguish the results
in the comparison of many published studies. The second advantage is that there is less error compared
to other indexes which are calculated manually due to the fact that the scoring calculation can be
performed with the help of commonly used computer programs such as SPSS. The third and fourth
advantages are the high correlations between the data and the validity of the visual analysis and the
conversion of the NAP to R? and thus to Cohen’s d (Parker & Vannest, 2009). The fifth advantage given
by Parker and Vannest (2009) is that the NAP value, which has low confidence intervals, offers more
accurate results. Furthermore, in the case of autocorrelation in the longitudinal data, the NAP performs
well (Manolov, Solanas, Sierra, & Evans, 2011).

Tau

Another effect size index developed by Parker, Vannest, Davis and Sauber (2011) is Tau (Kendall’s Tau
non-overlap). In the calculation of the tau index, non-overlapping data pairs are used as in the calculation
of the NAP value. While the percentage of data pairs that do not overlap is found in the NAP, the
percentage of overlap is excluded from the non-overlap percentage in the Tau index (Parker, Vannest,
Davis, & Sauber, 2011). Given that PDP represents the number of data pairs that increases from the
baseline level to the intervention level (positive) and the NDP represents the number of data pairs that
are decreasing from the baseline level to the intervention level (negative) and TDP represents the total
number of data pairs between the baseline and intervention levels. Tau index can be calculated as
follows:

Tau = PDP-NDP (1)
TDP

The number of all data pairs in an AB design, as in the PAND, is equal to the product number (A x B)
of the baseline and intervention levels. Here, when we subtract the number of negative data pairs from
the number of positive data pairs (the number of overlapping data pairs) and then dividing by the number
of all data pairs, we get the Tau value.

In the data presented in Figure 6, by comparing each of the data pairs (100 data pairs) in a similar way
to the calculations made in previous index, the number of positive pairs is 84, the number of negative
pairs is 2 and the number of equal pairs is 14. Thus, the Tau value is calculated as (84-2) / 100 = 0.82.
In order to convert this decimal value to a percentage scale, it is required to multiply by 100. The Tau
value can also vary from 50% to 100%, as in the NAP index. As Parker et al. (2011) pointed out, the
Tau value can be obtained using Kendall rank correlation or Mann-Whitney U test analysis using
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conventional statistical programs (Parker, Vannest, Davis, & Sauber, 2011). The Tau value can be
obtained by dividing the S value obtained in the Kendall rank correlation by the total number of data
pairs (A x B).

In an AB design, the following steps are followed to obtain the Tau value from the Kendall rank
correlation:

1. The Level variable is created: A Level variable is created by entering a value of 0 at the baseline
level and a value of 1 at the intervention level (0,0, 0,0,0,0,0,0,0,0,1,1,1,1,1,1,1,1,1,
1,1),

2. A Kendall rank correlation is calculated between the Level variable created in the first step and
the raw data of baseline and intervention levels (6, 7,8,7,6,7,7,7,6,7,7, 8, 10, 9, 11, 8, 10,
7,10, 12),

3. Svalue is obtained from Kendall rank correlation (S = 82),

4. The Svalue in the third step is divided by the total number of data pairs (100) and the Tau value
is obtained as .82. This value can be calculated by entering the raw data into a sheet via
http://www.singlecaseresearch.org/calculators/tau-u.

Tau-U

Parker, Vannest, Davis, and Sauber (2011) proposed another Tau value (i.e., Tau-U) that can able to
control undesirable positive baseline trend. The Tau-U index, as in Tau, does not only cover the non-
overlapping data, but can also control the trend of the baseline level. In this way, the Tau-U index allows
for the quantification of the increase in the intervention that occur only at the intervention stage, beyond
the potential increase at baseline before the intervention (i.e., during the baseline level).

In an AB design, the following steps are followed to obtain the Tau-U value from the Kendall rank
correlation:

1. A Level variable is created: Rank numbers are assigned to the data at the baseline level with the
maximum value of 1 (3, 2,1, 2,3,2,2,2,3,2)for(6,7,8,7,6,7,7,7, 6, 7) and generated data
are entered as Level A data. The last number in Level A is assigned to each element in Level B
(7, 8,10,9,11, 8, 10, 7, 10, 12) to continue (4, 4, 4, 4,4, 4, 4, 4, 4). A common Level variable
is created by combining the data of these two levels (3, 2,1, 2,3,2,2,2,3,2,4,4,4,4,4,4, 4,
4,4, 4),

2. A Kendall rank correlation is calculated between the Level variable created in the first step and

the raw data of baseline and intervention levels (6, 7,8,7,6,7,7,7,6,7,7,8, 10, 9, 11, 8, 10,

7,10, 12),

S value is obtained from Kendall rank correlation (S = 83),

The S value in the third step is divided by the total number of data pairs (100) and the Tau-U

value is obtained as .83. We multiply by 100 to express this value on a scale of 100. This value

can be calculated by entering the raw data into a sheet via

http://www.singlecaseresearch.org/calculators/tau-u.

Parker et al. (2011) showed how the Tau-U value can be calculated for the AB and ABA designs. In this
study, it was mentioned that only the first baseline (A) and intervention (B) levels are included in the
calculation in more complex designs. Rakap (2015, p. 26) provided some explanations on how to use
the Tau-U index, which is one of the most recent indexes developed in the literature, in other single-
subject experimental designs. In designs with multiple baseline levels, Tau-U is calculated separately
for each baseline-intervention (AB) comparison and the overall Tau-U value is obtained by taking the
average of all Tau-U values obtained. When using the ABAB design, the Tau-U value is calculated for
each baseline and intervention pairs (i.e., A1B1 and A;B>). The overall Tau-U value is also obtained by
averaging the Tau-U values obtained from these pairs. In the ABCD design, according to Rakap (2015),
Tau-U values should be obtained by comparing the intervention level with the baseline level for each
level of intervention (e.g., AB, AC, AD given that A represents baseline level). The overall effect size
of the full model should be calculated using the last intervention stage (AD comparison). In the case of

~w
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such design, the overall Tau-U value is the value obtained from the comparison of the baseline level and
the final intervention level.

The criteria for the NAP suggested in Parker and Vannest (2009, p.364) can also be used for Tau-U.
According to these criteria, percentages below 65 indicate “weak” or “small” effects, percentages
between 66-92 indicate “moderate” effects, and percentages between 93 and 100 indicate “very
effective” interventions. Since these are not specifically developed for Tau-U, caution should be noted
in the use of these criteria. The Tau-U value of 82% using the data in Figure 6 indicates a moderate
intervention.

The Tau-U has the flexibility to analyze trend and overlap separately or both at the same time. In addition
to this flexibility, Tau-U index has more statistical power than other non-overlap indexes. The
distinctiveness of the Tau-U index and its consistency with the visual analyses are among the strengths
of this index. There is a decrease in the Tau-U index due to the attempt to control the trend. This decline
is seen as a limitation of this index by Parker et al. (2011). The fact that the Tau-U index cannot be
calculated in more complex single-subject experimental design than the AB and ABA designs is also
seen as a limitation.

It should be noted that all of the non-overlap methods described so far are adapted from methods known
as nonparametric dominance statistics in experimental studies. The dominance statistics can be defined
as the probability of a randomly selected score from a group exceeding a score in a second group (Parker,
Vannest, & Davis, 2011). The use of non-overlapping statistics, which are the equivalents of the
dominance statistics in single-subject experimental studies has given more reliability to the publications
in this area.

Mean Baseline Reduction (MBR)

Mean Baseline Reduction (MBR; Campbell, 2003) was developed by O’Brien and Repp (1990) to
calculate the decrease in the level of intervention in the targeted behavior. The MBR index is also known
as the percentage of decline from the baseline level and is applied to determine how much the behavior
has decreased.

In order to calculate the MBR value, it is sufficient to calculate the means of the data points at the
intervention level and baseline levels. The following steps can be followed when calculating MBR in
an AB design:

Calculate the mean of the baseline level,

Calculate the mean of intervention level,

Subtract he mean of the intervention level from the mean of the baseline level,

Divide the value in the third step by the mean of the baseline level (Campbell, 2003),

By multiplying the value obtained in the fourth step by 100, the percentage of MBR is obtained.
To put it another way; the MBR value is calculated with the following equation:

gL E

_ Mp-Mp
MBR = o 2

A

where Ma represents the mean of baseline level and Mg represents the mean of intervention level.

If the purpose of the intervention level is to increase rather than decrease a behavior, then the MBR
value is calculated by changing the order of two terms (Ma and Mg) on the numerator part of Equation
2. In other words, the baseline level mean is subtracted from the intervention level mean and the resulting
number should be divided by the mean of the baseline level. In order to be able to calculate the MBR
over the data presented in Figure 6, we must first calculate the mean value for both levels. The mean
values of the baseline level according to the data in Figure 6 is 6.8 and the mean value of the intervention
level is calculated as 9.2. Thus, the percentage of MBR is calculated as ((9.2 - 6.8) /6.8) x 100 = 35.3.

When the MBR value was found to be 100%, the problematic behavior was completely eliminated and
the 0% MBR value indicated that no change was observed according to the baseline level. Negative
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MBR value shows that problematic behavior increases at intervention level. Some researchers
recommend the use of the last three (Olive & Franco, 2008) or the last five (Lydon, Healy, O'Reilly, &
McCoy, 2013) data points at the baseline level and intervention level when calculating the MBR value.
If the values at the baseline level are zero, it is not possible to calculate the MBR value. This is a
limitation of MBR. Although there are no clearly defined interpretation criteria for MBR, Bell, Skinner
and Fisher (2009, p. 5) used small (.20), medium (.50) and high (.80) criteria for MBR values. In the
literature, there are not many studies on how to calculate the MBR index in different single-subject
experimental designs. Carr, Severtson, and Lepper (2009) used the last baseline and intervention-level
data points to calculate the MBR for ABA designs. We also found Carr et al. (2009) used the baseline
and intervention level data of each participant to calculate the MBR value for the multiple-baseline
designs.

Standardized Mean Difference (SMD)

In the meta-analyses studies with multiple subjects, the standardized mean difference (Cohen’s d,
Hedges’ g and Glass’ delta) indexes are used to calculate the effect size. It has been suggested by
researchers that a similar value to the standardized mean difference can be used in single-subject
experimental studies (Busk & Serlin, 1992; Shadish, Hedges, & Pustejovsky, 2014). The following steps
can be followed when calculating the SMD value (Busk & Serlin, 1992) to demonstrate the effectiveness
of the experiment in single-subject experimental studies:

1. Calculate the mean of the baseline level,

2. Calculate the mean of the intervention level,

3. Calculate the standard deviation of the baseline level,

4. Subtract the mean of the baseline level from the mean of the intervention level,

5. The value in the fourth step is divided by the standard deviation of the baseline level (Campbell,
2003).

To put it another way; the SMD value is calculated with the following equation:

_ Mp—-My
=5

SMD (3)
where Ma represents the mean of baseline level and Mg represents the mean of intervention level and Sa
represents the standard deviation of the baseline level.

In order to calculate the SMD value using the data presented in Figure 6, we need to calculate mean
values for both levels and only the standard deviation value for the baseline level. According to the data
in Figure 6, the mean value of the baseline level is 6.8 and the mean value of the intervention level is
calculated as 9.2. In addition, the standard deviation of the baseline level required to achieve the SMD
value is 0.632. Thus, the SMD value is calculated as (9.2-6.8) /0.632 = 3.79. It is also shown by visual
analysis and non-overlapping data-based indexes in which the effect of the intervention in Figure 6 is
not very large. However, the result of the SMD causes the intervention to be seen as a very effective
intervention. In the light of this example, it is likely that the SMD will provide misleading results in
terms of its effectiveness.

In contrast to most other recommended indexes, the standardized mean difference (SMD) has a known
sampling distribution, and allows statistics such as regression and ANOVA to be applied to the common
scale. With the help of Binomial (Binomial) sign test, the confidence intervals for this index can be
calculated (Busk & Serlin, 1992). According to Olive and Franco (2008, p. 8), there are many strengths
of the SMD method. The first one is the use of mean value in the calculations and possibility to calculate
this mean value in both increasing and decreasing intervention level effect situations. Unlike the
approaches based on non-overlapping data percentage, no data value in the SMD method is ignored.
Another strength of the SMD method is that it can be interpreted in the same way as the known effect
size values (e.g., Cohen’s d). According to Olive and Franco (2008, p. 7), the SMD value obtained in
experimental studies with single subjects can be interpreted according to the criteria proposed by Cohen
(1988). According to these criteria, d = 0.2, 0.5, and 0.8 are interpreted as small, medium, and large
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effect sizes, respectively. Researchers are advised to be cautious when using these criteria. Olive and
Smith (2005) state that there are many different single-subject experimental designs, and for each of
these designs, the same way should be followed by using different data to calculate the SMD value. For
example, the individual SMD values should be calculated for each subject in the multiple baseline
designs that include different subjects. The original baseline level and the last applied intervention level
should be used in the SMD calculation in the reversal designs. The SMD value calculation is also
possible for an ABA'B' design. In these cases, the researcher should calculate the SMD values (SMD1
and SMD) for both AB designs (AB and A'B") and obtain the mean of these two values. Among the
criticized aspects of the SMD value is the possibility of a possible trend effect due to time and failure to
account for the change in slope between levels. The standardized mean difference is considered to be a
problematic effect size calculation method because of the effect of the autocorrelation and the resulting
magnitude of the effect size is usually too large. In this context, many researchers in recent years are
striving to develop this index. Although it is frequently used by many researchers, it is thought to be
problematic to use them in the context of meta-analyses without overcoming the above-mentioned
limitations. In addition, SMD statistics does not take into account the dependence on the longitudinal
data structure as in most other non-regression approaches. This leads to incorrect estimation of standard
error rates. Therefore, this may lead to an increase in the Type | or Type Il error rates.

Reporting of Effect Size Indexes

The effect size values obtained from different studies must be gathered and interpreted to be used in a
meta-analysis study. According to Maggin et al. (2011), the successful combination of effect sizes from
different studies is useful to obtain generalizable results and to show to other researchers where the
amount of effect at the intervention level is more or less. The summarization of the effect size values
obtained from different studies is achieved by obtaining weighted average through traditional meta-
analysis models in studies with multiple subjects. The proposed steps for traditional meta-analysis
(literature review, selection of studies, calculation of effect sizes and summarization) also apply to the
meta-analysis of single-subject experimental studies. The difference between multiple- and single-
subject experimental studies is that how to summarize the effect size values obtained from different
studies.

According to the research conducted by Maggin et al. (2011), researchers apply five different methods
in experimental subjects. The most preferred of these methods is to summarize the effect size values
obtained from all studies by calculating the mean effect size value. The second most commonly used
summation method is to obtain an average value from all studies using a weighted average. In order to
calculate the weighted average, it is necessary to obtain values such as inverse variance weights,
confidence intervals or standard errors in the traditional meta-analysis. It is also possible to obtain
weighted average with multilevel models. Other methods used to summarize effect sizes include
reporting the median value of all studies, providing descriptive explanations, or showing the percentages
of effective and ineffective studies.

In single-subject experimental studies, the researcher needs to pay attention to several points in obtaining
the common effect size value using one of the methods described above (Vannest & Davis, 2013, pp.
107-108). First of all, the researcher who will make a meta-analysis should know the characteristics of
single-subject experimental research. The researcher should be well aware of the levels in which a single
subject will be compared between the levels of experimental research (Vannest & Davis, 2013). The
calculation of the indexes presented above is shown for the AB design. Almost all of these indexes can
also be applied to complex single-subject experimental designs. Even in these complex designs, most
researchers obtain the index values described above by selecting a level A and a level B. What is
important is to justify why the researcher has made such a decision. In addition, the researcher who is
planning to make a meta-analysis in single-subject experimental studies should explain the method of
calculating the effect size index of his/her choice and should provide a detailed description of the
calculation method. WWC (Kratochwill et al., 2010) and many researchers recommend calculating and
reporting the effect sizes using multiple indexes until a single effect size index is developed that is
sensitive to all conditions specific to the data patterns obtained from single-subject experimental studies.
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In addition to reporting the effect size value for each study included in the meta-analysis, the meta-
analyst should also report details such as the number of participants in the research, the type and the
number of behaviors examined, the number of studies and the type of weighting used (Vannest & Davis,
2013). Confidence intervals should also be provided when reporting effect size index values.

DISCUSSION and CONCLUSION

In this study, 10 indexes, which are used as effect size values in single subject experimental research,
were examined. It was tried to explain how to calculate these indexes developed by different researchers
on sample data. It is expected that this study will benefit the researchers with single-subject experimental
studies. Firstly, PND and PZD indexes, which are the most preferred indexes in domestic and
international literature, are explained and, the properties of other alternative indexes are presented. In
this study, it was observed in the literature that the PND was preferred due to the fact that it is easily
computable among the indexes compared, but the limitations were ignored. It has been underlined that
some of the other indexes like PND (PAND, NAP, PEM and Tau) offer solutions to the limitations of
PND but do not offer the advantages of traditional effect size values.

The fact that the effect size indexes are used in different behavior situations are among the distinguishing
features of these indexes. While most of the indexes examined in our study are used in cases where
target behavior is expected to increase or decrease, PZD index is used only in cases where the expected
behavior is expected to disappear. If the researcher is doing an intervention on the elimination of a
behavior in the participant, the index to be preferred may be the PZD. Another difference is the number
of data points used in the calculation indexes. Some indexes only take into account data values at the
intervention level (e.g., PZD), while some indexes (PND, PEM, PAND, etc.) take into account one or a
few of the baseline data points. Therefore, it would be more accurate to use indexes that take into account
all the data in both the baseline and intervention levels (NAP, Tau, Tau-U, SMD, and MBR). Statistics
that take into account all of the values in the data are less influenced by outliers. In particular, the NAP,
Tau and Tau-U indexes tend to produce more accurate results because they have more statistical power
than other nonparametric indexes (Parker et al., 2011). Ignoring some data points can lead to misleading
decisions about the effectiveness of the intervention level. In addition to taking into account all data
points, indexes such as SMD and MBR are characterized by being able to be transformed into traditional
effect size values or interpreted in the same way. In this context, it is observed that the values obtained
in the SMD calculations are higher than the group design studies. Another index with this feature is the
PAND index which can be converted to d value by obtaining Phi value. Most of the percentage indexes
presented in this study do not produce values that can be interpreted as effect size values obtained from
studies with multiple subjects. Another limitation of the indexes covered in this study is that most
indexes cannot take into account the effect of autocorrelation and trend in single-subject experimental
studies (as in time series). The autocorrelation effect is defined as the positive or negative correlation of
repeated data collected from the same individual. This effect leads to incorrect calculation of the
standard deviation values. The index values, which can take this negative effect into account (Tau-U),
are found more ideal by the researchers. In cases of autocorrelation and data without trend, the use of
PND and PEM-T may be recommended to practitioners to determine whether an intervention is effective
in terms of ease. However, it would be more appropriate to use more advanced methods (e.g., Tau-U)
in the context of meta-analyses.
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Are Differentially Functioning Mathematics Items Reason of

Low Achievement of Turkish Students in PISA 2015?*
Serkan ARIKAN**
Abstract

In PISA 2015 the average mathematics score of Turkey decreased dramatically. One of the reasons could be
the psychometric properties of mathematics items of PISA 2015. Therefore, it is necessary to evaluate PISA
mathematics items for language DIF. In the study, three different DIF detection methods were used: logistic
regression (LR), Mantel-Haenszel (MH) and structural equation modeling (SEM). Eleven items were found to
have DIF when Turkish and English speaking students were compared. The effect sizes of mathematics
performance differences between Turkish and English speaking students before and after excluding DIF items
did not change which indicated that DIF items did not cause Turkish students to perform lower than expected.
All the DIF items were open response format in which answers were rated by experts and computers. The DIF
items favoring Turkish students were mainly related to the basic cognitive process.

Key Words: PISA 2015, Mathematics Performance, DIF, Turkish Student, Low Achievement

INTRODUCTION

The Programme for International Student Assessment (PISA) aims to provide internationally
comparable data for 15-year-old students’ performance based on reading, mathematics and science.
PISA is administered every 3 year which makes possible to monitor progress of educational systems.
The results of PISA get great attention by educators, researchers and policy makers as PISA provides
detailed information about more than 70 countries. PISA 2015 application had great coverage in
which 35 OECD countries and 37 partner countries participated to the assessment. PISA has many
additional important features that make it unique and different from other assessments. For instance,
PISA links student performance results data with student level variables like students’ background
and attitudes towards learning and with school level variables like school characteristics. PISA aims
to measure students’ capacity to apply knowledge and skills in key subjects which is defined as
“literacy”. (OECD, 2016a).

Turkey, a member of OECD, participates PISA regularly since 2003. Turkey’s performances on
mathematics were below the average score of 500; 423 in PISA 2003, 424 in PISA 2006, 445 in
PISA 2009, 448 in PISA 2012, and 420 in PISA 2015. Similarly the average science scores of
Turkey were 434 in PISA 2003, 424 in PISA 2006, 454 in PISA 2009, 463 in PISA 2012, and 425 in
PISA 2015; the average reading scores of Turkey were 441 in PISA 2003, 447 in PISA 2006, 464 in
PISA 2009, 475 in PISA 2012, and 428 in PISA 2015 (MEB, 2015; MEB, 2016). Through PISA
2012, Turkey had an increasing trend in the scores, however, in PISA 2015 the average scores
decreased dramatically. The reasons of this very low score on PISA 2015 are necessary to be
investigated.

There might be several reasons of the low scores of Turkish students in PISA 2015. There might be a
problem in psychometric properties of items that were used in the PISA 2015 assessment; there
might be a problem in the comparability of the samples over years; the change in test administration
method (computer based administration instead of paper and pencil test) might cause lower scores. It

*An early draft of this paper was presented at European Conference on Educational Research (ECER) in Bolzano, Italy in
2018.

**Asst. Prof. Dr., Mugla Sitki Kocman University, Faculty of Education, Mugla-Turkey, serkanarikan@mu.edu.tr, ORCID
ID: 0000-0001-9610-5496

To cite this article:
Arikan, S. (2019). Are differentially functioning mathematics items reason of low achievement of Turkish students
in PISA 2015?. journal of Measurement and Evaluation in Education and Psychology, 10(1), 49-67. DOL:
10.21031/epod.466860
Received: 03.10.2018
Accepted:12.02.2019



Journal of Measurement and Evaluation in Education and Psychology

is also possible that the low scores might be as a result of the change in the curriculum, educational
practices or country level educational policies in Turkey. This study focused on the psychometric
properties of the PISA 2015 mathematics items as a source of low scores of Turkish students.

Comeparative assessments should be fair to all groups of students. Psychometric properties of these
assessments should be controlled to prevent any unintended bias. PISA is mainly developed in
English first and then adapted to other languages including Turkish (OECD, 2017). Therefore, it is
necessary to evaluate whether PISA mathematics items functioned differently for Turkish and
English speaking students who answered adapted items and original items, respectively. Finding
evidence for fairness of items in terms of psychometric properties could help us to eliminate one of
the possible reasons of sharp decrease of Turkish students’ mathematics performance in 2015.

Differential item functioning (DIF) detection methods are widely used to evaluate the fairness and
equality of tests on item level in investigating the comparability of translated and/or adapted
measures (Zumbo, 2007). DIF occurs and threatens the comparability of scores if students with the
similar ability level on the underlying construct in different groups do not have the similar
probability of getting the right answers for a specific item (van de Vijver & Leung, 1997; Zumbo,
2007). Evaluating items in terms of DIF is a necessary preliminary analysis before conducting any
comparative study. Otherwise, if a test contains items having DIF, observed differences in scores
could be related to the problematic items rather than true differences on the underlying trait or ability
(He & van de Vijver, 2013). If an item is detected as having DIF statistically, the context of the item
should be examined by experts to evaluate whether the item indeed biased against one group
systematically (van de Vijver & Leung, 1997). However, judgmental expert evaluation alone might
not be always successful to detect why DIF occurs. For example, Angoff (1993) reported that even
item writers often had problems to understand why some perfectly reasonable items showed large
amounts of DIF. Some scholars investigated whether student background variables could be
potential explanations of sources of DIF (Joldersma & Bowen, 2010; Liu et al., 2016; Zumbo &
Gelin, 2007).

PISA items are prepared very carefully under the guidance of the experts by international team of
item developers. Translatability reviews are conducted considering translation, adaptation and
cultural issues (OECD, 2017). However, many researchers reported that PISA mathematics items
contained DIF (Demir & Kose, 2014; Kankaras & Moors, 2014; Lyons-Thomas, Sandilands, &
Ercikan, 2014; Yildirim & Berberoglu, 2009). Yildirim and Berberoglu (2009) reported that 5 out of
21 mathematics items in PISA 2003 were flagged as having DIF in the comparison of Turkish and
American students (3 of these items favored Turkish students). Lyons-Thomas et al. (2014) found
that there were gender DIF in PISA 2009 mathematics items of students in Canada, Finland,
Shanghai, and Turkey. Demir and Kose (2014) identified many DIF items in PISA 2009
mathematics assessment when they compare answers of Turkish students with German, Finish and
American students. Therefore, there is a possibility that PISA 2015 mathematics items might contain
DIF items that could cause a decline in Turkish students’ mathematics scores. There is not any study
that investigated whether PISA 2015 items contained DIF across Turkish and English speaking
students.

Purpose of the Study

Having DIF items for a language group is a threat to comparability of test scores. In this study, PISA
2015 mathematics items were analyzed in terms of DIF for Turkish, English and American students.
The main idea is that whether the low mathematics scores of Turkish students could be due to DIF
items against Turkish students. Therefore, in order to test this claim, DIF analyses using answers of
Turkish and English student, as well as Turkish and American students were conducted separately.
The research questions of this study were

(1) Are there any items having DIF in PISA 2015 mathematics test in comparing Turkish and
English students?
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(2) Are there any items having DIF in PISA 2015 mathematics test in comparing Turkish and
American students?

(3) Are there any changes in the effect sizes of mathematics performance differences among
groups before and after excluding DIF items, if any?

METHOD

Participants

The data of this study were obtained from the PISA 2015 data set. In PISA, the target population is
all 15-year-old students of participating countries. PISA has rotated booklet design in which each
student answers linked portion of all items. Therefore, ability level of each student could be
estimated from all items without requiring a student to answer all items (OECD, 2016b). This study
used the data of all Turkish, English and American students who answered mathematics items in
booklets 43, 45, and 47. These three booklets were selected because they included all the items and
there were no overlap of items. The participants were 491 Turkish students, 1154 English students
and 448 American students.

Instrument

In PISA 2015, a total of 69 mathematics items were used to collect information about students’
mathematics performance and a student responded approximately 23 mathematics items. PISA aims
to measure mathematical literacy level of students defined as the capacity of students to apply
acquired knowledge and skills to different problems and challenges they encounter. The
mathematical processes measured in PISA are formulate (formulating situations mathematically),
employ (employing mathematical concepts, facts, procedures and reasoning), and interpret
(interpreting, applying and evaluating mathematical outcomes) (OECD, 2016b). These mathematical
processes have a hierarchical order in which interpret represents the highest cognitive process. In
Table 1, Table 2 and Table 3, item number, item code, item label, item format, cognitive processes
measured by each item and item-level percentage correct values for Turkish, English and American
students in booklet 43, 45 and 47 were reported.

Data Analysis

In the study, three different DIF detection methods were used. These DIF detection methods were
logistic regression (LR), Mantel-Haenszel (MH) and structural equation modeling (SEM). As each
DIF method is based on different statistical procedures, and studies reported that there might be low
to medium coherence among DIF detection methods (Atalay, Gok, Kelecioglu & Arsan, 2012), more
than one method was used. In order to get more consistent findings, an item that showed DIF in at
least two different methods was considered to contain DIF across language groups. Sixty-nine
mathematics items were evaluated in terms of DIF for Turkish-English and Turkish-American
students groups.

In the logistic regression method, as the first step, only total score (model 1), then total score and
grouping variable (model 2), and finally total score, grouping variable and their interaction (model 3)
were used as predictors. Significance of country and their interaction, and the change in R? value
were taken as evidence for uniform bias and non-uniform bias, respectively (Zumbo, 1999). Zumbo
and Thomas (1997) proposed that AR? (the difference between model 3 and model 1) higher than
0.130 indicates moderate DIF and higher than 0.260 indicates large DIF. Jodoin and Gierl (2001)
proposed lower values to detect DIF; AR? higher than 0.035 indicates moderate DIF and higher than
0.070 indicates large DIF. In this study the criteria of Jodoin and Gierl was used to detect DIF items
as it requires lower values which allows to detect more items. Therefore, the possibility to omit an
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item that might have bias will be minimized. SPSS 22.0 programs were used to conduct logistic
regression analysis.

Table 1. Item Descriptions for Booklet 43

Item No  Item Code Item Label Item Cognitive Turkish English ~ American
Format Domain p value p value p value
B43 1 CMO033Q01S A View Room-Q01 SMC interpret .56 74 75
B43 2 CM474Q01S Running Time-Q01 SMC employ 44 .63 .64
B43 3 DM155Q02C Population Pyramids-Q02 OR interpret 22 57 43
B43 4 CM155Q01S Population Pyramids-Q01 CMC employ 46 .66 .63
B43 5 DM155Q03C Population Pyramids-Q03 OR employ .07 A3 14
B43 6 CM155Q04S Population Pyramids-Q04 CMC interpret .32 .54 43
B43_7 CM411Q01S Diving-Q01 OR employ .25 .52 43
B43 8 CM411Q02S Diving-Q02 SMC interpret .29 48 51
B43 9 CMB803Q01S Labels-Q01 OR formulate .10 .28 .20
B43_10 CM442Q02S Braille-Q02 CMC interpret 14 .20 .25
B43 11 DM462Q01C Third Side-Q01 OR employ A3 .01 .03
B43_12 CMO034Q01S Bricks-Q01 OR formulate 17 .32 .23
B43_13 CM305Q01S Map-Q01 SMC employ 31 .39 42
B43_14 CM496Q01S Cash Withdrawal-Q01 CMC formulate .23 A7 A1
B43 15 CM496Q02S Cash Withdrawal-Q02 OR employ A7 .68 .59
B43 16 CM423Q01S Tossing Coins-Q01 SMC interpret a7 .84 71
B43 17 DM406Q01C Running Tracks-Q01 OR employ .09 .24 .07
B43 18 DM406Q02C Running Tracks-Q02 OR formulate .01 .08 .04
B43_19 CM603Q01S Number Check-Q01 CMC employ .23 .32 31
B43_20 CM571Q01S Stop The Car-Q01 SMC interpret .22 .39 .34
B43_21 CM564Q01S Chair Lift-Q01 SMC formulate .39 .37 41
B43_22 CM564Q02S Chair Lift-Q02 SMC formulate .33 42 .35
Note: CMC: Complex Multiple Choice; OR: Open Response; SMC: Simple Multiple Choice
Table 2. Item Descriptions for Booklet 45
ltemNo Item Code Item Label Item Cognitive Turkish  English ~ American
Format Domain p value p value p value
B45 1 CM447Q01S Tile Arrangement-Q01 SMC employ .52 .55 .53
B45 2 CM273Q01S Pipelines-Q01 CMC employ 37 37 .32
B45_3 CM408Q01S Lotteries-Q01 CMC interpret .29 40 .34
B45 4 CM420Q01S Transport-Q01 CMC interpret .30 54 51
B45 5 CM446Q01S Thermometer Cricket-Q01 OR formulate .65 .68 .67
B45 6 DM446Q02C Thermometer Cricket-Q02 OR formulate .02 .08 .05
B45 7 CM559Q01S Telephone Rates-Q01 SMC interpret .54 .59 .49
B45 8 DM828Q02C Carbon Dioxide-Q02 OR employ .52 .66 .57
B45 9 CM828Q03S Carbon Dioxide-Q03 OR employ .24 .29 27
B45_10 CM464Q01S Fence-Q01 OR formulate .20 19 .15
B45_11 CM800Q01S Computer Game-Q01 SMC employ .88 .86 .78
B45_12 CM982Q01S Employment Data-Q01 OR employ 71 .84 .81
B45_ 13 CM982Q02S Employment Data-Q02 OR employ A4 40 .35
B45_14 CM982Q03S Employment Data-Q03 CMC interpret .57 .63 .64
B45 15 CM982Q04S Employment Data-Q04 SMC formulate 31 49 .37
B45 16 CM992Q01S Spacers-Q01 OR formulate 48 .70 .68
B45_ 17 CM992Q02S Spacers-Q02 OR formulate .06 A1 10
B45_18 DM992Q03C Spacers-Q03 OR formulate .05 .03 .05
B45 19 CM915Q01S Carbon Tax-Q01 SMC employ 31 49 .39
B45_20 CM915Q02S Carbon Tax-Q02 OR employ .54 .66 .61
B45 21 CM906Q01S Crazy Ants-Q01 SMC employ .35 .61 A7
B45_22 DM906Q02C Crazy Ants-Q02 OR employ 18 .39 31
B45_23 DMO00KQO02C Wheelchair Basketball-Q02 OR formulate .02 .09 .05

Note: CMC: Complex Multiple Choice; OR: Open Response; SMC: Simple Multiple Choice
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Table 3. Item Descriptions for Booklet 47

Item No  Item Code Item Label Item Cognitive Turkish ~ English ~ American
Format Domain p value p value p value
B47_1 CM909Q01S Speeding Fines-Q01 OR interpret A48 .90 .84
B47_2 CM909Q02S Speeding Fines-Q02 SMC employ .20 46 51
B47_3 CM909Q03S Speeding Fines-Q03 OR interpret .06 .24 .26
B47_4 CM949Q01S Roof Truss Design-Q01 CMC employ .38 .67 .60
B47 5 CM949Q02S Roof Truss Design-Q02 CMC employ .20 .33 .26
B47_6 DM949Q03C Roof Truss Design-Q03 OR formulate 18 .24 .30
B47_7 CMO00GQO1S Advertising Column-Q01 OR formulate .05 .06 .03
B47_8 DM955Q01C Migration-Q01 OR interpret 41 .79 .68
B47_9 DM955Q02C Migration-Q02 OR interpret .34 .30 21
B47_10 CM955Q03S Migration-Q03 OR employ .01 .08 .05
B47_11 DM998Q02C Bike Rental-Q02 OR interpret .52 a7 .84
B47_12 CM998Q04S Bike Rental-Q04 CMC employ .28 .30 .28
B47_13 CM905Q01S Tennis balls-Q01 CMC interpret .50 .70 72
B47_14 DM905Q02C Tennis balls-Q02 OR interpret .20 41 31
B47_15 CM919Q01S Fan Merchandise-Q01 OR employ .69 .83 .75
B47_16 CM919Q02S Fan Merchandise-Q02 OR formulate 21 .39 .40
B47_17 CM954Q01S Medicine doses-Q01 OR employ .36 .64 .70
B47_18 DM954Q02C Medicine doses-Q02 OR employ A3 .35 .33
B47_19 CM954Q04S Medicine doses-Q04 OR employ .01 .29 21
B47 20 CM943Q01S Arches-Q01 SMC formulate 37 .45 47
B47_21  CM943Q02S Arches-Q02 OR formulate .00 .02 .01
B47_22 DM953Q02C Flu test-Q02 OR interpret A1 .33 31
B47_23 CM953Q03S Flu test-Q03 OR formulate 12 47 .38
B47_24 DM953Q04C Flu test-Q04 OR formulate .00 A1 .07

Note: CMC: Complex Multiple Choice; OR: Open Response; SMC: Simple Multiple Choice

The Mantel-Haenszel DIF detection method is based on building of K two-by-two contingency
tables, where K represents the number of discrete score categories that are used to match the
comparison groups. For each matched score level, the expected and observed ratios are compared by
chi-square method (Holland & Thayer, 1986). Then The MH D-DIF index is calculated using these
comparisons with logarithmic transformations in which a negative value indicates the item favors
reference group over the focal group (Holland & Thayer, 1988). Educational Testing Service (ETS)
proposed a criterion to flag DIF items: The MH D-DIF index between 1 and 1.5 indicates moderate
DIF and The MH D-DIF index higher than 1.5 indicated large DIF (Zieky, 1993). DIFAS 5.0
program was used for MH DIF detection analysis (Penfield, 2005).

In the SEM procedure, a Confirmatory Factor Analysis (unifactorial, with all items as indicators of
the latent variable) is conducted to assess configural, metric and scalar invariance. The difference
between incremental types of model fit is evaluated as the factor loadings and intercepts are forced to
be equal for comparison groups (van de Vijver, 2017). If the difference in comparative fit index
(CFI) and Tucker Lewis index (TLI) between configural, metric and the scalar invariance model is
larger than 0.010, the modification indices are investigated to identify DIF items (Cheung and
Rensvold, 2002). Mplus 7.4 program was used for SEM DIF detection procedure (Muthen &
Muthen, 2015).

After detecting DIF items, the effect sizes of mathematics performance differences among student
groups before and after excluding DIF items were calculated. The change in effect sizes was
investigated. Effect size allows researchers to compare the difference between groups without being
affected from sample size (Field, 2013). For comparing means of two groups, Cohen’s d is
frequently used as an indicator of effect size. Cohen’s d is calculated as the difference between the
group means divided by the pooled standard deviation. Cohens’ d value around 0.2 is considered as a
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small, around 0.5 represents a moderate and around 0.8 is considered as large effect size (Cohen,
1988).

RESULTS
Preliminary Analysis
Reliability Analysis of the Instrument

Cronbach’s alpha reliability coefficients of the PISA 2015 mathematics tests for booklets 43, 45 and
47 were calculated as 0.78, 0.79, 0.76 for Turkish students, 0.81, 0.84, 0.85 for English students, and
0.80, 0.86, 0.86 for American students, respectively. These values indicated good internal
consistency (Cicchetti, 1994).

DIF Results

In this section, results based on LR, MH and SEM DIF detection methods were presented. Overall
results were compared at the end of this section.

Logistic Regression DIF Results

DIF results using LR method was presented in Table 4. In comparing answers of Turkish and
English student, 10 out of 69 items (B43_11, B45 10, B45_ 13, B45_18, B47_1, B47_6, B47_7,
B47 8, B47_9 and B47_19) were flagged as having DIF. When answers of Turkish and American
student were compared, 14 out of 69 items (B43_11, B43_15, B43 16, B45_10, B45_11, B45_13,
B45 18, B47_1,B47_6, B47_7,B47_9, B47_11, B47_14 and B47_19) were flagged as having DIF.

Table 4. Logistic Regression DIF Results

Booklet 43 Booklet 45 Booklet 47
Item No TR-ENG TR-USA TR-ENG TR-USA TR-ENG TR-USA

AR2 AR2 AR2 AR2 AR2 AR2
1 .012 .027 .014 .016 .089** .064*
2 .024 .012 .014 .020 .001 .015
3 .033 .012 .008 .006 .000 .009
4 .008 .019 .014 .028 .003 .000
5 .002 .006 .011 .014 .013 .017
6 .007 .000 .003 .006 .046* .039*
7 .004 .004 .003 .018 .047* .057*
8 .010 .029 .005 .008 .041* .031
9 .004 .003 .016 .014 107** .194**
10 .017 .001 .052* .059* .009 .016
11 .299** 147** .030 .094** .005 .043*
12 .001 .006 .005 .014 .006 .010
13 .005 .002 .038* .053* .000 .004
14 .003 .018 .005 .002 .014 .048*
15 .003 .036* .002 .002 .011 .033
16 .011 .045* .013 .033 .009 .004
17 .012 .031 .009 .006 .000 .025
18 .011 .029 .118** 121** .001 .004
19 .003 .005 .003 .000 .039* .056*
20 .010 .015 .018 .012 .005 .003
21 .021 .009 .015 .006 .001 .001
22 .008 .012 .013 .013 .005 .000
23 - - .013 .009 .019 .014
24 - - - - 014 022

Note: * indicates the item shows moderate level of DIF; ** indicates the item shows large level of D
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Mantel-Haenszel DIF Results

DIF results using MH method was presented in Table 5. In comparing answers of Turkish and
English student, 10 out of 69 items (B43_11, B45 10, B45_13, B45_18, B47_1, B47_6, B47_7,
B47 9, B47_10 and B47_19) were flagged as having DIF. When answers of Turkish and American
student were compared, 10 out of 69 items (B43_11, B45 10, B45 13, B45 18, B47 1, B47 7,
B47_9, B47_11, B47_14 and B47_19) were flagged as having DIF.

Table 5. Mantel-Haenszel DIF Results

Booklet 43 Booklet 45 Booklet 47
Item No TR-ENG TR-USA TR-ENG TR-USA TR-ENG TR-USA

AMH AMH AMH AMH AMH AMH
1 -.215 -.566 444 .306 -1.634** -1.445*
2 -.212 -.390 .579 .630 -.166 -.648
3 -.969 -.504 .068 312 -.2486 -.519
4 .168 -.072 -.551 -.951 -.0888 -.010
5 124 -.263 .605 .198 .634 .539
6 -.306 -.041 -.642 -.573 1.495* 441
7 -.386 -.151 142 481 1.196* 1.850**
8 -.186 -.516 -.130 .074 -.945 -.403
9 -.561 -.124 .594 273 2.260** 2.241**
10 .947 .102 1.843** 1.611** -1.057* NA
11 3.910%* 2.732%* .812 1.107* -.297 -1.106*
12 -.030 .341 -.355 -.611 .095 .162
13 .109 -.213 -1.078* -1.131* -.036 -.212
14 -.262 -.275 310 -.049 755 1.564**
15 149 .259 -.181 162 .468 .980
16 .168 1.040 -.593 -.893 433 .219
17 -.306 .878 .591 .259 .108 -.617
18 -.802 -.616 3.385** NA -.095 .207
19 204 .018 -.215 -.160 -3.060** -1.820**
20 -.132 -.184 -.024 .006 .318 .099
21 .678 .306 -.681 -.201 NA NA
22 112 .339 -.540 -.450 -.263 -.068
23 ] - - 751 -071 -.923 -421
24 _ - - - NA NA

Note: * indicates the item shows moderate level of DIF; ** indicates the item shows high level of DIF; NA indicates
calculation problem due to low correct response ratio

SEM DIF Results

SEM DIF results were presented in Table 6. In comparing answers of Turkish and English student, 4
out of 69 items (B45_2, B45 10, B45_13 and B45_18) were flagged as having DIF. When answers
of Turkish and American student were compared, 2 out of 69 items (B45 13 and B47_9) were
flagged as having DIF.
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Table 6. SEM DIF Results

Booklet Model ledf RMSEA CFI ACFI TLI ATLI DIF ITEMS
43 TR-UK Configural 1.192** .027 971 .967 None
Metric 1.222%* .029 .966 .005 962  .005
Scalar 1.232%* .029 .963 .003 .961 -.001
43 TR-USA Configural 1.140* .030 .962 .958 None
Metric 1.159* .032 .957 .005 .952 .006
Scalar 1.162* .032 .954 .003 951  .001
45 TR-UK Configural 1.221** .028 .967 .963
Metric 1.220** .028 .967 .000 .964 -.001
Scalar 1.342%** .035 .946 .021 943 021 2,10,13,18
Scalar-1tems 1.309*** .033 .957 .010 .954 .010
Removed
45 TR-USA Configural 1.159* .032 .960 .957 13
Metric 1.158* .032 .961 -.001 .957  .000
Scalar 1.199** .036 .948 .013 945 012
Scalar-Items 1.180** .034 .957 .004 .954  .003
Removed
47 TR-UK Configural 1.558*** .045 .940 .934 None
Metric 1.539%*** .044 .939 .001 936  -.002
Scalar 1.635*** .048 .929 .010 .925 .011
Scalar-Items 1.621%** .048 .930 .009 926 .010
Removed
47 TR-USA Configural 1.511*** .057 901 .891 9
Metric 1.549%** .059 .889 .013 .883  .008
Scalar 1.577%** .061 .883 .006 .877  .006
Scalar-ltems 1.531*** .058 .893 -.004 .887 -.004
Removed

*p < .05. **p < .01, ***p < .00L.

Overview of DIF Results

Since each DIF detection method is based on different calculations, an item flagged by at least two
method was considered as containing DIF (Table 7). In comparing answers of Turkish and English
student, 9 out of 69 items (B43_11, B45_10, B45_13, B45_18, B47_1, B47_6, B47_7, B47_9 and
B47_19) were flagged as having DIF by at least two methods. It is necessary to report which items
favored Turkish students and which items favored English students. Among these 9 items, 6 of them
favored Turkish students (B43 11, B45 10, B45 18, B47 6, B47_7, B47_9) whereas 3 of them
favored English students (B45_13, B47_1, B47_19).

When answers of Turkish and American student were compared, 10 out of 69 items (B43_11,
B45 10, B45_ 11, B45 13, B47_1, B47_7, B47_9, B47_11, B47_14 and B47_19) were flagged as
having DIF by at least two methods. Among these 10 items, 5 of them favored Turkish students
(B43_11, B45_10, B47_7, B47_9, B47_14) whereas 4 of them favored American students (B45_13,
B47_1, B47_11, B47_19). LR results suggested that item B45_11 had non-uniform DIF. The related
graphical percentages were given in Appendix A and B. The flagged items were generally consistent
across Turkish-English and Turkish-American student comparisons. Items B43_11, B45_10, B47_7
and B47_9 favored Turkish students whereas items B45_13, B47_1, B47_19 favored English
speaking students.
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Table 7. Overall DIF Results

Booklet LR MH SEM Items Commonly Flagged

43 TR-UK 11 11 - 11™R

43 TR-USA 11, 15, 16 11 - 118

45 TR-UK 10, 13, 18 10, 13, 18 2,10,13,18 10™ 13YK 18™8

45 TR-USA 10, 11, 13, 18 10, 11, 13 13 10™ 117, 13YSA

47 TR-UK 1,6,7,8,9 19 1,6,7,09, 10,19 - 1K g™R 7TR gTR 1gUK

47 TR-USA 1,6,7,9, 11,14, 19 1,7,9,11, 14, 19 9 1USA 7TR TR 1qUSA  14TR
19USA

Note: TR: items favoring Turkish students; UK: items favoring English students; USA: items favoring American students;
* non-uniform DIF

Table 8 showed item formats and cognitive domains measured by the DIF items. All the DIF items
were open response format in which students constructed the answers and then the answers were
rated. Also, among 7 items that favored Turkish students 4 of them were related to formulate
cognitive process which is the lowest cognitive process in PISA mathematics assessment. There was
no formulate items that favored English or American students.

Table 8. Item Characteristics of DIF Items

Item No Favoring Item Label Item Format Cognitive Domain
B43_11 Turkish Third Side - Q01 OR Employ
B45_10 Turkish Fence - Q01 OR Formulate
B45 18 Turkish Spacers - Q03 OR Formulate
B47_6 Turkish Roof Truss Design - Q03 OR Formulate
B47_7 Turkish Advertising Column - Q01 OR Formulate
B47_9 Turkish Migration - Q02 OR Interpret
B47_14 Turkish Tennis balls - Q02 OR Interpret
B45_13 English&American Employment Data - Q02 OR employ
B47_1 English&American Speeding Fines - Q01 OR interpret
B47_11 American Bike Rental - Q02 OR interpret
B47_19 English&American Medicine doses - Q04 OR employ

Note: CMC: Complex Multiple Choice; OR: Open Response; SMC: Simple Multiple Choice

Effects of DIF Items on Mathematics Performance Differences

There were mathematics performance differences between Turkish students and English speaking
students. Effect size, the standardized mean-difference, allows us to compare the difference between
groups without being affected from sample size (Field, 2013). In this part, the original effect sizes
and the effect sizes excluding DIF items were reported (Table 9). Between Turkish and English
students, there were .51 to .93 effect size differences originally in these booklets. According to
Cohen (1988), these values represent moderate to large difference between students. When all DIF
items were excluded, effect sizes did not change. Similarly, between Turkish and American students,
the original effect sizes were calculated as .28 to .85. According to Cohen (1988), these values
represent small to large difference between students. When all DIF items were excluded, effect sizes
were very close. The evaluation of the effect size change implied that DIF items generally balanced
out each other and did not create any disadvantageous results for Turkish students.
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Table 9. Effect Size Change

Booklet 43 TR-UK 43 TR-USA 45 TR-UK 45 TR-USA 47 TR-UK 47 TR-USA
Effect Size 74 .53 51 .28 .93 .85

All Items

Effect Size .78 .57 51 .29 .94 .84
Excluding all DIF Items

Effect Size 78 Item11 57 Item11 54 Item10 30 Item10 86 Iteml 80 Iteml
Excluding a DIF Item

Effect Size 48 Item13 30 Item11 96 Item6 86 Item7
Excluding a DIF Item

Effect Size 53 Item18 24 Item13 94 Item7 93 Item9
Excluding a DIF Item

Effect Size .99 'tem? .80 'emtt
Excluding a DIF Item

Effect Size .97 tem1s .8g fremi4
Excluding a DIF Item

Effect Size .83 tem1s

Excluding a DIF Item

Note: Item numbers given in the table represents the eliminated items.

DISCUSSION

This study has a great importance as it aimed to shed a light on possible causes of low mathematics
scores of Turkish students in PISA 2015. Through PISA 2012, Turkey had an increasing trend in
their mathematics scores, however, in PISA 2015 the average mathematics score decreased
dramatically. In the study, whether the low performance of Turkish students could be due to
differentially functioning items was investigated. As PISA is mainly developed in English first and
then adapted to other languages including Turkish, evaluating whether PISA mathematics items
functioned differently for Turkish and English speaking students was the main focus of the study. In
comparing responses of Turkish and English students, 9 items (out of 69) were detected as having
DIF. Similarly, 10 items were found to have DIF when Turkish and American students were
compared. The surprising finding was that among these DIF items, more items favored Turkish
students than they favored English or American students. The standardized mathematics
performance differences (measured by effect-size) between Turkish and English speaking students
before and after excluding DIF items did not change. Therefore, it is concluded that DIF items did
not cause Turkish students to perform lower. Therefore, there is no evidence that PISA items created
a disadvantage for Turkish students. Therefore, among possible reasons of low achievement of
Turkish students, a problem due to the psychometric properties of PISA items was eliminated. There
is still a further need to investigate and focus on other possible reasons of low achievement of 15-
year-old Turkish students by conducting new comparative studies.

The possible reasons of these lower scores in PISA 2015 could be the problem of comparability of
the Turkish samples over years; the effects of change in test administration method (computer based
administration instead of paper and pencil test); the change in the curriculum, educational practices
or country level educational policies. One of the reasons of the decrease in the PISA scores could be
the selected sample of Turkey. The sampling procedure and coverage rates were reported in PISA
technical reports. The coverage rates are important as they give clues about the representativeness of
the population. Turkey’s coverage rates in PISA were increased over years. The coverage rates were
36% in 2003, 47% in 2006, 57% in 2009, 68% in 2012 and 70% in 2015. Spaull (2017) studied
coverage rates and sample of Turkey and he concluded that there was a large change in the
proportions of Turkish students that were not sampled in PISA, therefore the validity of the
comparisons of the results could have some problems. There is a need to conduct further studies on
these sampling issue of Turkey. The other reason could be the change in the administration method
of PISA. There was a shift from paper-and-pencil tests in PISA 2012 to computer-based tests (CBT)
in 2015. There is a debate over effect of CBT on test results (Jerrim, 2016; Jerrim, Micklewright,
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Heine, Salzer, & McKeown, 2018; Komatsu & Rappleye, 2017). Investigating possible effects of
CBT on Turkish students’ scores would be an informative study about the decrease in scores.
Another reason of the decrease in the scores could be related to curriculum change and educational
policies. Students who took PISA 2015 in Turkey were mainly 9" or 10" graders. In Turkey, there
are frequent changes in curriculum and educational policies in all level of educational system. For
instance, in 2012, when students who join the PISA 2015 administration were in 6" or 7 grade, the
K-12 education system in Turkey has undergone some major changes and students were allowed to
continue their high school in the form of distant education (Giin & Baskan, 2014). The effects of
these curriculum and system changes on PISA scores are worth to investigate. The last but not the
least, the congruence between educational practices in Turkey and cognitive skills measured in PISA
might create a low score for Turkish students. As PISA aims to measure students’ capacity to apply
knowledge and skills that are related to be successful in modern societies (OECD, 2016a), acquiring
curriculum related knowledge might not be enough to be successful in PISA. However, in TIMSS
2015, another large scale assessment that focus more on curriculum, Turkish students increased their
scores in both mathematics and science (Yildirim et al., 2016). A study focuses on the increase of
scores on the curriculum focused large scale assessment but the decrease of scores on capacity
focused large scale assessment of Turkish students would be informative.

This study found DIF items in mathematics assessment, however the DIF items did not lead Turkish
students to perform lower in PISA 2015. The DIF flagged items were generally consistent across
Turkish-English and Turkish-American student comparisons. Among 9 items that were flagged as
DIF in Turkish and English student comparison, 7 of them were also flagged in Turkish-American
comparison. As these items were not released, it was not possible to evaluate the content of items to
speculate why these items contained DIF consistently across different comparison groups. There is a
need to identify possible sources of DIF, hopefully after items are released. The results of the study
were consistent with the other researchers who found DIF items in PISA (Demir & Kose, 2014;
Kankaras & Moors, 2014; Lyons-Thomas, Sandilands, & Ercikan, 2014; Yildirim & Berberoglu,
2009).

Although mathematics items were not released, there was an information about item format and
cognitive processes measured by each item. There were relationship between DIF items and their
format and cognitive processes. First of all, all the DIF items were open response items in which
students’ answers were rated by experts or computers (OECD, 2017). Among 69 items, 18 open
response items were coded by experts and 22 open response items were coded by computers.
Multiple coding design was used to monitor coder reliabilities within and across countries. The
open-ended coding system was used to simplify the coding process. National Project Managers of
each country were expected to investigate the systematic pattern of irregularities. For OECD
countries, the median within-country agreement of raters was 97.5% and the median across-country
agreement of raters was 97.9% in mathematics. For Turkey, within-country agreement of raters was
97.7% and across-country agreement of raters was 93.9% which was the second lowest (OECD,
2017). As all DIF items were open response items, and across-country agreement of Turkey was
lower than OECD countries, it would be informative to know whether the coding could cause an
advantage or disadvantage for Turkish students. Another issue is that the DIF items favoring Turkish
students were mainly related to formulate cognitive process. Formulate cognitive process is defined
as formulating situations mathematically which is the lowest cognitive process in PISA. In Turkish
educational system there are problems that teachers do not give adequate emphasis to develop higher
cognitive processes. Turkish students generally encounter with items that are related to basic skills as
comprehension rather than higher order thinking skills as problem solving (Arikan, van de Vijver &
Yagmur, 2016; Doganay & Bal, 2010; Temur, 2012). Therefore, Turkish students’ high familiarity
of basic cognitive skills could cause more formulate items to be detected as having DIF.

In the study three different DIF identification methods were applied. Logistic regression and Mantel-
Haenszel DIF methods gave similar results compared to structural equation modeling DIF method.
Structural equation modeling DIF results were more conservative in detecting items as DIF
compared to the two other methods. Although logistic regression and Mantel-Haenszel methods
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produced similar results, logistic regression method detected more items as having DIF compared to
Mantel-Haenszel method. Except one item in booklet 47 (TR-UK comparison), all items flagged by
Mantel-Haenszel were also flagged by logistic regression method in all booklets for all comparisons.
Therefore, in this study, it was observed that logistic regression method flagged more items as
having DIF. On the other hand, structural equation modeling DIF method flagged items having DIF
very rarely compared to other two methods. Atalay et al. (2012) compared logistic regression and
Mantel-Haenszel methods in their simulation study and concluded that Mantel-Haenszel method was
more sensitive in detecting DIF items. On contrary to this study, Gok, Kelecioglu and Dogan (2010)
found more gender and school type DIF using Mantel-Haenszel method compared to logistic
regression method in high school entrance examination items of Turkey. These findings indicate that
different conditions and different methods could lead to different results in detecting DIF. Therefore,
using more than one DIF detection methods is also advised according to results of this study and
current literature.

Limitations

There are limitations to mention about the study. The major limitation is that since the items were
not released, it was not possible to identify sources of DIF by investigating the content. Identifying
possible causes could give information to item developers to decrease the number of DIF items.
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PISA 2015°de Tiirk Ogrencilerin Diisiik Basar1 Gostermelerinin
Nedeni Degisen Madde Fonksiyonu (DMF) iceren maddeler
midir?

GIRIS

Uluslararas1 Ogrenci Degerlendirme Programi (PISA) 15 yasindaki 6grencilerin okuma, matematik
ve fen okuryazarligi alanlarindaki becerilerini uluslararasi karsilastirmalara olanak veren bir yapida
Olcmektedir. Katilan {ilke sayisinin giderek arttigit PISA’ya 70’in iizerinde iilke dahil olmaktadir.
(OECD, 2016a). OECD iiyesi olan Tiirkiye PISA’ya 2003 yilindan beri diizenli olarak katilmaktadir.
Ortalama puanin 500 oldugu PISA matematik okuryazarlik testinde, Tiirkiye PISA 2003°de 423,
PISA 2006’da 424, PISA 2009°da 445, PISA 2012’de 448 ve PISA 2015’de 420 ortalama puan
almistir (MEB, 2015; MEB, 2016). Benzer bir degisim hem fen hem de okuma alanlarinda da
mevcuttur. PISA 2012’ye dogru artan yénde olumlu gelismeler yasanirken, 2015 yilinda ciddi bir
diisiisiin yasanmas1 oldukga dikkat ¢ekicidir. Bu diisiisiin nedenlerinin arastirilmas1 gerekmektedir.
Nedenlerden bir tanesi 6lgme aracinda kullanilan maddelerin dil agisindan yanlilik gostermeleri
olabilir. Olgme sonuglarinin sinavin uygulandig1 dilden bagimsiz olarak sonuglar iiretmesi beklenir.
PISA sorular1 cogunlukla Ingilizce olarak gelistirilmekte, ardindan diger dillere adaptasyonu
yapilmaktadir (OECD, 2017). Bu sebeple PISA matematik sorularinin Tiirk¢e ve Ingilizce konusan
tilkelerdeki 6grenciler i¢in degisen madde fonksiyonu (DMF) gosterip gostermediginin incelenmesi
gereklidir. Bu c¢alismada Tirkiye’deki 6grencilerin diisiik puan alma nedeninin maddelerin DMF
icermeleri olup olmadigi incelenecek, eger neden bu degil ise de bu ihtimal elenerek, diger
ihtimallere odaklanilacaktir.

DMF tespit etme yontemleri kullanilarak testlerin madde bazinda yanlilik gosterip gostermedigi ile
ilgili 6n inceleme yapilabilmektedir (Zumbo, 2007). DMF’nin ve sonrasinda madde yanliligimin
ortaya ¢ikmasi 0grenci gruplarinin puanlarini dogru bir sekilde karsilastirmay1 engellemektedir. Ayni
beceri diizeyine sahip iki 6grenci grubunun bir soruyu yanitlama olasiliklar1 farklilagtiginda DMF
ortaya ¢ikmaktadir (van de Vijver & Leung, 1997; Zumbo, 2007). Bir maddede istatistiksel olarak
DMF ¢ikarsa, uzmanlar o soruyu incelemeli ve neden DMF ¢iktigin1 yorumlayarak maddenin ilgili
gruplar i¢in yanlilik gosterip gostermedigine karar vermelidir (van de Vijver & Leung, 1997).

PISA sorulari oldukga genis bir uzman kadrosu tarafindan titizlikle hazirlanmakta ve adaptasyon
siiregleri gerceklestirilmektedir (OECD, 2017). Ancak yine de, arastirmalar PISA matematik
sorularinda DMF igeren maddeler oldugunu raporlamislardir (Demir & Kose, 2014; Kankaras &
Moors, 2014; Lyons-Thomas, Sandilands, & Ercikan, 2014; Yildirim & Berberoglu, 2009). Bu
sebeple PISA 2015 maddelerini de DMF igerip i¢ermedikleri bakimindan incelemek faydal
olacaktir. Alan yazinda PISA 2015 maddelerini Tiirk 6grenciler ve Ingilizce konusan &grenciler
bakimindan DMF i¢in karsilastiran bir ¢alismaya rastlanmamustir.

Bu amagla bu calismada Tiirk, Ingiliz ve Amerikan 6grencilerin matematik sorularina verdikleri
yanitlar DMF icerip icermedikleri yoniinden incelenmistir. Tiirk 6grencilerin diisiik matematik
performansi gosterme nedenlerinden birisi olarak DMF igeren maddelerin olup olmamasi
incelenmistir. Aragtirma sorulari ise

(1) Tiirk ve ingiliz 6grencileri karsilastirldiginda, DMF igeren PISA 2015 matematik sorusu var
midir?

(2) Tirk ve American 6grencileri karsilastirildiginda, DMF igeren PISA 2015 matematik sorusu
var mudir?
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(3) DMF igeren maddeler testten ¢ikarildiginda matematik performans farklarindan ortaya ¢ikan
etki biiyiikliikleri degismekte midir?

YONTEM

Orneklem

PISA 15 yasindaki 6grencilerin ilgili konu alanlarindaki performanslarini 6lgerken eksik test deseni
kullanmaktadir (OECD, 2016b). Farkli kitapgiklar testin farkli sorularini icermektedir. Kitapgik 43,
45 ve 47 bir araya gelince tiim sorulari igermektedir. Bu sebeple 43, 45, 47 numarali kitapgiklara
yanit veren Ogrenciler bu calismanin 6rneklemini olusturmaktadir. Bu calismada 491 Tiirk, 1154
Ingiliz ve 448 Amerikan &grenci yer almaktadir.

Ol¢me Araci

PISA 2015 kapsaminda 6grencilerin matematik performanslarinin degerlendirmesi igin toplam 69
madde kullanilmistir. Her bir 6grenci yaklasik 23 soru yanitlamistir. PISA matematik testindeki bu
sorular Olgtiikleri beceriler bakimindan hiyerarsik bir yapida hazirlanmistir. En temel beceri olarak
formiile etme, ardindan uygulama ve en list diizey diislinme siireci olarak yorumlama becerisi yer
almaktadir (OECD, 2016b).

Veri Analizi

Bu ¢alismada 3 farkli DMF belirleme yontemi kullanilmigtir. Bu yontemler logistik regresyon (LR),
Mantel-Haenszel (MH) ve yapisal esitlik modelidir (SEM). Her metot farkli hesaplama yontemlerine
dayali oldugu i¢in (Atalay Kabasakal, Gok, Kelecioglu & Arsan, 2012) daha tutarli sonuglar i¢in en
az 2 yontemde farklilik gosteren maddeler DMF igeriyor olarak kabul edilmistir. Logistik regresyon
analizinde ilk adim olarak toplam puan, ikinci adim olarak toplam puan ve grup degiskeni, {i¢iincii
adim olarak da toplam puan, grup degiskeni ve toplam puan ile grup degiskeninin etkilesimi
modellere eklenmektedir. AR? 0.035’den biiyiik ise DMF olduguna karar verilmistir (Jodoin and
Gierl, 2001). SPSS programi kullanilarak bu analizler gerceklestirilmistir. Mantel-Haenszel
metodunda ise gruplarin toplam puanma gore K adet 2x2 capraz tablolar baz alinarak ki-kare
degerleri hesaplanmaktadir. Daha sonra ilgili doniisimler yapilarak MH D-DIF indeksi
olusturulmaktadir (Holland & Thayer, 1986). Bu deger 1’den biiyiik ise DMF olduguna karar
verilmektedir (Zieky, 1993). DIFAS 5.0 programi ile hesaplamalar yapilmistir (Penfield, 2005).
SEM ile DMF belirleme yonteminde ise dogrulayici faktor analizinde ilgili parametrelerin esit
olmaya zorlanmasi sonucunda elde edilen fit degerlerine biiyiik etkisi olan maddeler DMF igeren
madde olarak belirlenmektedir (van de Vijver, 2017). Comparative fit index (CFIl) ve Tucker Lewis
index (TLI) degerleri arasindaki fark 0.010’dan biiyiik ise modifikasyon indeksleri incelenerek DMF
iceren maddeler tespit edilir (Cheung and Rensvold, 2002). Bu analizde Mplus 7.4 programi
kullanilmigtir (Muthen & Muthen, 2015).

SONUC VE TARTISMA

I¢ Tutarhlik

PISA 2015 matematik sinav1 i¢in Cronbach’s alpha i¢ tutarlilik katsayilari kitapcik 43, 45 ve 47 igin
Tiirk dgrenciler igin sirastyla 0.78, 0.79, 0.76; Ingiliz dgrenciler igin 0.81, 0.84, 0.85; ve Amerikan
ogrenciler i¢in 0.80, 0.86, 0.86 olarak hesaplanmistir. Bu degerler testin iyi diizeyde i¢ tutarliliga
sahip oldugunu gostermektedir (Cicchetti, 1994).
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DMF sonuclar
Bu kisimda LR, MH ve SEM yontemleri kullanilarak elde edilen DMF sonuglart verilmektedir.

LR yontemi ile elde edilen sonuclar Tablo 4’de verilmektedir. Tiirk ve Ingiliz 6grenciler
karsilagtirildiginda, 69 maddeden 10 tanesi (B43 11, B45 10, B45 13, B45 18, B47 1, B47 6,
B47_7, B47_8, B47_9 ve B47_19), Tiirk ve Amerikan 6grenciler karsilagtirildiginda, 69 maddeden
14 tanesi (B43_11, B43_15, B43_16, B45_10, B45_11, B45_ 13, B45_18, B47_1, B47_6, B47_7,
B47_9, B47_11, BA7_14 ve B47_19) DMF igermektedir. MH yontemi ile elde edilen sonuglar Tablo
5’de verilmektedir. Tiirk ve Ingiliz 6grenciler karsilastirildiginda, 69 maddeden 10 tanesi (B43 11,
B45_10, B45 13, B45_18, B47_1, B47_6, B47_7, B47_9, B47_10 ve B47 19) Tiirk ve Amerikan
ogrenciler karsilastirildiginda, 69 maddeden 10 tanesi (B43 11, B45 10, B45 13, B45 18, B47 1,
B47_7, B47_9, B47_11, B47_14 ve B47_19) DMF igermektedir. SEM yontemi ile elde edilen
sonuglar Tablo 6’da verilmektedir. Tiirk ve Ingiliz dgrenciler karsilastirildiginda, 69 maddeden 4
tanesi (B45_2, B45 10, B45 13, B45_18) Tiirk ve Amerikan &grenciler karsilastirildiginda, 69
maddeden 2 tanesi (B45_13 ve B47_9) DMF igermektedir.

En az iki yontem tarafindan DMF igerdigi goriilen maddeler burada listelenmistir. Tiirk ve Ingiliz
ogrenciler karsilagtirildiginda, 69 maddeden 9 tanesi (B43 11, B45 10, B45 13, B45 18, B47 1,
B47_6, B47_7, B47_9 ve B47 19) her iki yonteme gére DMF igermektedir. Ayrica, hangi
maddelerin hangi grubun lehine ¢alistiginin raporlanmasi da 6nem tasimaktadir. Bu 9 maddeden 3
tanesi Tiirk 6grenciler lehine (B43_11, B45_10, B45_18, B47_6, B47_7, B47_9) 3 madde ise Ingiliz
ogrencilerin lehine calismaktadir (B45_13, B47_1, B47_19). Tirk ve Amerikan O&grenciler
karsilastirildiginda, 69 maddeden 10 tanesi (B43 11, B45 10, B45 11, B45 13, B47_1, B47_7,
B47_9, B47_11, B47_14 ve B47 19) her iki yonteme gore DMF icermektedir. Bu 10 maddeden 5
tanesi Tiirk 6grenciler lehine (B43 11, B45 10, B47 7, B47 9, B47 14) 4 madde ise Amerikan
Ogrencilerin lehine ¢aligmaktadir (B45 13, B47 1, B47 11, B47 19). Bir madde (B45 11) kismen
Tiirk 6grencilerin lehine, kismen ise Amerikan 6grencilerin lehine calismaktadir. Tiirk-ingiliz ve
Tiirk-Amerikan karsilastirmalar1 benzer sonuglar vermistir.

Tablo 8 incelendiginde, DMF gosteren tiim maddelerin agik uglu sorular oldugu goériilmektedir.
Ayrica, Tiirk 6grencilere hem Ingiliz hem de Amerikali 6grencilere gére avantaj saglayan 7 sorunun
4 tanesinin en alt diislinme silirecini Olgen formiile etme diigsiinme siireci ile ilgili oldugu
goriilmektedir. Formiile etme becerisini dlgen higbir soru Ingiliz ve Amerikan &grencilerin lehine
calismamaktadir.

DMF Sonuglari ve Etki Biiyiikliigii

Tiirk 6grenciler ile ingiliz ve Amerikali 8grenciler arasinda basari farki bulunmaktadir. Gruplar arasi
farklar1 6rneklemdeki kisi sayisindan bagimsiz olarak degerlendirebilmek icin etki biiyiikligiini
kullanmak iyi bir yontemdir (Field, 2013). Tablo 9’da 6grenci gruplar1 arasindaki farkin etki
blylikliigii tim maddeler kullanilarak ve DMF gosteren maddeler ¢ikarildiginda hesaplanmisgtir.
Tiirk ve Ingiliz 6grenciler arasinda baslangicta .51 ile .93 arasinda degisen etki biiyiikliigii
hesaplanmistir. DMF iceren maddeler ¢ikarildiginda ise bir degisiklik gézlenmemistir. Ayn sekilde
Tiirk ve Amerikali 6grenciler arasinda .28 ile .85 arasinda degisen etki biiyiikliigli gézlenmistir.
DMF igeren maddeler ¢ikarildiginda yine farkin degismedigi gorilmiistiir.

Tartisma

Bu ¢alisma Tiirk 6grencilerin PISA 2015 matematik testinden ¢ok diisiik alma nedenlerinden birisi
olabilecek olan DMF igeren maddeleri incelemesi bakimindan olduk¢a 6nemlidir. Arastirmada
onceki boliimlerde belirtildigi gibi DMF igeren maddeler tespit edilmistir. Ancak, bu maddeler
sadece Tiirk Ogrencilerin aleyhinde calismamaktadir. DMF igceren maddelerin bir kismu Tiirk
ogrencilerin lehine g¢aligmaktadir. Ek olarak, etki biiyiikliikleri karsilastirildiginda DMF igeren
maddelerin toplam puanlarda herhangi bir gruba bir avantaj sagladigina dair kanit bulunmamaktadir.
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Puanlardaki diisiis icin farkli nedenlere odaklanmak gerekmektedir. Tiirk 6grencilerin PISA 2015
ortalama matematik puanlarinda neden diisiis yasadiklarini tespit etmek i¢in yillar igerisinde segilen
ormeklemlerin karsilagtinilabilirligi, smavin kagit kalem formati yerine artik bilgisayar ortaminda
uygulanmasi ve lilke bazindaki egitim sistemi, 6gretim programlari ve egitim politikalarinda yaganan
degisimler gibi farkli degiskenleri de incelemek gerekmektedir.

PISA’daki sorular yaymlanmadigi i¢in DMF igeren maddelerin yanlilik gosterip gostermedigine dair
uzman incelemesi yaptirilamamigtir. Ancak, sorularin 6zellikleri incelendiginde bazi dnemli ipuglari
elde edilmistir. DMF igeren tiim maddelerin ag¢ik u¢lu sorulardan olusmasi bu sorularin puanlanma
siireclerinin yeniden gézden gegirilmesi gerektigini gostermektedir. Bu puanlama sirasinda maddeler
DMF igeriyor hale gelmis olabilir. Diger bir bulgu da, Tiirk dgrencilerin lehine ¢alisan maddelerin
¢ogunun en alt diizey diisiinme siirecini i¢ceren maddeler olmasidir. Bu tip maddelerin higbiri
Ingilizce konusan Ogrencilere DMF gostermemistir. Tiirkiye’deki egitim genel olarak ¢ok soru
¢ozmeye dayandigi icin, Ogrenciler temel becerileri gelistirmis ve bu tip sorularla daha fazla
kargilagmig olabilir (Arikan, van de Vijver & Yagmur, 2016; Doganay & Bal, 2010; Temur, 2012).
Bu durum da bu tip maddelerin Tirk 6grenciler lehine DMF gostermis olabilecegi anlamina
gelmektedir. Son olarak, kullanilan DMF belirleme yontemleri karsilastirildiginda logistik regresyon
ve Mantel-Haenszel yontemlerinin yapisal esitlik modeline gore birbirine daha yakin sonuglar
verdigi gorilmiistiir.
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Opinions on the Impacts of the TEOG System from Teachers
Whose Courses are not Included in the TEOG Exam

Seher ULUTAS** R. Niikhet CIKRIKCI ***

Abstract

The object of this study is to determine of teachers’ opinions on the impacts of exam for the Transition from
Basic Education to Secondary Education TEOG system on their teaching activities in visual arts, technology and
design, music and physical education courses that are not covered by the TEOG exam. This research was
conducted as a survey study and the study group was determined by the purpose of sampling strategy, data
analysis plan and easy accessibility approach. This research was carried out with 35 teachers who teach visual
arts, physical education, technology and design, and music courses in public schools in Ankara. Teachers’
opinions were obtained with a form containing five open-ended questions and demographic and occupational
characteristics of the teachers. A descriptive analysis approach was applied to the written opinions of the
teachers. As a result of this research according to the opinions of teachers; visual arts, technology and design,
music and physical education courses which are not included by the TEOG exams were considered to be
insignificant by students, school administrators and parents. In addition, teachers stated that the TEOG system
affected their teaching and evaluation activities negatively in the classroom, and the teachers were unable to
evaluate their students objectively due to the TEOG system, and students, administrators and parents expected or
demanded the teacher to give higher grades. Because of these situations, the relations between the teachers,
students, school administrators and parents were affected negatively.

Key Words: TEOG system, common exam, teachers’ opinions.

INTRODUCTION

One of the most important wealth of a country is manpower; i.e., human capital. It is accepted all over
the world that the quality of manpower affects the development and prosperity of countries, and what
determines the quality of manpower is the quality of education. For this reason, both politicians and
parents desire that children and young people receive education in quality schools as part of the
process of developing skilled future generations. The level of the education in a school is affected by
various factors, such as the location of the school, the characteristics of the students, the support of the
families, the socio-economic characteristics of the families, and the quality of the teachers. Since these
factors are not at the same level in each school, the standard of education and level of students’
achievement are not the same in every school. National and international evaluation studies in Turkey
have shown that there are significant achievement differences between school types in Turkey (MEB,
2010; MEB, 2015; MEB, 2016b; ERG, 2017). In addition, there are significant differences between
high schools in terms of university admission rates in Turkey (MEB, 2012). For this reason, parents
want their children to be educated in secondary schools that have a record of higher student success.
However, selecting which children attend a public school is based on the result of the central common
exams in Turkey.

In Turkey from 1997 onwards, the transition from primary education to secondary education was
carried out by the Ministry of National Education (MoNE) every year under the name of Exam for
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Secondary Education (ESE/OKS) for eighth-grade students. In 2008, OKS was abolished and SBS
(Exam for Proficiency Level-EPL) was implemented centrally by MoNE at the end of the sixth,
seventh and eighth grades, limited to the acquisition/objectives in the curricula of that year (MEB,
2012, pp. 1-2).

SBS has been gradually eliminated since 2010 and the system of Transition from Basic Education to
Secondary Education (TEOG) began to be implemented in the 2013-2014 academic year. In this
system, placement in secondary education is based on the achievement scores of the student at the end
of the year and the scores obtained from central common exams in the eighth grade of schools. In this
system, the central common exams which comprise Turkish, mathematics, science, religious culture
and ethics, the history of the Turkish Republic, revolution and Ataturkism, and foreign language
courses are given once in each semester. The TEOG central exam has certain common features, such
as the opportunity for make-up exams, being implemented in two school days, covering the subjects
studied until the exam day, duration of the exams being similar to that of an ordinary exam, false
answers not affecting the scores of correct answers, and each student taking the exams in their own
schools. According to MoNE, the aim of the TEOG system is to strengthen the student, teacher and
school relationship, make teachers and school's role more effective in the educational process, ensure
simultaneous implementation of national curricula across the country, and reduce students’ test
anxiety. Other objectives include increasing teacher's professional performance, reducing the need for
out-of-school education institutions, monitoring and evaluating implementation of curriculum and
student achievements objectively, and remove the negative effects of a single session test MEB, 2013;
MEB, 2014).

In the TEOG system, the calculation of the points for placement in secondary education institutions is
as follows: The weighted common exam scores (AOSP) obtained from the common exams held every
semester are calculated by multiplying the score of each course by four coefficients for Turkish,
mathematics, and science courses, and two coefficients for the history of the Turkish Republic,
revolution and Ataturkism, foreign language, and religious culture and ethics courses. The total
possible score is 700 points. In the calculation of the points for secondary school placement, student’s
achievement scores at the end of the sixth, seventh and eighth grades and AOSP of the eighth grade
are collected, and the total score obtained is divided into two to obtain the "basis score for placement
in secondary education institutions”. This score is based on a possible total of 500 points (MEB, 2013,
MEB, 2014, MEB, 2016a).

In Turkey, there are several studies about this exam system. According to the results of one of these
studies, teachers have positive and negative opinions about the TEOG system. The positive aspects of
the system are that students take their exams in their own schools, the exam is applied in two
semesters, a compensatory exam is offered, and correction formula is not used in scoring. In addition,
in this research, teachers stated that the standard of the school will increase because of the importance
of the assessment of the courses in the TEOG system. Teachers also stated that this exam positively
affected the student's interest and motivation toward courses and reduced student absenteeism. The
negative aspects of the system are that it does not reduce the necessity tutoring and attending private
cram courses and that the reliability of exams are inadequate (Sad & Sahiner, 2016). Another study
that surveyed the opinions of teachers and students found that the TEOG system was objectionable in
terms of equality of opportunity in education, but not using correction formula against the chance
factor in the calculation of test scores and the test being conducted in students’ own schools increased
their motivation. It was also found that the year-end achievement score had positive impact on school
success because of participation in the evaluation in the TEOG system. It was also determined that the
TEOG system affecting the achievement scores of the year-end in secondary education entrance was
the reason for the increase in interest in lessons except for the six basic courses (Ozkan & Ozdemir,
2014). In another study about the TEOG system, the positive aspects expressed by the students were
application of the central common exams in a modular way, having a break between the exams, the
test consisting of multiple choice questions, and wrong answers not negating correct answers.
However, the students generally regarded central exams as stressful (Oztiirk & Aksoy, 2014). In
research undertaken with science teachers (Atila & Ozeken, 2015), the participants stated that the
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common test of the TEOG system affected the functioning of the teaching, and they tended to focus on
solutions for test questions. A significant number of the teachers stated that this situation caused the
problem of objectivity, and thus they hesitated about grading their students. Some of the teacher
participants stated that the school administrators wanted the students to be seen as successful in their
institutions, and since the parents knew that the grades given by the teachers affected the secondary
school placement, they wanted to meet with the teachers to discuss the grades, which put pressure on
the teachers. Demirtagli (2016) gathered the opinions of primary school teachers about the effects of
the TEOG system on teaching and evaluation activities). The teachers explained that the preparation
process for the TEOG system common exams had a negative effect on the teaching and evaluation
activities in the classroom because the students wanted to engage in test practice in most of the class
time. Furthermore, the students’ anxiety about the test and spending time on preparing for it meant that
they did not participate in social, cultural and sports activities in the school.

It is seen that central exams, such as the TEOG system have positive and negative effects on students
and educational activities in most countries. In a study conducted in the United States, more than 80%
of the students stated that they needed to increase their studying time due to this type of exams, and
this reduced the time spent on extracurricular activities. It was found that nearly half of the students
stated that there was a decrease in extracurricular activities. In addition, over 80% of the students
stated that they felt depressed, anxious and embarrassed after the exams (Cornell, Krosnick & Chang,
2006). In a study concerning all primary and secondary school teachers in the city center of Virginia
on the effects of a central exam on learning and teaching, more than 80% of teachers believed that
teaching had changed due to the implementation of these exams. Teachers expressed that they ignored
lessons that were not within the scope of the test and focused more on lessons within the scope of
testing. More than one-third of these teachers stated that they were concerned that the excessive focus
on the lessons in the exam limited or eliminated the teaching time for lessons or activities that were
not assessed. The responses of more than 50% of teachers who participated in the survey showed that
the main purpose of the teaching was to improve students’ performance in these tests and complained
about “teaching to the test” (Sullivan, 2006). According to interviews with participating teachers in a
survey of the National Assessment Program (NAPLAN), a centralized test in Australia, it was stated
that the effects of the test on the students and curriculum were not entirely negative. The test supported
the increasing focus on students' high-level education, reaching full aims in the curriculum, and critical
reading-writing and arithmetic skills to become participant citizens after completing secondary school.
In addition, the results of the test help teachers improved their professional development and teaching
practices. However, concerns were reported by teachers that the test had some negative effects on
curricula and students. The teachers stated that the test intensified the curriculum due to the need to
study for the test and engage in test-solving exercises, reducing the time allocated for the lessons other
than mathematics and literacy. Furthermore, teachers commented that because of the test, some of the
students felt stressed or sick, were tearful before the exam or afraid of their parents' reactions, and had
insomnia (Dulfer, Polesel, & Rice, 2012). According to a study conducted by the New York State
Education Department (2004), the positive effects of high-stakes exams on students and teachers were
that they provided students with clear information about their skills and encouraged them to study
harder. However, this type of test had negative effects, such as students being disappointed with their
results, discouraging them from studying, making them more competitive, and lowering their opinion
of the value of grades and evaluation.

Thus, central common examinations have positive and negative effects on students and education. In
Turkey, research was carried out concerning the impact of the TEOG system and common exams on
education and teaching; however, there is no research on how the test affects the teachers ' classroom
practices and their relations with the stakeholders regarding education.

The aim of this study is to determine the effects of the TEOG system on teachers 'practices in
classroom and teachers' relationships with students and other stakeholders in visual arts, technology
and design, music and physical education lessons that are not covered by the TEOG exams. This study
is important in terms of providing an understanding of the impacts of the TEOG central exam system
which is applied in the transition to high schools in Turkey. Such high-stake exams generate exam
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based teaching and learning activities at schools and manipulate teachers’ relationships with their
students in whole lessons. The study is also considered important in terms of identifying problems in
these dimensions and the planning of educational policies that might resolve them.

Purpose of the Study

The general aim of the research is to gather the opinions of teachers who teach visual arts, technology
and design, music and physical education lessons that are not covered by the common exams in the
TEOG system, and to determine how this affects their relations with the students and other
stakeholders, and education and training practice and evaluation activities in the schools. For this
purpose, answers to the following questions were sought:

1. How does the TEOG system affect the communication between teachers and students?

2. How does the TEOG system affect classroom teaching activities?

3. How does the TEOG system affect the activities of evaluating student achievement?

4. How does the TEOG system affect the teachers' relationships with school administrators and
their assistants?

5. How does the TEOG system affect the teachers' relationships with parents?

METHOD

This research was conducted as a survey study, in which the purpose is to collect data to determine a
specific feature of a group and create a picture of the existing situation in the field of research
(Buyiikoztiirk et al. 2013).

Study Group

In the research, a typical case sampling method was chosen from the purposeful sampling strategy.
This method requires the collection of information from the sample by determining a situation that is
typical of a number of situations in the universe (Biiyiikoztiirk et al. 2013). Fowler (2009)
recommends that the sample size should be determined in accordance with the analysis plan of the
studying data (as cited in Creswell, 2014, pp. 159). In this study, the group size was determined in
accordance with the data analysis plan and easy accessibility. This research was carried out with 35
teachers who teach visual arts, physical education, technology and design, and music courses in seven
public schools in Ankara. Table 1 shows the distribution of the participant teachers according to the
branch, gender, service year, and grade that they teach.

Table 1. Information on the Study Group

Number of Teachers

Music 5
Visual arts 6
Branches . .
Physical education, 9
Technology and design 15
Woman 23
Gender Man 1
Between 1-5 years 4
Between 6-10 years 3
Service year Between 11- 15 years 7
Between 16-20 years 11
More than 20 years 10
5-8 21
Grade that they teach 7.8 14
Total 35
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Instrument and Data Collection

In this study, a semi-structured survey form with five open-ended questions was used. This instrument
was to allow teachers to express their opinions freely on how the TEOG system affects their teaching
and evaluation processes and relations with stakeholders in their courses. Teachers were asked to
respond in writing to the questions in the survey form created by the researchers. With the survey
form, no personally identifiable information other than their demographic and professional
characteristics was received. Researchers’ contact information was also given to them to learn the
results of the study. The following open-ended questions were asked to the teachers who were
included in the purpose of the study:

How does TEOG affect your general communication with students?

How does TEOG affect your classroom teaching activities?

How does TEOG affect your assessment activities?

How does TEOG affect your relationships with administrators and their assistants?
How does TEOG affect your relationships with the parents?

arwdPE

Data Analysis

A descriptive analysis approach was applied to the written opinions of the teachers. In this approach,
the data are summarized and interpreted according to the previously determined themes. The purpose
of this analysis is to present the findings to the readers in an organized and interpreted way. In
descriptive analysis, direct quotations are often given in order to reflect the views of individuals in a
striking way (Yildinim & Simsek, 2005). In the study, firstly, according to the research questions, each
of the 35 forms containing the teachers' responses was examined one by one. Essential
opinions/themes and keywords in the opinions were extracted from the forms. Secondly, the selected
words for each question and corresponding to the sub-themes were identified. This study was
examined under five themes and 22 sub-themes. Expressions describing the sub-themes specified in all
response papers were counted. As a result, the frequencies of each question and sub-themes were
calculated according to the themes. In order to ensure reliability in coding, the consistency between
the coding for each question and the subcategory was examined by two experts in addition to two
measurement experts. The level of reliability was calculated based on the total consistency and
inconsistency ratio of two experts regarding the codes (Tavsancil & Aslan, 2001). It was determined
that the reliability levels of the evaluators calculated for each question and sub-theme ranged between
.100 and .33 in this study. Sub-theme expressions with low reliability were reviewed and changed, and
returned to evaluators, after which the final level of reliability was found to be .80 for the whole
themes and sub-themes. The placement consistency of opinions in the sub-themes should be between
70% and 100% for each question and sub-theme. There should be at least 70% consistency between
the coders (Hall & Houten 1983). In this regard, it was understood that an acceptable level of
consistency was achieved; thus, the frequencies of responses in each question and sub-theme were
calculated according to the themes.

RESULTS

In this section, the findings obtained in relation to the objectives of the research are summarized and
interpreted.

The Impact of the TEOG System on Teacher and Student Relations

Table 2 shows the frequency distributions of teachers' responses to the first research question: "How
does the TEOG system affect the communication between teachers and students?"
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Table 2. Distribution of Teachers’ Views According to Sub-Themes
Sub-Themes Frequency
Establishing a note-based communication with students
Conflict with students in the course process
Conflicts due to students' stress / fear / anxiety
Negative impact on relationships in general
No effect

~N oo oo N b

Table 2 shows that one-third of the respondent teachers (f = 8) reported that the TEOG system
generally had a negative impact on their communication with their students, while the other third of
the respondent teachers indicated that they were in conflict with students due to the process of the
course, lack of discipline, and test anxiety. However, some of the teachers (f = 7) stated that the test
had no effect on their communication with the students. Some teachers (f = 4) also pointed out that
their communication with students was focused on the grade and students only participated in this
course to obtain high grades. Examples of the teachers' views on the effects of the TEOG system on
teachers' communication with students are given below:

K2B "Since our lesson does not include the TEOG group, the students evaluate it as not important.”

K6S "It affects our communication with the students negatively. Apart from TEOG, everything seems
to be futile, and I'm having trouble controlling the class.”

K3T "Communication with students always takes place on the bases of grades."
K12S "Students perceive the TEOG test as a vital event. Students are not interested in our courses. "

The Impact of the TEOG System on In-Class Teaching Activities

Table 3 shows the frequency distributions of teachers' responses to the second question of the research,
"How does the TEOG system affect the activities in the classroom?".

Table 3. Distribution of Teachers’ Views According to Sub-Themes

Sub-Themes Frequency
Students do not care about the lesson 20
Students do not show interest in the lesson 21
Students do not undertake the duties and responsibilities related to the lesson 12
Students want to take practice tests for TEOG during class hours 12

Table 3 shows that the majority of the teachers (f = 20) stated that the students did not care about the
course and this affected the education and training activities negatively. Most of the teachers (f = 21)
stated that because of the common exams, the students did not show interest in the activities of these
courses and they did not participate in these activities. In addition, some of these teachers (f = 12)
expressed that students did not want to undertake their duties and responsibilities related to the
courses, and they only wanted to study for the exam in the courses. The teachers also commented that
the students always wanted to take practice tests. Some of the teachers' views on the effectiveness of
the TEOG system in in-class teaching activities are as follows:

K6S "I cannot carry out effective teaching in the classroom. It takes a short time to draw the attention
of students. Students always tend to study for TEOG and answer the questions in practice tests. "

K9B "Because they want to be successful in the exam, the children want permission to study for the
TEOG exam in this lesson."
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K10T "Students do not care about to other courses apart from of TEOG exam. For this reason, in
terms of the students the purpose of the courses cannot be realized exactly.

K21T "Children especially want to solve the test in our courses."

The Impact of the TEOG System on the Evaluation Activities

Table 4 shows the frequency distribution of teachers’ answers on the third question of the research,
"How does the TEOG system affect the activities of evaluating students' success?".

Table 4. Distribution of Teachers’ Views According to Sub-Themes

Sub-Themes Frequency
Students want to get high grades. 6
Administrators interfere with teachers' grades. 10

Parents expect and request high grades from teachers 6
Teachers do not make fair evaluations / They give inflated grades 12

No effect 5

Table 4 shows that the majority of participant teachers stated that students, parents, and administrators
(f = 22) expected or demanded high grades from the teachers in these courses. A significant number of
teachers (f = 13) also stated that they had to give an inflated grade to their students and sometimes
they did not make a fair evaluation because of the TEOG system. Conversely, some teachers (f = 5)
stated that the TEOG system had no effect on the evaluation activities. Some of the teacher’s views
about the effects of the TEOG system on assessment activities are as follows:

K1S "Students want to get high grades. They can ask for it as natural rights. "

K2B "There is a pressure on us .... We cannot give low grades. We give high grades to not lower the
grade average.”

KS8T “School administrators say that for all of the courses, which are not covered by TEOG exam,
grades should be high. That’s why they interfere with the teachers’ grades and say that all grades
should be higher.”

K9B "We have to raise the grades so that students who are good at other courses do not fail.”

The Impact of the TEOG System on Teacher’s Relationship with School Administrators

Table 5 shows the frequency distributions of teachers' responses to the fourth question of the research,
"How does the TEOG system affect the relationship of teachers with school administrators and
assistant managers?"'.

Table 5. Distribution of Teachers’ Views According to Sub-Themes

Sub-Themes Frequency
There is conflict due to the pressure to give high grades 9

These courses are not considered / unnecessary 13

No negative effect 12

Table 5 shows that a significant number of participant teachers (f = 12) stated that the TEOG system
did not adversely affect their relations with school administrators and manager assistants, others
teachers (f = 13) stated that school administrators and their assistants cared about the courses which
were within the scope of the common exam, that they did not care about the courses outside the scope
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of the common exam. In addition, they asked their teachers to implement practice TEOG tests in these
courses. Some of the teachers (f = 9) also mentioned that administrators asked them to give high
grades to their students, which also caused tension and conflict between them. Some of the teachers'
views on the effects of the TEOG system on school administrators and manager assistants and teacher
relations are as follows:

K6S "The test (TEOG) negatively affects our relationships. When parents complain about the grades,
the administrators tell us to raise the grades. Because there is no one regards to our course at our
school, there is permanent stress in such events."

K10T "Generally, like students, administrators do not give importance to the courses outside of the
scope of TEOG. They do not provide any opportunity to achieve the purpose of the lesson; on the
contrary, they generally put obstacles in the way."

K11B "The relationships are bad because our course is seen as unessential and worthless. For students,
only mathematics, English etc. are important.”

The Impact of the TEOG System on Teachers' Relationship with Parents

Table 6 shows the frequency distributions of the teachers’ responses to the fifth question of the survey,
"How does the TEOG system affect teachers' involvement with parents?".

Table 6. Distribution of Teachers’ Views According to Sub-Themes

Sub-Themes Frequency
Parents do not care about the courses 13
Conlflict due to parents’ request for high grades 6

Parents want students not to participate in activities or be assigned homework 7
Exam-oriented training expectations 4

No effect 7

Table 6 shows that a significant number of the participant teachers (f = 13) stated that the parents did
not give importance to these courses. Some of the teachers (f = 7) also mentioned that the parents did
not ask their children to participate in activities in these courses and asked the teachers not to give
assignments related to these courses. However, many teachers commented that the TEOG system had
no effect on the relationship with the parents. Some teachers (f = 6) also addressed the presence of
conflict between parents and teachers due to the expectation of test-oriented education and high grades
for their children. Some of the teachers’ statements about the effects of the TEOG system on the
relationship with the parents are as follows:

K2B "The families are very worried. They do not allow students to participate in extracurricular
activities.”

K6 S "Parents complain about homework, research, etc. in the visual arts course because they think
that their children cannot study for the TEOG exam. That's why they say that assignments like this
should not be given.”

K19 T "The parents does not care about the courses that are not covered by the TEOG exam, and they
ask the teachers —to give the student 100 points."

K8 T "When the time for school report arrives, we are in conflict with the parents because of our
grades. We are trying to convince them that our courses are important. But they think that if a lesson is
not included in the TEOG exam, it is not important or necessary.”
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DISCUSSION and CONCLUSION

The findings of this research which aimed to determine the effects of TEOG system on teaching and
learning processes in visual arts, technology and design, music and physical education courses and
teachers' relations with students and other stakeholders were evaluated in terms of how the TEOG
application was related to the objectives of MoNE. For MoNE, one of the aims of TEOG is to
strengthen the relationship between student, teacher and school, and to make the role of teachers and
school more effective in the education process. According to the findings of this research, the TEOG
system, in contrast to the purpose of MoNE, has made the situation "more tense and negative" instead
of "strengthening student, teacher and school relations”. The exam creates conflict between the
teachers and students due to the teaching process and the anxiety and stress experienced by the
students. Thus, this finding does not coincide with the aim of MoNE, which states that "the central
common examination will reduce the test anxiety by spreading it to the process”. Similar results
regarding the TEOG system were obtained by Oztiirk and Aksoy (2014) and Demirtash (2016). The
results were similar in other studies, which also showed that central examinations caused stress,
anxiety and insomnia in students, and students felt sick, depressed, anxious and embarrassed upon
receiving the test results (Cornell, Krosnick & Chang, 2006; Dulfer, Polesel, & Rice, 2012).

According to the results of the research, students did not care about these courses, pay attention, or
fulfill their duties or responsibilities related to these courses, and this exam had a negative impact on
educational activities. These results contradict Ozkan and Ozdemir (2014)’s conclusion that “TEOG
will lead to an increase in students’ interest in the courses outside the scope of the exams because of
the effect of year-end scores on the TEOG process.” These findings also contradict the result of the
research of Sad and Sahiner (2016), in which the participant teachers stated that the importance of the
courses and teacher evaluation would increase because of the TEOG tests which affected assessment
in the classroom. In addition, the teachers thought that the student's interest and motivation related to
the course would be positively affected and student absenteeism could be reduced.” A similar result
was reached by Sullivan (2006). In that research, the teachers perceived that high-stake testing had
changed the focus of instruction toward subjects that were tested by high-stake exam. Overall, 52% of
the teachers perceived that this increased focus on the test and decreased instructional time for other
non-tested lessons reduced student access to non-core content, such as art, music, physical education
and computer/technology.

According to the teachers' opinions in the current study, one of the results obtained related to the
course process is that “students want to do practice tests for the common tests and study on the courses
within the scope of the common test.". This outcome coincided with the findings of Atila and Ozeken
(2015) in that “a significant part of the science teachers stated that TEOG exams affected the way the
course was given and engaged students in taking practice tests during the class hour”. The research of
Zorlu and Zorlu (2015) concurred, stating that "the students in the seventh and eighth grades asked the
teacher to teach the courses for the exams.”. These results from different research are supported by the
conclusion reached by Buyruk (2014) that "central exams led to a more exam-centered form of
education in schools."

For MoNE, one of the other aims of the TEOG system is to monitor and evaluate student achievement
objectively. According to the findings obtained from the research, a significant number of the teachers
were unable to measure and evaluate their students objectively due to the TEOG exams, and they were
forced to give inflated grades to their students. In addition, more than half of the participants in the
current study stated that students, administrators and parents expected or demanded the teacher to give
higher grades. These results contradict the aim of the TEOG system, which is “objectively monitoring
and evaluating student achievements”. In particular, it is not possible to determine whether the
evaluation is appropriate for this purpose in the courses covered by the exams. This finding similar to
the research of Atila and Ozeken (2015), who found that due to the TEOG tests, the teachers hesitated
to give grades. Almost all science teachers give their students nearly the same performance and project
grades with the scores obtained from the TEOG exams. However, this finding contradicts with the
results of the study by Sad and Sahiner (2016). The authors determined that the results of the TEOG
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exam will increase the importance of the courses and teacher assessment because of the impact on the
student's achievement grade in classroom.

Although one-third of the teachers who participated in the study stated that the TEOG system had no
negative impact on their relations with the administrators, more than one-third of the teachers
suggested that the administrators did not care about the courses that were the subject of the research or
considered the courses unnecessary. Similarly, about one-third of the teachers stated that they received
requests from the administrators to give higher grades to students, which negatively affected their
relations with the administrators. These findings are similar to the results of Atila and Ozeken (2015)’s
research in that some of the science teachers said that because administrators asked the teachers to
increase their students’ achievement in their own institutions, this caused pressure on the teachers.

According to the findings from the research, some teachers who participated in the study reported that
central examinations conducted within the scope of the TEOG had no impact on their relations with
parents, but more than one-third of the participant teachers believed that parents did not care about
their courses. So, the teachers stated that the test system had a negative impact on their relationship
with parents. In addition, some teachers reported that the parents requested them to give higher grades
for children, which led to conflict between them. This finding is in agreement with the research of
Atilla and Ozeken (2015), who reported on the awareness of parents concerning the importance of
grades given by teachers for the placement of their children in secondary education; thus, they wanted
to meet the teachers to discuss students’ grades, and this caused pressure on the teachers. Moreover, in
this study, some teachers stated that parents did not want their children to participate in the internal
and external activities in school because of the exam. They also did not want the teachers to give any
homework in these courses. As a result of research conducted by MoNE (2010), it was found that the
SBS preparation process led children to be significantly distanced from sports, social and cultural
activities. Similar results were obtained in a study conducted by Cornell, Krosnick and Chang (2006),
who showed that about half the students reported a decrease in extracurricular activities due to the
central examination.

In conclusion, students, school administrators and parents do not appear to care about the courses that
are not within the scope of the TEOG exams, and this adversely affects the relations between the
teachers who present these courses and the students, administrators, and parents. In addition, such
high-stake exams have a negative impact on the educational practices and evaluation activities in these
courses. However, as stated in the Turkish National Education (MEB, 1973), it is aimed that young
people who will determine the future of our country will be educated to be “constructive, creative and
productive people who have a balanced and healthy personality and character from the care of body,
mind, morality, spirit and emotion; the power of free and scientific knowledge. In addition, the 10th
Development Plan (Ministry of Development, 2013, s. 32) and higher-level policy documents, such as
the MoNE Strategic Plan (Strategy Development Presidency, 2015) stated that in order to increase the
students' mental and physical development and their skills in all educational levels, social, artistic,
sportive and cultural activities should be given more attention, and the participation rate of the
students should be increased. To achieve these objectives, courses, such as physical education, music
and visual arts have an important role, as well as the academic content applied in educational
institutions. However, it will be difficult to achieve these objectives if these courses are not properly
taught in schools. For this reason, to exclude these courses from the TEOG exams will make it
difficult to educate individuals in the qualifications that are planned in the educational institutions. In
order to achieve the objectives of the Turkish National Education and higher-level policy documents,
emphasis should be given on the courses mentioned above, as well as the academic content of courses
in schools. For this reason, weight of student’s grade point average based on primary academic
courses and other courses should be increased in the computation of the TEOG exam score. In this
way, school achievement can be relatively important to entrance secondary education.

As in all research, there are some limitations to this study. The main limitation is that the results were
obtained from a small group. In subsequent studies, it would be useful to conduct a comprehensive
survey of more structured materials with the views of more teachers working in schools in different
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regions and characteristics. Thus, comparing teachers’ opinions according to variables, such as
duration of service, class and school size, as well as eliciting students' views in a similar way will
contribute to the field.
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Abstract

In this study, it is aimed to introduce one of the data mining methods which is very popular in recent years and
commonly used in this area. For this purpose, the WEKA program and the decision trees, which is one of the
methods used to estimate the dependent variable through independent variables, will be introduced. In today's
age of technology, the amount of information at hand is constantly increasing and the derivation of meaningful
results from this information is seen as a valuable field of study. Data mining aims to reveal the information that
is hidden in a large amount of data after a series of operations, which is very useful for researchers. Regarding
this approach that is mostly based on estimation and classification, there is a lot of new and unvalidated software
that has not yet been fully tested. In this study, we discuss WEKA software, which is one of the programs in the
field of data mining, how to run the program and the content of the analyzes and output files. The study also
contains some suggestions for the practitioners who want to use this program about the superior aspects of the
software and what kind of analysis can be done with it.

Key Words: Data mining, WEKA, Classification, Prediction, Algorithm

INTRODUCTION
Thanks to the Internet, a major revolution has been occurred in accessing and using information over

the last decade (Jain, 2015). At this stage, researchers and scientists focused on storing, recalling and
using data when needed. From time to time, the data at hand is likened to a gold mine for conducting
research and development in a particular area. Data mining is a process that defines the data obtained
as input and output information (Weiss and Davison, 2010). Fayyad, Piatetsky-Shapiro, and Smyth
(1996), one of the most cited researchers in the field, describe data mining as the execution of certain
algorithms to elicit certain patterns from the available data.

Simple structures of different types are formed on the data set, in a way that they can be easily
displayed. For example, in a data set, there may be examples where one property works very well,
whereas the others are unrelated or unnecessary. In one data set, there may be examples where the
properties contribute independently and equally to the output variable. In another data set, there may
be a number of properties that have a simple logical structure and that are obtained by the decision
tree. In a different data set, there may be several independent sets of rules that assign examples to
different classes. In another data set, interdependencies between different subsets of properties can be
examined. In a data set, linear dependence between weighted sums of numerical properties determined
by appropriate weighting methods can be examined, whereas in another it is possible to place these
examples on specific regions of the sample space based on the distances between the examples. In a
different set of data, there may be no class value as seen in the algorithms where learning is
uncontrolled (Witten and Frank, 2005). There are different examples where different structures and
different data mining tools are used in the infinite equality of possible data sets. In these examples,
there are also algorithms that may completely overlook the appropriateness of different types and make
correct classifications for only one class (Holte, 1993).

Classification rules are alternatives to decision trees. The given rules are first executed for the first
line, and then for the second and the last line respectively. The lines setting the rules are generally
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named as “Decision List”. These lists show the rules required for the correct classification of the
examples in the decision table (Chadha and Singh, 2012).

The rules of association are not different from the classification rules except that they are not limited
with classification, they can also estimate any property. In this approach in which the patterns,
relationships and causal structures in the data set are revealed, different combinations of properties can
be estimated as well. In addition, the association rules do not require the use of a set of sets of rules,
as in the rules of classification (Han, Kamber and Pei, 2000). A large number of different association
rules can be derived from a small data set. For this reason, applying it to a large number of examples
is not needed. The rules of association are generally formed by “if.... then” cycle. For example, “if
there is no wind and the game is not played, the humidity is high” association rule indicates that the
humidity should be high if the game was not played when there is no wind (Witten and Frank, 2005)

Clustering rules take the form of a diagram showing how the examples in the data set fall into specified
clusters. The results obtained in this method, where the clusters’ belonging is determined, are
sometimes given as a dendrogram and sometimes as a table. The cluster, to which each example in the
data set belongs, is shown according to its characteristics regarding the similarity or dissimilarity
criteria with the other examples. On the dendrogram, each cluster is depicted on a sub-level, as
decomposed into its subsets (Karypis, Han, and Kumar, 1999).

In the prediction procedure, numerical properties are considered instead of categorical variables. In
data mining, even though categorical variables are considered in decision trees or association rules,
linear regression models are used to estimate the numerical value of the property (Padmavathi, 2012).
Apart from classical regression methods, a more accurate and consistent estimation can be made by
logistic regression method. In this approach, where input variables are weighted according to their
contribution to the model, a large number of logistic equations are obtained instead of a single
regression equation (Perlich and Provost, 2002).

Decision Trees

The problem of creating a decision tree is expressed self-repetitively. First of all, a property is
determined to be set for the root node (a node without ancestor node and therefore the node at the top)
and a branch is created for each possible value (Fayyad and Irani, 1992). This process breaks the data
set into subsets for each property value. The process is repeated successively for each branch by using
only the examples that reach this branch. If, in any case, all examples in a node belong to the same
class, then the development of that branch of the tree (node) is stopped. Because from this point on
there will be no decomposition into different classes (Quinlan, 1993). The only thing left to make a
decision is to determine the way of dividing each property when a series of different classes is given.
Below are the results of the game played for the general view and temperature characteristics of the
weather. There are 2 possible (Yes-No) alternative for each branch and they are divided into classes
at the top, as shown in Figure 1.
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Figure 1. Tree Structure for Weather Data (Witten and Frank, 2005)

We can decide which of the branches are the best choices for the tree structure given in the figure
regarding the class of the leaves shown in the rectangular shape. The numbers of yes and no classes
are shown on the leaves. If only a single class is created on the sheet (Yes or No), there will be no need
to divide again and the iterative branching process will end.

We want this process to be as short as possible, thus we examine small trees. If we measured the purity
of each node, we would have to choose the properties that produced the purest child nodes. Now take
some time and consider which feature will be the best.

The measure of purity that we will use is called information and it is measured by units designated as
bits. The bit represents the amount of information required for a new Yes (played) or No (not played)
classification related to a node of the tree. Of course, there is nothing special about these numbers and
there is a similar relationship between them, regardless of their actual value. Thus, we can add another
criterion to the list. The information obtained must be in accordance with the multi-stage property
shown previously. Remarkably, it appears that there is only one function that meets all these
characteristics, and this function is called the amount of information or entropy (Rokach and Maimon,
2008). The following equation shows how the amount of information is obtained mathematically.

Entropy (p1, P2, ..., pn) = - p1.10gp1 — p2.1ogpz, ... , - pn.logpn

The negative signs (-) here are due to the rules of the logarithm coming from the fractions pi, p2, ...,
pn, While calculating the logarithm of the fractions in the form of A/ B, the base remains unchanged
and a minus sign is placed before the expression in the denominator (log, A/B: log, A - log, B). In
spite of the minus sign in the expression, in reality, the amount of information will be positive.

Usually, logarithms are given at the base of 2 (log. X) and in this case the amount of information called
entropy is defined as bit. These bits are a generic type of bits used in the computer (1-0).

P1,P2,...,pn eXpressions of the entropy indicates fractions that sum up to 1. For example;
info ([2,3,4]) = entropy (2/9, 3/9, 4/9)

As shown in the above formula, the sum of 2/9, 3/9 and 4/9 fractions specified as p1, p2, ps will be
equal to 1. Therefore, decisions regarding multi-stage characteristics can be obtained by the general
formula given below.

entropy (p,q,r) = entropy (p,q+r) + (q+r). entropy (— ,—)

q+r ’q+r

It should be kept in mind that p+g+r = 1 in the given formula.
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info ([2,3,4]) = -2 xlog () - 2 xlog(2) - 5 xlog(5) =-2 x (log2 - log9) - 2 x (log3 — log9) -
= x (log4 — log9)

_ 2log2+2log9 _ 3log3+3log9 _ 4log4+4log9

B 9 9 9

_ —2log2—-3log3—4log4—9log9
9

The above formula is a formula that shows how the amount of information is calculated in practice.

Reliability: Evaluation of What We Learn

Evaluation plays a key role in achieving real progress in data mining. There are many different ways
to extract patterns from the data file and to make deductions from these patterns. However, while
determining which method should be used for a particular problem, we should have systematic ways
of evaluating and comparing different approaches in which different methods are used. The evaluation
process is not as simple as it seems.

To see which of the two different methods works better, training and test sets are needed. But in fact,
learning the performance in the training set will not be a good indicator of performance in an
independent test set. We will need ways to estimate performance limits based on the experimental
studies to be conducted on the data sets (Breiman and Friedman, 1984). More clearly, training the
learning method through a data set and then test this method over the same data set would not be an
approach that reflects reality. Therefore, the error rate on the training set may not be a good indicator
of actual performance. Because, since the classifier learned from the same training data, any
calculation process based on this data will be optimistic (Witten & Frank, 2005).

Our concern in data mining will be the future performance of the method based on the new data rather
than past performance based on the historical data. The class of each example in the training set is
already known. Even though we are not interested in the classification, and our aim is to clear the data
rather than making a prediction, the classifications should also be taken care of. To estimate the
performance of a classifier on the new data, we need to evaluate the error rate on a different data set
than the data set from which the classifier is obtained. In the studies, we should assume that both
training data and test data are representative examples of the problem that we are investigating
(Sumathi & Sivanandam, 2006).

In some cases, the test data may differ from the training data in nature. For example, suppose we have
examples of credit risk problems. Let us assume, for example, that the bank has received training data
from branch offices in New York and Florida, and wants to learn how well the classifier to be obtained
through this training data will perform at a new branch in Mexico. It would probably be appropriate
to use New York data as the test data to evaluate Florida classifier and to use Florida data to evaluate
New York classifier. However, if the data sets were combined in the process of training, the
performance in the test data would probably not be a good indicator of the performance of data
obtained from a different state in the future (Witten, Frank and Hall, 2016). In the studies conducted
in the field of education, it has been investigated whether a different learning method is effective on
the courses that students attend school. In a study by Lopez et al. (2012), it was investigated whether
the forum usage data in the Moodle learning management system is a significant indicator of the
success of the course. In the study, it was tested whether the same result can be achieved with clustering
algorithms in cases where the class variable (course achievement) was not known.

In most cases, the training data should be classified by hand and, of course, the test data should also
be classified likewise in order to obtain the error rate. This limits the amount of data that can be used
for training, verification, and testing, and how to achieve the best performance with this limited data
becomes a question. The answer is, a certain amount (20% - 30%) of the data set is kept for testing,
which is called the retention procedure, and then the remaining amount is used for training. However,
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if necessary, a part of the data to be used for training can also be separated as the validation data
(Mitchell, 1997).

Cross-validation

What will you do if you have limited amounts of data for training and testing? In the retention method,
a portion of the available data is used for testing and the rest is used for training. However, a part of
the data allocated to training can be used for verification. In practice, allocating one-third of the
available data for testing and the remaining two-thirds for education is a very common method (66%
= Education, 34% = Test data).

Of course, the sample group that you use for training (or test) may not be a good representative of the
universe. In general, you cannot directly understand whether a sample is a good representative of the
universe or not. But there is a very simple control that can be significant for you. In this approach,
each class of your universe, in which all the data is included, should be represented in the training and
test data with an accurate ratio. Only this will increase the representation power of the universe.
However, if you are unlucky and you have lost data in all examples of a class in your sample, you
cannot expect the classifier, which will be obtained through this data, to be able to perform well on the
test data. In this case, the results will be worsened as the data in the test set is over-represented, since
none of these data is included in the training set. Instead, you must ensure that random sampling was
carried out to ensure that each class in the universe is properly represented in the training and test data.
This method is called the stratification or stratified retention approach. Although it is often noteworthy
to apply this method, this is seen only as primitive protection to eliminate an uneven or unbalanced
representation in the training and test data (Witten, Frank, & Hall, 2016).

A more generic way of reducing the bias arising from a particular sample selection is repeating the
whole process several times for training and test data across different sample groups. In each repetition
process, a certain proportion of the data (for example two-thirds for the training) can be used for
training (if possible, in a stratified and randomly selected way), whereas the rest can be used for testing.
A more general error rate can be obtained by taking the average of error rates from different repetitions.
This is called the repetitive retention method for calculating the error rate.

In cases where only one retention method is applied, you may think that the training and test data
exchange roles. In other words, you can train the system with the test data while testing the system
with the training data. This way, you reduce the problem of unequal representation in training and test
data by averaging the two results you get.

Unfortunately, this only makes sense for 50% - 50% splitting of training and test data, which is not
generally considered as a suitable split. Instead, using more than half of the available data for training
is a better approach. On the other hand, there is an important statistical technique called cross-
validation. In cross-validation, we set a constant folding or splitting number for the data, for instance,
let’s set this constant number as 3. The data is then divided into three equal parts and each of them is
used for testing while the remaining portion is used for training. That is to say, two-thirds of the
available data are used for training while one-third of the data at hand is used for testing. When this
process is repeated, each example will be used once for testing. This process is called the triple cross-
validation and if stratification is carried out, it is called the stratified triple cross-validation (Kohavi,
1995).

When there is a single and constant data available, a 10-fold cross-validation approach is applied to
the standard method used to estimate the error rate of the learning technique. In this approach, the
universe of the study, which includes all of the data, is randomly divided into 10 classes and each class
must be represented in the whole data set at approximately the same rate. 10-fold cross-validation
process is illustrated in Figure 2 in order to make it easier to understand.
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1st Fold 2nd Fold 3rd Fold 10th Feld

[CTest Data [ Training Data

Figure 2. Ten-fold cross-validation

In this process, each fold is held separately for the test, while the learning process is performed through
the remaining nine folds and the error rate is calculated from the 1/10 data held separately. Thus, the
learning method is repeated for a total of 10 times over different training data (each with many
common points). Finally, a general error rate is obtained by averaging 10 different error rates
(Refaeilzadeh, Tang and Liu, 2007).

Bootstrap Method

This method is based on statistical procedures that can be defined as repeated sampling. A sample is
taken from the current data set for training or testing beforehand and these examples are excluded.
That is, once an example is selected, it cannot be selected again. This approach is similar to building
teams for a football game. Just as you cannot choose a player for two different teams, in the Bootstrap
method the same example cannot be selected twice. However, the examples in the data set are not like
humans. Most learning methods use the same example twice, and the results will differ if it takes place
twice in the training set. Mathematically speaking, in case of having more than one image of the same
object, it is not meaningful to mention the groups defined as “cluster” (Ibarguren et al., 2014).

The logic of the Bootstrap method is to be able to sample the data set at hand by relocation in order to
be able to create a training set. This stage will show the mysterious Bootstrap number (0.632) and how
it is obtained. For this, a data set consisting of n examples is relocated so that another sample consisting
of n examples is sampled. Since some of the examples from this second data set will be repeated, the
original data set should contain examples used in somewhere else, to be used as test samples

But what is the probability that a particular example is not included in the training set? The probability
of being included in the training set is% and the probability of not taking part in this group is calculated

as(1- %). The multiplication of the probabilities of not being in the given cluster is calculated with the
help of the equation given below.

(1-2)n=e'=0,368

In the equation given above, the symbol shown by e is the base of the natural logarithm and it is equal
to 2.7168. However, you should keep in mind that this display is not equal to the error rate. This
equation shows the possibility of not being selected in any way for a particular example. This way, the
test set will cover approximately 36.80% of the data for a fairly large data set and therefore the training
set will cover 63.20% of the data at hand. So, we learned where the number of Bootstrap 0.632, which
was previously defined as a mysterious number, is coming from. Some examples are re-used in the
training set to reach the total number of n in the original data set (Kushary, 2012).

This numerical value obtained by training a learning system through the training set and the error value
obtained from the test set will be a pessimistic estimate of the actual error. Because even though the
size of the training set is n, it still covers 63% of the samples and considering that 90% of the data is
used in 10-fold cross-validation, it can be seen that this is not a larger proportion. To compensate this,
the error obtained from the relocation process through the examples in the training set is combined
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with the error rate obtained from the test set. The error value obtained as a result of the relocation
should not be used as the error term alone because it will be a very optimistic estimate of the actual
error value. However, the Bootstrap method generates the error value in the combination of the errors
obtained from the training and test data and the value is shown below is calculated as the final error
value (Bradley and Tibshirani, 1993).

e= 01632 X Ctest data + 0,368 X etraining data

The entire Bootstrap method is then repeated several times by relocating different examples for the
training set and the results are averaged.

The Bootstrap method can be considered as the best method for estimating the error rate for small data
sets. However, just as in the method of excluding one group, it is possible to show its disadvantage
through a completely artificial and special situation. In fact, assume that the data set that we previously
considered had been randomly divided into two classes. The actual error rate of any prediction rule is
assumed to be 50%. But let's consider the training set; as a result of the relocation, a draft learning
method will give 100% success with zero error (e = 0). In this case, the 0.632 Bootstrap method will
weigh this with 0.368 and accordingly the overall error term will be calculated as 31,60% (0,632 x
50% + 0,368 x 0%), which will be misleadingly optimistic.

Power of Estimation: Considering the Magnitude of the Error

The evaluation process performed according to the accuracy of the classification implicitly assumes
that different errors do not have the same meaning. An example of this can be seen in credit debts. The
mistake of giving a loan to someone who did not pay his/her previous loan is much bigger than the
mistake made by not giving credit to someone who has never taken a loan.

For the cases where there are two classes in the form of yes-no, borrowing-not borrowing money,
giving-not giving a loan, classifying a suspicious part as scrap or not, etc., there are 4 different
outcomes, as shown in Table 1. The true positive (TP) and the true negative (TN) are the correct
classification results. TP are the cases when the test result is positive when the actual situation is
positive, whereas TN are the cases when the test result is negative when the actual situation is negative.
False positive (FP) is predicting the output incorrectly as positive (YES) while the result is actually
negative (NO). False negative (FN) is predicting the output incorrectly as negative (NO) while the
result is actually positive (YES). True positive ratio (TPR) is obtained by dividing positive cases to all
cases [TP/(TP+FN)], whereas false positive ratio is obtained by dividing false positives to all negative
cases [FP/(FP+TN)] (Powers, 2011).

Table 1. Different Results Regarding a Two-class Estimate

REAL CASE
POSITIVE NEGATIVE TOTAL
POSITIVE ~ TRUE POSITIVE (TP) FALSE POSITIVE (FP)  TP+FP
- (5) NEGATIVE FALSE NEGATIVE (FN) TRUE NEGATIVE (TN)  FN+TN
s TOTAL TP+FN FP+TN TP+FP+FN+TN

The overall success rate after computing the ratios of the outcomes is the division of the number of
correct classifications to the total number of classifications.

TP+TN

Overall Success = ————
TP+TN+FP+FN

The error rate for this classification is calculated by subtracting the overall success rate from 1.
Sensitivity and selectivity concepts are also important to know. Sensitivity is the ability of the test to
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distinguish positive cases from actual positive cases. At the same time, the true positive rate is defined
as sensitivity.

TP
TP+FN

Selectivity: It is the ability of the test to distinguish negative cases from actual negative cases.

TN
TN+FP

Sensitivity =

Selectivity =

The sensitivity and selectivity values described above define how well the test differentiates non-
relevant and relevant cases (Johari, 2016). False positive rate is considered as Type | Error and False
negative rate is considered as Type Il error.

In a multi-class prediction, the results obtained from the test are shown on a table called an error
matrix, having rows and columns for each two-dimensional class. The matrix is defined in a way that
each column represents the actual value of an example, whereas each line represents predicted value
(test result) of the example (In some cases the rows show the actual value, and the columns the test
results). Good results are obtained when the numbers on the main diagonal (the line drawn from the
upper left corner to the lower right corner) are quite large and the non-diagonal elements are small
(ideally zero).

The curves which are known as ROC (Receiver Operating Characteristic) curves and trying to select
test samples with high positive rate attempt to describe the performance of a classifier regardless of
the type of error and class distribution. In these graphs, the number of positive examples corresponding
to the negative examples is shown in the horizontal axis (x-axis) as a percentage, whereas the number
of negative examples corresponding to the positive examples is shown in the vertical axis as a
percentage (Sinha & May, 2005). The Kappa statistic or Kappa value is a numerical value in which
the expected and observed values are compared. Besides, it is less misleading because it takes the
chance factor into account. Expected and observed accuracy calculation is used simultaneously in
Kappa statistics and it can be easily determined through the confusion matrix. In this method, the
values in the rows show the actual values, while the values in the columns show the estimated values;
the expected accuracy rate is subtracted from the actual accuracy rate and this value is divided to (1-
expected accuracy rate). Although there is no definitive standard interpretation of the Kappa statistic,
in general, the values in the range of 0.00-0.20 are considered as low, 0.21-0.40 as notable; 0.41-0.60
as mediocre; 0.61-0.80 as important and 0.81-1.00 as excellent (Landis and Koch, 1977). There are
different error criteria in the evaluation of numerical estimation in data mining. Mean square error,
root mean squared error, mean absolute error, squared relative error, root relative squared error and
relative error are the error criteria used to determine how accurate numerical estimation is (Witten and
Frank, 2005). Relative error values attempt to compensate the fundamental predictability or
unpredictability of the output variable, whereas square and square root criteria of the errors allow
reducing the errors to the same size. The F-criterion used in data mining is obtained from certainty and
recall values. Precision, which is of great importance particularly in the medicine and medical field,
shows the success in a condition predicted as true (positive). Recall is more important in marketing
and marketing research and shows how successfully positive situations are predicted (Schwenke and
Schering, 2007)

DESCRIPTION OF THE PROGRAM, ANALYSIS, EXAMPLES OF ESTIMATION AND
CLASSIFICATION

Explorer, which is the main interface of the WEKA program allows easy access to all operations by
providing menu selection and form filling options. As shown in Figure 3, the window on the WEKA
main screen displays the different mining tasks that the WEKA program supports under six different
tabs. Knowledge Flow is a feature of WEKA that allows multiple uses of the features across a screen.
Even though only one operation can be performed on the Explorer screen, Knowledge Flow is a feature
that allows the tasks to run repeatedly over a number of different operations. Under the Explorer
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screen, everything is automatic and ready. In Knowledge Flow, these processes should be created by
the user (Seker, 2016).

=
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Applications
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Figure 3. WEKA Main Screen

Imagine that you have some data and you want to obtain a decision tree from this data. First, you need
to prepare your data, then run the explorer and upload the data to the program. Then choose a decision
tree creation method, create a tree, and interpret the output you get. It is easy to repeat this process
with a different decision tree algorithm and a different evaluation method. Under the Explorer menu,
you can make back and forth transitions between the outputs you get, you can evaluate the models
built on different data sets and you can graphically visualize both the models and the datasets including
classification errors made by the models.

Below and in Figure 4 & 5, six different tabs at the top of the explorer window are briefly defined.
Each of these tabs shows different actions that you can perform with the data at hand.

1. PREPROCESS: allows you to select the data set and edit it in different ways.

2. CLASSIFY: allows you to train the learning method that will classify or predict and evaluate
them

CLUSTER: allows you to learn clusters of the data sets
ASSOCIATE: allows you to learn the rules of association for your data set and evaluate them
SELECT ATTRIBUTES: allows you to select relevant properties in your data set

o g k~ w

VISUALIZE: allows you to see different two-dimensional graphs of your data set and to
determine the interaction between them.

Each option provides access to a range of possibilities. Up to now only preprocess and classification
options have been considered superficially. For the researchers who want to conduct further analysis,
it is recommended to examine the options of cluster, associative, select attributes and visualization.

Preparing Data for Analysis

Data is usually presented in the form of tables or databases. However, the data storage method of the
WEKA program contains the aggregated list of examples in ARFF file format, with the data you have
entered in the table in ARFF format, in which attribute values specified for each example are shown
as separated by commas. Most tables and database programs allow you to convert your data file into
.csv (comma-separated value) type. In this file type, the data is stored by inserting a comma between
the values in the data file. Once you have done this, it will be sufficient to upload your file to a text
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document or to the software. Then save the relations with the “@relation” extension, attribute
information with “@attribute” extension, and your data file with “@data” extension as a raw text
document. For example, an Excel data file for the PISA data that will be mentioned later is saved
differently with a .csv extension and this file is opened from the program and converted to a WEKA
data file with .arff extension. However, you don't really need to follow these steps to create the ARFF
file yourself, because the explorer can directly read the files with CSV extension.

Introducing Data to the Program

Now, let's upload the data you have at hand to the explorer and try to analyze it. Start the WEKA
program to access the screen shown in Figure 4. Then select the explorer, which is one of the five
different interfaces under the applications heading.

&) Weka Explorer SRACE X
Preprocess
| Openfile. || OpenURL.. || OpenDB.. || Generate.. |
Filter
| Choose | None
Current relation Selected attribute I
Relation: None Aftributes: None MName: None Type: None
Instances: None Sum of weights: None Missing: None Distinct: None Unique: None l
Attributes
I
|
|| visualize Al |
| L
Status
Welcome to the Weka Explorer { Log ‘ wxﬂ

Figure 4. Data Preparation Screen

Then, you can see one of your previous files by clicking the Open File button. By defining your file
saved on your computer, you will show your data to the program. If your data is not in ARFF format,
which is the basic data file extension of the WEKA program, you will need to select the file type as
CSV. When you specify a file with a .csv extension in the program, this file will be automatically
converted to a file type with ARFF extension. The screen that you’ll face after uploading the file
provides you with information about the data set you have.

Performance of Analysis: Creating the Decision Tree

C4.5 decision tree learning method which is one of the most used algorithms in data mining works
with J.48 algorithm and this algorithm is a version of the WEKA program that can be used by everyone
before the launch of C5.0 application (Kaur and Chhabra, 2014). When you click on the CLASSIFY
button shown in Figure 5 (a) and then click on the CHOOSE button from the screen, the screen shown
in Figure 5 (b) will appear. Since there is no analysis on the screen, there is no result in the output
window in the lower right corner. Once the algorithm and the test type to be used for the classification
are set, all you have to do is click the START button.
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Figure 5. Startup Screen: (a) Choose Window and (b) Classify Window

In order to perform the analysis first, click the choose button located at the top left, then click on Trees
section from the hierarchically listed menu and choose J.48 method. At the moment, all you have to
do is to choose the method or algorithm that is always at the lowest level from the methods presented
sequentially. When you select the algorithm that you will use, you will see the parameters for the
method or algorithm you selected in the row next to the choose button. If you double click on this line,
J4.8 classifier editor will be opened, the parameters and the numerical values corresponding to the
desired values accepted by the program will be displayed. Of course, these default values are
determined to make more precise measurements.

After selecting the classifier, you can run the program by clicking the Start button. The WEKA
program has a very fast processing capability and it can perform analysis in a short time and while the
analysis is in progress a bird will move in the lower right corner of the main screen shown in Figure 5

(a).

As an example, the screenshot obtained after uploading the variables covered in the PISA 2015 student
guestionnaire, namely the duration of science learning (smins), the total learning time at school (tmins)
and the socioeconomic status index of the student (escs) and the input and output variables used in the
process of estimating science literacy levels (pvlscie) to WEKA is shown in Figure 6.
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Figure 6. Uploading Input and Output Variables to the Program

After this process, Classify interface is opened, the window shown in Figure 7 is reached by clicking
the Choose button in the Classifier window and one of the decision trees under the Trees tab is chosen.
As an example, analyzes were performed by selecting J.48 method.

, |
(G weesooe A ==~

[ Preprocess TC.IassjfyT Cluster TAsaociate T Select attributes T Visualize }
Classifier

¥ (55 weka |
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» [ bayes ut
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» (5 rules
v E trees
E| DecisionStump
E| HoeffdingTree
J43
[t
O
E| RandomForest
E| RandomTree
[ REPTree

2 EJ_

Start Close

Figure 7. Determination of Decision Tree Method

The analysis process is completed by clicking the Start button on the screen shown in Figure 7. If
researchers want to use a different method instead of a 10-fold cross validation method, one of four
different validation types can be selected in the test options window. After this process, the window
shown in Figure 8 is reached by clicking the Start button.
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Figure 8. Decision Tree Analysis Outputs

In the classifier output window shown in Figure 8, the number of correctly classified students, statistics
of the classification process and confusion matrix are given. Other outputs of the classification process
can be seen by moving the cursor down. In order to see the decision tree, researchers should go over
the trees.J48 line in the Results list window in the lower left corner of the screen shown in Figure 8

and activate Visualize tree option by right clicking it.

Evaluation of the Results

Within the scope of the study, duration of science learning (smins), total time of learning in school
(tmins) and student's socio-economic status index (escs) variables covered in PISA 2015 student
survey are defined as input, whereas science literacy level (pviscie) is defined as the output variable,

then the decision tree for estimating the output variable with input variables is shown in Figure 9.
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Figure 9. Decision Tree Obtained Through J.48 Method
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As can be seen in Figure 9, it is found that duration of science learning (smins) variable has the most
significant effect among the three input variables which are covered in the study to classify students
in terms of PISA Science literacy. Students are divided into two classes according to the cutting point
of the duration of science learning, which is 232. Regarding the students whose science learning time
is below 232, a socio-economic status index has the most important effect in the classification of
students followed by total learning time variable. At the second level of tree branching, the cut-off
point according to socio-economic status index is determined as 0.13 and students below this value
are classified as Failed (0). On the same branch, the total learning time of those with a socio-economic
status index over 0.13 is checked and the cut-off point for this property is set at 700.00.

In the output file, the classification error of the learning method, and the evaluation results of the tree
classification process, including Kappa statistics, the mean absolute error, and the root mean squared
error are reported. The root mean squared error is the squared average of the second order loss function.
The mean absolute error is calculated by taking the absolute value of the differences instead of taking
the errors. Moreover, the output also includes relative error values calculated based on the a priori
probability distributions. These statistics are obtained using the ZeroR learning method. Lastly, when
the output file is examined, it is seen that detailed accuracy, precision, recall, and F-criterion values
are reported for each class.

RESULTS AND DISCUSSION

WEKA program, which is one of many different programs that allows drawing meaningful results
from the existing patterns in a data file, seems to be more popular than others because of having a user-
friendly interface and being an open source software (Zupan and Demsar, 2008). Especially in
quantitative estimation, LMT algorithms based on J4.8, ID3, M5P, and logistic model offer you many
options besides Bayesian methods. In addition, it is possible to make estimations with a high level of
accuracy and precision with random tree structures such as Random Trees, Raptree and Random
Forest. To move one step further than the classical methods of estimating the dependent variable using
independent variables, logistic regression model, which has different equations for each branch, is
used instead of a single regression equation for the estimation with higher accuracy (Robu and Hora,
2012). Again, offering more than 20 different options under the rules and functions menu is one of the
important advantages of the program. In addition, another advantage of the program is being able to
read data files with .csv extension directly, without needing any converters.

Although the decision trees for Hoefding tree, J.48, Logistic model, Reptree and Random Tree
algorithms can be easily created by the program, the decision trees are not given for the other
algorithms, which can be considered as one of the limitations of the program. In addition, the numerical
properties with a negative sign and a decimal value cannot be directly read by the program, which is
also seen as a limitation.

Data mining is mainly based on classification and prediction algorithms. Although you have obtained
a categorical variable when you divide a numeric property into two classes according to a certain
threshold value, there is a significant difference between these two. In the classification properties, all
information about the property is used in the branching process, whereas in numeric properties you
continue to use information about the property in consecutive nondisjunction. In other words,
sequential branching in digital properties will continue to produce new information. A classified
property can only be tested once, from the root of the tree to a certain leaf of the tree, whereas a
numerical feature can be tested several times. Therefore, trees may be more complex and more difficult
to understand. Because the tests for a property are not performed together and there may be dispersion
along the way. The way to create a tree that is more readable but more difficult to achieve is allowing
a multidimensional test for the specified property and testing a few constants on a single node of the
tree. For this reason, it is more useful to continue analyzing numeric properties instead of classification.
However, at this point, the WEKA program is, unfortunately, unable to predict what will be the
numerical value of the dependent variable through independent variables. Although it is possible to
obtain the result variable of the relevant example by defining the data related to a single property in
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the model with the help of the logistic model established by the learning method using the necessary
codes, failing to estimate the dependent variable numerically for all examples is considered to be an
important limitation in data mining where very large data is used.

Researchers who are going to study about data mining are recommended to review one of the latest
versions of the free program offered by Waikato University by downloading from
https://www.cs.waikato.ac.nz/ml/weka/downloading.html, within the framework of the superiorities
and limitations mentioned above. In particular, they are advised to repeat the analyzes on the sample
data files that the program provides and to interpret obtained results. Besides, Select Attributes feature
based on the cross-validation method is thought to be useful for the researchers in reducing the number
of variables, especially if there are too many variables at hand. Although the program is open source,
researchers who study on the literature are advised to compare the results that they obtained with the
command files that they have written with the results of other software, preferably with the assistance
of a programmer.
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Effects of Students and School Variables on SBS Achievements
and Growth in Mathematic*
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Abstract

The purpose of this study is to investigate the effects of several student and school level variables on students’
mathematical achievement and mathematical achievement growth in middle school. The research population
consisted of students in Ankara who started middle school in 2008 and graduated in 2011. Using a non-random
typical case sampling method, 3715 students were sampled from 40 middle schools. The data used in this study
were obtained from the Ministry of National Education with express written permission. Student Placement
raw mathematics subtest scores from 2009 to 2011 were used as the dependent variable in the analysis.
“Gender, mathematics grade point average in 6™ grade, and school attendance at sixth grade” comprised the
student level variables whereas “school type and school size” variables comprised the school-level variables. A
three-level hierarchical linear growth model was used to investigate the effects of these variables. Students’
raw mathematics subtest scores in Students Placement Test were included in the model after these scores were
equated. The results of the model analysis indicated that there was no growth in students’ mathematical
achievement. It was also observed that school attendance, sixth-grade mathematics grade point average and
school type had a statistically significant effect on students’ sixth-grade mathematical achievement.

Key Words: Mathematical Achievement, Mathematical Achievement Growth, Three-Level Hierarchical Linear
Model, Growth Model, Equipercentile Method

INTRODUCTION

Mathematical achievement and mathematical achievement growth in middle school have an effect on
future performance and career of students. Various factors (such as variables related to school and
students” own backgrounds, past achievement, gender, parental education, etc.) are sources of
information for students’ future achievements. This study is aimed at examining the students'
mathematical achievement growth as well as the effects of student and school characteristics on the
achievement of students in the Student Placement Test (SBS) mathematical. SBS is a test put into
practice by the Ministry of National Education (MoNE) in 2007 for the follow-up and evaluation of
students' mathematical achievement growth. MoNE carried out the process from the preparation of
the SBS questions to the application of the examination and scoring. MoNE prepares a common
guideline for the collection of data in similar environments and with a similar system. The guideline
is handed over to the examiners, and it is tried to avoid bias arising from the differences between the
examiners and their environment. The validity and reliability studies of the data obtained from the
exam are done by the respective experts in the MoNE (Milli Egitim Bakanligi, 2011).

There are studies in the literature on the use of national like SBS and international (The Programme
for International Student Assessment - PISA and The Trends in International Mathematics and
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Science Study - TIMSS) test data applied to large samples in determining student and school
variables that affect mathematical achievement (Altun, 2007; Karabay, 2012; Otken, 2012; Ozdemir,
2010; Recgber, 2011; Savasei, 2011 & Yilmaz, 2006). Multiple regression analysis was used to
answer research questions without taking the sample structure into consideration in most of these
studies. PISA, TIMSS, OBBS and SBS data are obtained from large samples, and these data often
have multilevel structures. Students, for instances, are nested in classrooms, classrooms in schools
and so forth. Students in the same class or school in this data structure show more similar
characteristics to each other than students who are selected at random from the class. For this reason,
it cannot be said that the observations obtained from the individuals in the same social unit are
completely independent of each other (Raudenbush & Bryk, 2002). Furthermore, some schools are
more homogeneous based on certain features (e.g., socioeconomic status, region, etc.) while others
are heterogeneous. This means that the assumption of equality of variances is not achieved in large
samples (Hox, 2010, pp. 4-7; Raudenbush & Bryk, 2002). Also, for this reason, the assumption of
independence of observations and homogeneity of variances is not achieved. In addition, multiple
regression analysis can yield biased results since multilevel data structures are not considered in
large sample trials (Raudenbush & Bryk, 2002, pp. 5-99).

Another method of analysis used in the literature to study the effect of student and school variables
on mathematical achievement is the ordinary least squares (OLS, linear least squares)
method. However, according to the relevant literature, the OLS regression methods underestimate
standard errors compared to the multilevel model (Hox, 2010). Underestimation of standard errors
increases the probability of Type | error in the estimation of regression parameters, which is not
desirable (Hox, 2010). Furthermore, the OLS regression poses a problem in interpretation, such as
bias of aggregating the individual-level variables to the higher level and the determination of
heterogeneity between schools (Raudenbush & Bryk, 2002, p. 253). As indicated above, multiple
regression and OLS methods yield biased results due to aggregation bias, underestimation of
standard errors, and regression heterogeneity (Bryk & Raudenbush, 1988). To avoid these biased
results, multilevel analysis models should be used to analyze the data from multilevel samples (Atar,
2010; Atar & Atar, 2012; Demir & Kilig, 2010; Giizel, 2006; Sevgi, 2009). In essence, multilevel
models are generalized regression methods and can be used for causal interpretation, data reduction,
and various estimation purposes (Hox, 2010).

This study is aimed at examining the students' mathematical achievement growth and the effects of
student and school characteristics on students' SBS mathematical achievement. Growth in the study
refers to the change in the SBS mathematics scores of the students that they received over the years.
Based on the fact that the data structure is multilevel, three-level hierarchical linear growth model
was used in this study to avoid the bias of single-level analysis methods for this data. In light of this,
level-1 consists of a repeated measure of students’ SBS mathematics scores, level-2 consists of
students' characteristics variables and finally level-3 consists of school characteristics variables.
After a thorough review of Turkish literature, no study was found examining the factors that affect
mathematical achievement and mathematical achievement growth by a three-level hierarchical
model. However, there are many studies using three-level hierarchical linear growth models abroad
(Ding, Song & Richardson, 2010; Huang et al., 2009; Raymond, 2009; Shapley et al., 2011; Shim,
1995; Wu, 2004; Yang, 2000; Zhu, 1998). In addition, when the literature was examined, there were
many studies examining student, school and country variables as they affect the mathematical
achievement abroad with three-level hierarchical linear model (HLM) (Agodini & Harris, 2016; Kao
et al., 2017; Tan & Hewer, 2018; Yi & Shin, 2018). It was found that only two studies in Turkey
(Aztekin & Yilmaz, 2014; Celik, 2016) were found to be relevant. Celik (2016), only the studies the
effects of the variables of country while Aztekin and Yilmaz (2014) examined the effects of
variables of students, schools, and countries. In addition, the effect of some variables in PISA and
TIMSS mathematical achievement was examined in these two studies. Unlike the international large
scale exams that reflect international committees’ goal and objectives, SBS reflects the goals and
objectives of the Turkish education system. This study is important because it examines students’
mathematical achievement growth in SBS and the effects of some student and school variables on
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SBS mathematical achievement in the middle school in the Turkish education system. Studies
conducted in Turkey mostly examine the effect of variables such as gender, school attendance and
teacher qualifications on mathematical achievement using one or two level models. Although there
seems to be a growing interest in the use of three-level models in the analysis of multilevel data in
the Turkish literature, they are still too few to draw valid conclusions (Celik, 2016). It is thought that
this study will be an example of a three-level hierarchical growth model implications in Turkish
literature.

Purpose of the Study

The purpose of this study is to investigate the effects of several student-level variables (gender, grade
point average and school attendance in sixth grade) and school-level variables (school type and
school size) on students’ mathematical achievement and mathematical achievement growth in
middle school using three-level hierarchical linear growth model. For this purpose, the following
research questions were investigated:

1) Do the sixth-grade students’ SBS mathematical achievements vary at the student level and school
level? If yes, what percentage of variance is accounted for at each level?

2) Is there any growth in students’ SBS mathematics raw scores in middle school from 2009 to
20117

3) Do the sixth-grade students’ SBS mathematical achievements vary according to student-level
variables (Gender, grade point average in sixth grade-GPA6 and attendance at school in sixth grade-
ABSENTEEISM)? If yes, what percentage of variance is accounted for the student-level variables?

4) Do the sixth-grade students’ SBS mathematical achievements vary according to school-level
variables (school size and type)? If yes, what percentage of variance is accounted for by the student-
level variables?

METHOD

This research is a causal comparison model of quantitative research methods (Biyiikoztiirk, et al.,
2008) as it examines the effects of variables related with students and schools on students’
mathematical achievement and mathematical achievement growth in middle schools.

Sample

The research population consisted of students in Ankara who started middle school in 2008 and
graduated in 2011. One of the aims of this study is to get detailed information about the universe by
choosing a typical situation which is thought to represent the universe. Therefore, a typical sampling
method (Biiyiikoztiirk et al. 2008, p. 91) was used to determine a sample of middle schools in the
province of Ankara and the research was conducted on the data of these schools. The data used in the
study were obtained as a result of correspondence with the Ministry of National Education (MONE).
So, 40 schools from the middle school universe in Ankara and 3733 students who were educated in
these schools were randomly assigned in the years related to codes created by the Ministry of
National Education. While the school sample consists of 39 public schools and 1 private school, a
worthy observation made is that the average number of these schools in the relevant years varies
between 12 and 255. The existence of one private school in the sample shows the limitation of the
research in terms of school diversity. The research sample was first composed of 3733 students.
However, it was decided that the outliers of the data — 18 students — should not be included in the
analysis because the sample was large enough. The research sample takes its final form as 3715
students in 40 middle schools in Ankara who started in middle school in 2008 and graduated in 2011.
It has been taken into consideration that the students who are in the sample group should not have
changed school during their education. The research sample is suitable for HLM analysis because at
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least two repetitive measurements are used for the study of change, and students (3715 persons) are
placed at the second level, and the number of units in the third level is left to the researcher's ability
to reach the database.

Data Collection Instrument

The aim of the study was to examine the variables affecting the achievement of the students and the
changes in their achievement. Repeated measures are needed to examine the students' achievement
growth. In the Turkish education system, these repeated measures were first obtained with SBS, and
it is thought that there will be similar exam applications for follow-up examinations. In this study,
raw mathematics scores obtained from the students' SBS were used to examine mathematical
achievement. These raw scores were included in the analysis as dependent variables.

Level-1 variables (Dependent variable)

The sixth, seventh and eighth grade SBS mathematic subtest data belonging to the same students are
raw scores. The raw scores are calculated by applying correction formula to the number of items
answered correctly. They were included as a continuous variable in the HLM analysis and
considered as dependent variables. The aim is to determine the change or students’ achievement
growth by examining these points together.

Level-2 variables (Student level variables)

Gender (GENDER), absenteeism (ABSENTEEISM6) and year-end mathematics grade point
averages of students for the 2008-2009 academic year (GPAG).

Year-end mathematics grade point averages are based on the average grade that the students took in
two semesters in mathematics lessons in related years and included as a continuous variable in this
study. Gender is a dummy variable; male students are coded as "0" and female students are coded as
"1". The absenteeism is the number of days during which the students did not come to school in the
related education years. It was regarded as a continuous variable. While gender is a constant variable
that does not change over time, the absenteeism and year-end mathematics grade point averages of
students are the variables that change over time (year to year). Since the aim is to examine the effects
of the initial state (grade point average in 6" grade) of students on mathematical achievement and
mathematical achievement growth in this study, time-varying variables (year-end absences and year-
to-year mathematics grade point averages) are included as fixed variables.

Level-3 variables (School level variables)

School size (SIZE) and type (TYPE) variables are included as third level variables in the analysis.
School size refers to the average number of students per school, and it has been considered as a
continuous variable. School type is a dummy variable in which public schools are coded as "0" and
private schools are coded as "1".

Data Analysis

Providing equivalency of SBS scores: Equipercentile method

In order to determine the students’ mathematical achievements growth, it is necessary to monitor
their mathematical achievements over the years. For this purpose, it is necessary to compare the SBS
mathematics subtest scores of the students. The procedures for comparing student achievements are
insufficient because of the differences in the number of items used in SBS exams, their reliabilities,
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and difficulties. For this reason, it is necessary to convert test scores to the same score scale before
including SBS raw scores in the HLM analysis. Middle mathematics curriculum has a helical
structure (Ersoy, 2006) and the contents of SBS mathematics subtests are compatible with the
curriculum of the related years (MEB, 2011); therefore, the structure of SBS mathematics subtests
was thought to be similar and the test scores equated before the HLM analysis. Equivalence of SBS
scores in this study is provided by equipercentile equation method.

The reliability of the test scores must be high in order to use equipercentile method (Schneider &
Dorans, 1999). The reliability coefficients of KR-21 for the sixth, seventh and eighth grade SBS raw
scores used in the study were 0.86; 0.90 and 0.92, respectively. Thus, the high reliability of the raw
scores is enough to do the equation study.

The extreme values in the data set consisting of 3733 students were determined before the
equipercentile method was started. So, the Z scores of the SBS raw scores were calculated, and the
scores (18 students) belonging to the students who were out of the range of + 4 were discarded from
the data set (Cokluk, Sekercioglu & Biiyiikoztiirk, 2014, p. 14). In addition, missing values were
taken as "0". Raw scores are calculated by applying correction formula to the number of items
answered correctly. Scaled scores were analyzed in the Rage3.15 program. Since the sample is not
very large and the four moments of the forms are not very close to each other as a result of the
equipercentile method, smoothing was done. Then, betad4 value and chi-square difference values
were examined and it was decided to perform polynomial pre-smoothing at C = 4. Smoothed
equivalent scores were used in the HLM analysis.

HLM analysis: Three-level hierarchical linear growth models

Hierarchical linear models are the generalization of the regression methods used for various purposes
such as causal interpretations, various estimates, and data reduction (Raudenbush & Bryk 2002).
HLM7 software was used for conducting HLM analysis in this study. This analysis starts with a
completely unconditional model, then continues with a base model where level-1 is simple linear
growth. Finally, intercept and slope of level-1 becomes dependent variables at level-2 and level-3.
There was not any growth in this analysis; the only intercept of level-1 becomes dependent variables
at level-2 and level-3. In addition, student variables are added to the base model to answer research
guestion three and variables related to school are added to the base model to answer research
question four.

Completely unconditional model: As the name implies, there are no explanatory variables in the
model except for the intercept coefficients. This model provides a basis for the definition of the
level-1 model and useful evidence for the development of basic statistics for the evaluation of other
models (Heck and Thomas, 2009, p. 173). In addition, this model used for checking the proportion of
total variance in the outcome can be explained by group membership (e.g., with ICC). The model
equation is:

Level-1: Ytij = mojj + €4
Level-2:  moij = Pooj + Fojj
Level-3: Booj = Yooo + Uooj

Combining model: Yii = Yooo+ Uooj o +ey;

In this study, the subscripts which are t, i, j represent time (test taking year: 2009, 2010, 2011),
student and school, respectively.
Yiij: SBS mathematics score at t time of student-i in school-j.

o - The intercept coefficient indicating the estimated initial state (mathematical achievement in the
sixth grade) of the student-i in school-j

Pooj - mean score of SBS mathematics scores of students in the sixth grade in school-j
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yo0o: The general mean of mathematics score (general average) for all students in the 2009 SBS (sixth
grade SBS)

eyj: Effect of repeated measurements at t time, first order random effect. Errors are independent and
normally distributed. The mean is 0" and the constant variances are o2 (Raudenbush & Bryk, 2002,
p. 162).

roij: Second-level intercept (foo;) effect. So the difference between mathematics score of student-i and
the school-j 's average mathematics score, the deviation amount. The mean is 0" and variance is z,.

Uooj: Third-level intercept effect. The difference between the average mathematics score of the
school-j and the general mathematics score is the amount of deviation. In other words, it is the
unexplained difference in the average mathematics scores of schools. The mean is "0" and the
variance is 7.

Level-1 model (Unconditional model for growth): The level-1 model was used to answer the second
research question. In the demonstration of individual growth in the HLM, more polynomial curves
are used because they are flexible and predict standard linear modeling procedures. Since there were
three repeated measurements belonging to the students in this study, linear development model was
used in the analysis of the data.

In the study, "class" (encoded as O, 1, 2) was chosen as the time unit. The time points in the
measurement (the time periods during which the exams were applied) are the 6™ grade (time = 0), 7"
grade (time = 1) and 8" grade (time = 2). For this reason, the intercept parameter (7y;) interpreted as
the actual starting status at time point a;=0 of the student i. The time point a;=0 is the sixth grade
SBS. Interpretation of the intercept as the real starting point forms the basis for interpreting the
development of the students in the sample over time. The slope is interpreted as the annual rate of
change of mathematical achievements of students, which is represented by the growth curves and is
formed by time effect. Each student will have their own growth curves shaped by the raw
mathematics scores they have achieved over three years. The model equations are as follows:

Level-1: Ytij = Tojj + ﬂlij*(GRADEﬁj) + €iij
Level-2: oij = Booj + Toij
miij = Proj + I
Level-3:  Booj = Yooo + Uogj
B1oi = Y100t Uigj
mi: Coefficient indicating the rate of growth of the student-i during the specified academic year
(2008-2009, 2009-2010 and 2010-2011 academic year) in school-j.
GRADEy;: Mathematical achievement of the student-i at t time.
Pioj: Mean growth rates of students in school-j

ryij: Second-level slope (B1) effect. The difference between the rate of mathematics score of student
i and the school j's average rate of mathematics score; the deviation amount. The mean is "0" and
variance is z,

7100: Mean of all students' growth rates in mathematical achievement

Uiej: Third level slope effect. That is, the difference between the growth curve of the average
mathematical achievement of the school j and the growth curve of the general mathematical
achievement is the amount of deviation. In other words, it is the unexplained difference in average
growth rates of schools. The mean is "0" and the variance is 7.

After unconditional model analysis, conditional models (second and third-level models) were applied
in three-level hierarchical linear growth model analysis.
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Level-2 model: The level-2 model was used to answer the third research question. Second-level
variables allow for differences between individuals and groups. This model contains the explanatory
variables (second level variables) of the unexplained variance at the first level intercept and slope.
The second level model equation is given below:

Level-1: SBStij = moij + ﬁlij*(GRADEtij) + €y
Level-2: Toij = ﬂOOj + ﬂoll*(ABSENTEE|SM6”) + ﬂOZj *(GPA6ij-GPA6'ij)+r0ij

Tijj = ﬁloj'

Level-3:  Sooj = Yoo + Uog;
Bo1j = yo10

Bozj = Y020 + Uoyj
B1oj = 100

(ABSENTEISM6): Student-i's sixth-grade attendance in school-j (The number of days when the
learner does not come to the school)

Poij: ABSENTEEISMG6 effect; effect of students’ sixth-grade attendance on mathematical
achievement at sixth grade in school-j

(GPAG;-0PAG.ij): year-end mathematics sixth-grade point averages of student-i in school-j (display
of centered around group average)

Pojj: GPAG6 effect; effect of students’ year-end mathematics sixth-grade point averages on
mathematical achievement at sixth grade in school-j

yo10- Average effect of all of the students’ sixth-grade attendance on mathematical achievement at
sixth grade

The result of the level-1 analysis shows that the growth rates of the students are not statistically
significant. For this reason, the my; coefficient was included as a fixed variable in the level-2
analysis. However, since the zy;; coefficient was included as a constant variable in the analysis, the
residuals ry; and ui,,; were not included in the model equation. At the second level, students'
attendance in the sixth grade (ABSENTEEISM6) and year-end mathematics grade point averages
(GPAB) were included. The significance of residuals of the variables has been examined before
level-2 analysis. As a result of the study, it was decided that ABSENTEEISMG6 variable should be
included as a fixed constant and (GPAG) variable should be included as a random variable. Since
ABSENTEEISM6 variable is fixed, the value ug; is not included in model equality.

Level-3 model: This model was used to answer the fourth research question. Third level parameters
describe the distributions of the average mathematical achievement and mathematical achievement
curves as a function of school-level variables (school size and type). The third level model equation
is as follows:

Level-1: SBSy; = g + 7 (GRADEy;) + ey
Level-2:  7oij = fooj + Foij

Tjj = ﬁle
Level-3:  Booj = yooo + Yoor(TYPE;) + Uggj

B1oj = Y100

As in the level-2 model, since the my; coefficient was included as a fixed variable in the model,
residual values of ry; and uy,,; were not included in the model equality. Here, other than the
coefficients in the first and second level model equations, the coefficient yqo; is explained.

yoo1: Effect of school mean on the general mean.
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Reliability of HLM models: Assumptions were checked before starting HLM analysis. Assumptions
of the three-level hierarchical linear development model are as follows: a) Metric; the dependent
variable is measured over time on a general scale. b) The shape of the change is linear;
change/growth increases with constant intervals. c) Distribution of errors by mean "0"; independent,
normal distributions of errors with constant variance. d) Covariance structure; each variable is
unrelated to its own level and another level of error (Raudenbush & Bryk, 2002, p. 255). Meeting
necessary assumptions prevents bias results in HLM analysis. In this study, all the variables meet the
assumptions.

As a result of the completely unconditional model analysis, the reliability of level one () and two
(Boo) intercept coefficients were estimated as 0.82 and 0.91 respectively. This can be interpreted
based on the fact that the data included in the analysis were obtained with sufficient reliability for the
estimation of the mathematics averages. In addition, the deviation value for this completely
unconditional model was found as 83347.167906. Estimated number of parameters was 4.

As a result of the first-level model analysis, the reliability coefficients for the intercept point (7o, Soo)
were estimated as 0.40 and 0.82, respectively. The reliability coefficients of slopes (z1, f10) Were
estimated as 0.003 and 0.35, respectively. Here, the low-reliability coefficients of the slopes are due
to the slopes not being as constant as the intercept. Very low reliability in HLM analysis does not
indicate that the HLM analysis is invalid. Low reliabilities indicate that the variable needs to be fixed
in a top model because the variable has a really small variance, or the corresponding variances are
hardly sampled (Raudenbush & Bryk, 2002). Raudenbush and Bryk (2002) also stated that they
could be regarded as reliable if their reliability values are above 0.05.

In this study, the deviation value estimated for the completely unconditional model was found as
83347.167906 while the estimated deviation value for the level-1 growth model was found as
83341.505305. The estimated number of parameters is 9. It can be said that level-1 growth model did
not fit well because the difference between the deviation values (5.66) is hot more than twice the chi-
square value (11.07), which is the difference between the estimated parameter numbers in the
freedom degree models (5). As a result of the HLM growth model analysis, the inability to predict
development supports this situation.

As a result of the analysis of the level-2 model, the reliability of the level-1 intercept coefficient was
increased by 0.14 and estimated as 0.54. The reliability of the second-order intercept coefficient was
increased by 0.14 and estimated as 0.96. In this study, the deviation value estimated for the
completely unconditioned model was 83347.167906 while the estimated deviation value for the
level-2 model was 79883.176924. The estimated number of parameters was 9. It can be said that the
difference between the deviation values (3463.99) was better than that of the level-2 model. This is
the case because the difference between the estimated number of parameters in the degree-of-
freedom models (5) was at least twice as large as the chi-square value (11.07).

As a result of the third level analysis, the reliability of the intercept coefficient was estimated as 0.82
for the level-1 and 0.85 for the level-2. The deviation value estimated for the completely
unconditional model was 83347.167906 while the estimated deviation value for the level-2 model
was 83325.874254. The estimated number of parameters was 6. The difference between the
deviation values (21.29) was at least twice as high as the chi-square value (5.99), which was the
difference between the estimated parameter numbers in the freedom rank models (2).

Finally, the real ranges of 95% of the true values of the constant effect coefficients were estimated.

A formula  * 1,968 was used to estimate the 95% confidence interval of a true value of the
coefficient (Raudenbush & Bryk, 2002, p. 55). Estimated coefficients stand between the confidence
intervals generated for the variables, which is another evidence for the reliability of estimates.
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RESULTS

Findings related to the first question: “De sixth-grade students’ SBS mathematical achievement
vary students and schools? If yes, what percentage of variance accounted for at each level?*

For this question, a completely unconditional model was analyzed and the result of the analysis are
reported in Table 1. Here, the intercept coefficient is interpreted as the mathematical achievement in
the sixth grade of the student. When Table 1 is examined, it is seen that the general mean (yo00) iS
estimated as 32.65 with a standard error of about 0.70. When a 95% confidence interval is created
around the general mean, it is expected that the true value of the general mean will be within the
range of 31.28 to 34.02 (%95CI(yo00) = 32.65+ (1.96)(0.70)).

Table 1. Completely Unconditional Model Analysis Results
Fixed Effect Coefficients Standard error t Approximate d. f

Intercept, mo
Intercept2, fqo

Intercept3, yo00 32.65* 0.7 46.66 39
Random Effect Standard Deviation Variance components d.f x2
Interceptl,r, 9.48* 89.92 3675 20920.02
Level-1, e 7.58 57.49
Interceptl/ Intercept2,uqy 4.21* 17.75 39 559.55

*p<0.05

Furthermore, if 95% confidence interval is formed around the general average, it is expected that
95% of the average mathematics raw scores of the students will be in the range of 14.07 to 51.23(
Y00 =32.65+ (1.96)v89.92) | jkewise, it is expected that 95% of the average mathematical
achievements of the  schools  will be  between 2440 and 4090 (
y00 = 32.65+ (1.96)4/1 775,

As seen in Table 1, the estimated value of variability in inter-student level (e) is 57.49, the estimated
value of variability in intra-student level, the variance of (r) is 89.92 and the estimated value of
variability in school level (ug) is 17.75. It can be said that there are statistically significant
differences in means of mathematical achievements of students and general means of mathematics
scores of schools since the p-values of coefficients are smaller than 0.001 alpha level. Furthermore,
this indicates that it is necessary to establish a three-level hierarchical linear growth model (p<0.001,
d.f= 3675) and schools (p<0.001; d.f = 39). In addition, if the shared variance ratio in the upper
levels is greater than 0.10, the multi-level analysis is allowed to continue (Lee, 2000). The extent to
which the levels explain the variance in the SBS mathematics scores is calculated by means of
interclass correlation (ICC) (Raudenbush & Bryk, 2002, p. 230):

) 57.49

Test (intra-student) level ICC: P75749 +89.92+ 1775
) 89.92

Inter-student level ICC: | 5749 +89.92+17.75

. 17.75
School level ICC: '~ 5749 +89.92 +17.75

= (.35

0.54

0.11

By calculating the interclass correlation, it was seen that the majority of the variance in mathematical
achievement (0.54) could be explained by the student level, then the test (intra-students) level and at
least the school level. It can be stated that the variables that most affect the students' mathematical
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achievement are the characteristics related to them, the characteristics related to the tests and the
characteristics related to the schools, respectively.

Findings related to the second question: “Is there any growth in students’ SBS mathematics raw
scores in middle school from 2009 to 20112”

To answer this question, the first level model (unconditioned model for growth) was analyzed.
Intercept and GRADE variables are included as random variables to the model. Since the SBS raw
scores are taken with their equivalence to HLM analysis, the raw scores for mathematics range
between 0 and 78. The level-1 (growth model) analysis results are given in Table 2. The growth rate
of students' mathematical achievements is estimated as y;0o = 0.03 over the course of time. In other
words, the average growth rate of the students in each year shows an increase of 0.03. The p value of
y100 COefficient is not statistically significant (p>0.05; d.f = 39), so the change in the students'
mathematical achievements can be described as a small coefficient that can be explained by
sampling error. In other words, it can be said that the inclination coefficient is not statistically
significant because the students’ development in mathematical achievement in the three education-
training processes is too small to estimate the difference.

Table 2. Level-1 (Growth Model) Analysis Results
Fixed Effect Coefficients Standard error t Approximate d. f

Interceptl, zy
Intercept2, fqo
Intercept3, Yoo 32.61* 0.69 47.08 39
GRADE slope, m;
Intercept2, S0

Intercept3, y100 0.03 0.12 0.22 39
Random Effect Standard Derivation  Variance components  d. f Ve
Interceptl,r, 9.38* 87.87 3675 5534.12
GRADE slope, r; 0.28 0.08 3675 3035.41
Level-1, e 7.57 57.25
Interceptl/ Intercept2,uqg 4.00* 16.03 39 281.71
GRADE/ Intercept2,uyq 0.44* 0.19 39 62.93

*p<0.05

Findings related to the third question: “Do sixth-grade students’ SBS mathematical achievement
vary student-level variables (Gender-GENDER, grade point average in 6th grade-GPA6 and
attendance at school in 6th grade-ABSENTEEISM®6)? If yes, what percentage of variance
accounted for the student-level variables?”

When an exploratory analysis was performed before starting HLM analysis, it was seen that the most
important variables were ABSENTEEISM6 and GPAG6. For this reason, the second level model was
analyzed by adding "ABSENTEEISM6 and GPAG6" variables to answer this problem. The variables
were added only to the intercept coefficient because the students' progress was not statistically
significant. The significance of the residuals of variables in the analysis has been examined. As a
result of the study, it was decided that the variable ABSENTEEISM®6 should be taken as the model
constant while the variable GPAG6 should be taken as the random variable. Furthermore, GPAG6 was
centered on the group average and tried to avoid possible multiple-connection problems. Since the
residual variance in the second level of the "GRADE" variable does not make statistical sense, this
variable is kept constant at the second and third levels. Two different tables were created for more
favorable reporting of fixed and random effects.
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The results of the level-2 fixed effects analysis are given in Table 3. When Table 3 is examined, it
can be seen that the coefficient of change of the variable ABSENTEEISM®6 (yo10) is estimated as -
0.05 with a standard error of about 0.02. When 95% confidence interval is established, the actual
value of the variable ABSENTEEISMG is expected to be in the range of -0.09 to -0.01 (%95CI(yo00)
= -0.05+ (1.96)(0.02)). The p value of the coefficient yyo was examined to determine whether the
effect of the variable ABSENTEEISM6 on the general mean is different from zero. The Hy
hypothesis was rejected because the p value of the coefficient is statistically significant (p <0.05; d. f
= 3634). In other words, the mathematical achievement of the student who goes to school regularly is
0.05 units more than the student who is absent from school in sixth grade.

Table 3. Level-2 Fixed Effect Analysis Results
Fixed Effect Coefficients Standard error t Approximate d.f, Effect size

Interceptl, 7,
Intercept2, fqo

Intercept3, yo00 32.92* 0.73 45.17 39
ABSENTEEISM, fo;

Intercept3, yo10 -0.05* 0.02 -2.27 3634 -0.005
GPAG6, B

Intercept3, yo20 0.42* 0.02 27.18 39 0.04

GRADE slope, m;
Intercept2, S0
Intercept3, y100 0.006 0.09 0.07 7349
*p<0.05

When Table 3 is examined, it is seen that the GPAG6 coefficient (yoy) is estimated as -0.42 with a
standard error of about 0.02. When 95% confidence interval is established, the true value of GPA6
variable is expected to be in the range of 0.38 to 0.46 (%95CI(yo0) = 0.42+ (1.96)(0.02)). To
determine whether the effect of GPAG6 variable on the general mean is different from zero, the p
value of yg coefficient is examined. The HO hypothesis was rejected because the p value of the
coefficient was statistically significant (p<0.001, d.f =39). In other words, the mathematical
achievement of a student who has high year-end mathematics grade point average is higher than that
of a student who has low year-end mathematics grade point average in the sixth grade. It can be said
that the common effect of GPAG variable is reported here. In other words, this variable has different
effects on students in different schools.

When random effects are examined in Table 1, it is seen that level-1 intercept variance (ro) is
estimated as 89.92. When the level variables are added to the level-2 model, this variance is
estimated as 22.78 (Table 4). With the proportion of the difference between the two variances to the
variance in the growth model explained, the variance of student level by the student level variables
was calculated. The student-level estimates of the ABSENTEEISM6 and GPAG variables explained
0.75 of student-level variance. Given that the student-level explains 0.54 of the variance in
mathematical achievement, these variables explain 0.41 of the variance in mathematical
achievement. When the effect of sizes of the variables of GPA6 and BASARIORT6 were examined,
it was observed that the effects on mathematical achievement were too small to be felt in daily life
(Ferguson, 2009).

Table 4. Level-2 Random Effect Analysis Results

Random Effect Standard Deviation Variance components d. f r

Interceptl,ry 4.77* 22.78 3634 7942.70

Level-1, e 7.58 57.49

Interceptl/ Intercept2,uqo 4.30* 18.48 39 1435.93

Interceptl/GPAB,uq, 0.09* 0.008 39 218.86
*p<0.05
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To determine whether the variance of mean mathematical achievements of students is different from
zero, the p values of the coefficient (ry) are examined. The Hy hypothesis is rejected because the
coefficient p is less than 0.001 alpha. In other words, some of the variance in student-level
mathematical achievement remained unexplained.

Findings related to the fourth question: “Do sixth-grade students’ SBS mathematical achievement
vary school-level variables (school size-SIZE and type-TYPE)? If yes, what percentage of variance
accounted for the student-level variables?”

It was seen that the most important variable was TYPE when an explanatory analysis was performed
before starting HLM analysis. For this reason, the third level model was analyzed by adding only the
"TYPE" indicator to the third level in order to answer this problem. The variables were added only to
the intercept coefficient because the students' progress was not statistically significant. Two different
tables were created for more favorable reporting of fixed and random effects. The results of the
level-3 fixed effects analysis are given in Table 5.

Table 5. Level-3 Fixed Effect Analysis Results

Fixed Effect Coefficients  Standard error t Approximate d.f. Effect size
Interceptl, my
Intercept2, Soo
Intercept3, yo00 32.04* 0.62 51.80 38
TYPE, y001 13.45* 2.36 05.70 38 3.19
GRADE slope, 7;
Intercept2, S1o
Intercept3, y100 0.006 0.12 0.05 7389
*p<0.05

When Table 5 is examined, the TYPE variable coefficient (yqo1) is estimated as 13.45 with about 2.36
standard error. When the 95% confidence interval is established, the actual value of the TYPE
variable is expected to be in the range of 8.82 to 18.08 (%95CI(yo00) = 13.45+ (1.96)(2.36)). The p
value of yqo; coefficient was examined to determine whether the effect of the TYPE variable on the
general mean is different from zero. The H, hypothesis was rejected because the p value of the
coefficient is statistically significant (p<0.001, d.f= 38). In other words, the mathematical
achievement in the sixth grade of the student who is attending private school is 13.45 which is more
than the attendance in the public school.

When the random effects are examined from Table 1, it is seen that the second level intercept
variance (Ug) is estimated as 17.75. When the level variables are added to the third level model, this
variance is estimated as 9.97, Table 6. With the proportion of the difference between the two
variances to the variance in the growth model explained, the variance of school level by the school
level variables was calculated. The TYPE variable explained 0.44 of the school-level variance.
Given that the school level explains 0.11 of the variance in mathematical achievement, the TYPE
variable accounts for 0.05 of the variance in the mathematical achievement. When the effect of the
size of the TYPE variable was examined, it was observed that the variable had a large effect on size
for the school level (Ferguson, 2009).

Table 6. Level-3 Random Effect Analysis Results

Random Effect Standard Deviance Variance components  d. f r
Intercept2,r, 9.48* 89.89 3675 20920.04
Level-1, e 7.58 57.49
Interceptl/ Intercept2,uqo 3.16* 9.97 38 414.31
*p<0.05
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The p-values of the (uy) coefficient have been examined to determine whether the variance of mean
mathematical achievements of schools is different from zero. The Hy hypothesis is rejected because
the coefficient p is less than 0.001 alpha value. In other words, the variance in mathematical
achievement at school level remained unexplained. To explain the remaining variance, the analysis
should be repeated by adding different demographic variables to the model.

DISCUSSION and CONCLUSION

The aim of this study is to determine the effects of variables related with students (gender, year-end
grade point, school attendance) and schools (type and size) on SBS mathematical achievement and
its growth by three-level HLM growth model. It is believed that using the three-level HLM growth
model will remove the bias of single-level analysis. Aside from this, this will also serve as an
example in the Turkish literature of three-level hierarchical growth model applications. The variables
examined in this study, composed of some data that are collected and stored as fixed by the MoNE
for all schools in Turkey every year. In this study, the SBS test is applied only to middle school
students and in those years the middle schools are three years, so a student has no more than three
repeated measures. In addition, vertical scaling was not found to be suitable for the structure of the
SBS scores obtained. For this reason, the equivalence of the scores has been established by applying
an equal percentage method instead of vertical scaling. The equivalents of the scores were used in
the analysis of the research. The research findings were discussed within the framework of these
limitations.

For studies looking at the effects of student and school characteristics on mathematical achievement,
it is expected that most of the variance in mathematical achievement will be explained by student
characteristics (Odden, Borman & Fermanich, 2009; Zvoch & Stevens, 2003). In this study, it was
observed that the majority of students' variance in the sixth grade of mathematical achievement was
explained by student characteristics, followed by intra-student (test) characteristics and finally by
school characteristics. This can be substantiated by the fact that the vast majority of the variables
affecting mathematical achievements are student-level, or that student-level variables have a large
influence on predicting students' mathematical achievement. Turhan, Sener and Giindiizalp (2017)
examined 39 studies related to school effectiveness and found that schools had less impact on
student achievement than other factors (students, parents). Similar findings were obtained in Akyiiz
(2014), Aydm (2015), Sevgi (2009), Tavsancil and Yalgin (2015). In this respect, it can be said that
the effects of these characteristics on the academic achievement of students need to be studied on a
bigger scale. It is also seen that the variance ratio which can be explained by intra-student (test)
characteristics is also high. However, this level of variance remains unexplained because the
variables related to the tests were not included in the model in this study. In the later models, student
and school level variables were included in the model in an attempt to explain the variance in mean
mathematical achievement.

In this study, unlike many studies (Ai, 1999; Ding vd., 2010; Green, 1995; Huang, et al., 2009;
Raymond, 2009; Shapley et al., 2011; Shay, 2000; Shim, 1995; Wu, 2004; Yang, 2000; Zhu, 1998;
Zvoch & Stevens, 2006) using a three-level linear growth model, the mathematical achievements
growth of students could not be estimated. It is thought that the reason why any growth has not been
observed in this study might be due to the correlation between the tests. The correlation coefficient
between the tests in the studies involving equated test scores is expected to exceed 0.87 (Schneider
& Dorans, 1998 as cited in Dorans, 1999). However, the correlation coefficients between SBS scores
belonging to students in this study vary between 0.62 and 0.72. The low correlation between the test
scores reduces the comparability of test scores (Schneider & Dorans, 1998 as cited in Dorans, 1999).
In this context, it can be said that the different designs of the tests (such as the fact that the tests
given to the pupils according to years have different numbers of items and that there is no anchor
item in the tests) according to the class levels negatively affect the comparability of SBS
achievement scores at different grade levels. Another reason for the non-observation of growth may
be related to the data structure. The data used in the study were mostly obtained in a rather
cumulative manner. This prevented the modeling of the correspondence between the answers given
to the items. By modeling the answer pattern, the equivalence between the tests becomes more
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sensitive (Kolen & Brennan, 2014). By providing a more sensitive equivalent of the mathematics test
scores at different grade levels with vertical scaling, it is thought that small differences in
mathematical achievement of students can be modeled.

Similar to the study of Zvoch and Stevens (2006), in this study, it was seen that the majority of the
variance in the mathematical achievements of the sixth graders could be explained by the student-
level variables (0.54). For this reason, the desire is to add the demographic variables (gender-
GENDER, grade point average-GPAG6 and attendance at school in sixth grade-ABSENTEEISM6) of
the students, who are thought to influence the mathematical achievement, to the model. However, it
had been decided to include only the variables of the students' "grade point average and attendance at
school in sixth grade" in the explanatory analysis carried out before the HLM analysis. It is
necessary to create learning experiences by using the time carefully and efficiently for the student’s
mathematical achievement growth in a middle school to occur and continue. A teaching activity in
which the student does not exist during the time allocated for learning causes the learning
experiences to be incomplete (Altinkurt, 2008; Fidan, 2004; Ozbas, 2010; Sulu Cavumirza, 2012). In
this context, the mathematical achievements of the students with high absenteeism are expected to be
lower. From this study, it was observed that the variable "absenteeism™ influenced the students'
mathematical achievements in parallel with this expectation. Similarly, in the study carried out by
Yavuz and Atar (2016), it was observed that the attendance of the students in the school affected the
students' academic achievement. Another variable handled at the second level is the average grade
point in sixth grade. There is no knowledge about mathematics grade point averages provided by the
same teacher within a school year. This ambiguity introduced limitations into the study and the
discussion was made considering this limitation. There are studies in the literature that examine the
effect of the average yearly grade on the future test achievement of students. For example, Cyrenne
and Chan (2012) examined students' mathematical achievement using HLM on data obtained from
5136 students from 84 schools. Likewise, Finn, Gerber and Wang (2002) and Kim (2006) examined
the effect of the students' grade point average on the examinations taken the following year. As a
result of the investigations, the researchers determined that the students' yearly mathematics grade
point average predicted the achievement in the next mathematics examination. In other words, it was
seen that the yearly mathematics grade point average affected the achievement of the next
mathematics exam. Similarly, in this study, it was determined that the average mathematics grade
point in the sixth grade affected SBS mathematical achievement of the students.

In the school level (level-3) analysis, it was desirable to add both the school type (TYPE) and the
size (SIZE) as the school variables in the model. However, it was decided that only the "TYPE"
variable was included in the analysis by the explanatory analysis carried out prior to the HLM
analysis. As a result of the school level analysis, it was determined that the school type affected the
students’ SBS mathematical achievements. Similar to this research finding, Kim (2006), who studied
the effects of student and school variables on the eighth, tenth, and twelfth-grade mathematical
achievements, observed the impact of school achievement on student achievement in these three
grades. It was determined that the mathematical achievements of students attending non-government
schools at every grade level were higher than those of other students. It is known that some of the
non-government schools in Kim's (2006) study sample selected their students through the exam.
Similarly, some private schools in Turkey also determine their students by examinations. The
schools in the sample of this study (data) were obtained from the sample of Ankara of the MoNE
with the request for random school selection. The names of the schools were given a different code
for the researcher, for ethical considerations. For this reason, it is not known whether the private
school in the study sample selected its students by a special examination. If the private school in the
study sample is selected by the exam, it is expected that the SBS achievements of the students going
to this school will be high. Another study examining the effect of school type on student
achievement is Lee and Smith’s (2001) study. Lee and Smith (2001) examined the mathematical
achievement of students with low and high socio-economic status according to school types. At the
end of their study, students with high socioeconomic status were found to have a high level of
mathematical achievement in all school types while those with low socioeconomic status were
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influenced by the types of schools they attended. Finally, the studies carried out by Arslan, Satic1 and
Kuru (2006) determined the effectiveness of the public and private primary schools through teachers'
opinions. From the studies, they conclude that private schools, to a large extent, are more effective
than public schools. Turhan et al., (2017), in their study of effective school studies, found that only
four studies from 39 studies made a comparison between the effectiveness of public and private
school. They concluded that this number was quite low. Researchers emphasized that there must be
further research on this issue and stated that due to the low number of studies, a clear and emphatic
judgment on school effectiveness could not be achieved.

Suggestions

In this study, it is concluded that the type of school that students attend and their absenteeism in their
schools affect their mathematical achievement. There are many reasons for these variables to be
effective on students’ achievement. One reason for this may be that private schools provide students
with an effective learning environment. To have an effective learning environment, the size of the
class should be small, the physical characteristics of the class should be suitable for learning
activities, and the teachers should be equipped with the necessary knowledge (Engin, Ozen &
Bayoglu, 2009; Ozden, 2017). In this context, additional buildings or new schools can be built to
reduce class size. The physical properties of the new classes constructed can be designed in a
teachable way. Existing classes can be used in the most appropriate way for teaching activities as
much as possible. Finally, the qualifications of the teachers can be determined at certain intervals
and their problems can be solved with the necessary courses. In an effective and efficient learning
environment, students do not get bored and they maintain their interest and desire for learning (Engin
etal., 2009; Ozden, 2017). Students who do not get bored, and who are persistent about their interest
and desire in learning, are expected to spend more time in such environments. Taking this into
account, effective learning environments can be prepared at schools to prevent student absenteeism.
Another reason for student absenteeism may be that the students may not find the education in their
schools sufficient to be able to succeed in SBS (Yilmaz, 2011). For this reason, the students do not
attend the schools by taking reports and they might continue their education taking private lessons or
in some other ways in this process. It is necessary to change the perception that the education given
in schools is not enough. To do so, effective learning environments can be created, the necessary
tools for teaching can be provided, or the teachers' lack of pedagogical knowledge can be eliminated
if necessary. In addition, student absenteeism can contribute a certain percentage to the placement
score in the SBS.

In this study, unlike some studies carried out abroad, no change was observed in the mathematical
achievements of the students. This may be due to the fact that there was no real growth in
mathematical achievement or that the data were not appropriate for the growth analysis. The number
of items and item difficulties in the SBS exams taken in different years can be shown as an indicator
of the inappropriateness of the data. In this context, the tests that can provide equivalence should be
planned, prepared and implemented. Including vertically scaled data in the HLM analysis may
facilitate the observation of growth if the data is appropriate. In addition, within the scope of this
study, the achievement scores of the students were obtained as the total number of true and false
responses. Therefore, the response patterns of students were not modeled. It is thought that
mathematical achievement growth can be observed by modeling the students' response patterns.
Finally, there is a need for more studies investigating mathematical achievement growth.

The effects of the variables (attendance of students in school, the grade point average in
mathematical achievement and school type) on mathematical achievement were examined. This
analysis can be repeated by obtaining different variables (socio-economic status of the student,
educational status of the family, frequency and duration of the mathematics course, opportunities of
the school, climate, student/mathematics teacher ratio, etc.), and the effects of variables used in the
study with new variables on mathematical achievement can be examined. Similarly, the academic
achievement of students and their developmental achievements in other domains apart from
mathematics can be examined with similar variables using a three-level hierarchical linear growth
model. Finally, in causal-comparative design of this study, it was seen that the variables of "students'
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attendance to school, average mathematics achievement, and school type" were found to affect
students' mathematical achievements. However, the lack of an experimental study in this study
constitutes the limitation of this study. For this reason, experimental studies including these variables
are needed to determine the real effects discussed in the research.
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Ogrenci ve Okul Degiskenlerinin Matematik Basarisi ve
Gelisimine Etkileri

Girig

Ogrencilerin matematik alaninda akademik basarilarinin gelismesinde okullarin énemli bir islevinin
olmasi beklenir. Bu baglamda kiigiik yaslardan itibaren iistelik zorunlu olarak verilen egitim
hizmetinin yiriitildigi okullar, sik¢a arastirma konusu olmustur. Ayrica okullar, aile disindaki

sosyal ortamlar olarak 6grenmenin en ¢ok gerceklestigi yerler olmasi bakimindan dikkate degerdir.
Bdylece birey i¢in okul hayatina baglamak 6nemli bir doniim noktas1 olarak kabul edilebilmektedir.

Bu ¢aligmanin amaci, 6grenci (cinsiyet, yilsonu basari ortalamasi, okula devam durumu) ve okul
(tliri ve blyilikliigli) degiskenlerinin ortaokulda matematik basaris1 ve gelisimine etkilerini
belirlemektir. Calismadaki gelisim, 6grencilerin yillar icinde aldiklar1 SBS matematik puanlarindaki
degisimi ifade etmektedir. Veri yapist ¢ok diizeyli oldugundan bu calismada tek diizeyli analiz
yontemlerinin yanlili@ini 6nlemek igin ti¢ seviyeli hiyerarsik lineer gelisim modeli kullanilmistir.
Modelde diizey-1, Ogrencilerin SBS matematik puanlarinin tekrarli Gl¢iimlerinden, diizey-2
ogrencilere ait degiskenlerden ve son olarak diizey-3 okullara ait degiskenlerden olugsmaktadir.

Turkiye’deki alan yazin incelendiginde matematik basarisini ve matematik basarisindaki gelisimi
etkileyen faktorleri lineer gelisim modeliyle inceleyen bir ¢alismaya rastlanmamustir. Bununla
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birlikte yurt disinda ti¢ diizeyli hiyerarsik lineer gelisim modellerinin kullanildig1 pek ¢ok ¢alisma
mevcuttur (Ding, Song ve Richardson, 2010; Huang, Leon, La Torre ve Mostafavi, 2009; Raymond,
2009; Shapley, Sheehan, Maloney ve Caranikas-Walker, 2011; Shim, 1995; Wu, 2004; Yang, 2000;
Zhu, 1998). Ayrica ilgili alan yazin incelendiginde yurt disinda matematik basarisina etki eden
ogrenci, okul ve iilke degiskenlerini ii¢ diizeyli hiyerarsik lineer model (HLM) ile inceleyen bir ¢ok
calisma (Agodini ve Harris, 2016; Kao, Davenport, Matlen, Thomas ve Schneider, 2017; Tan ve
Hew, 2018; Yi ve Shin, 2018) bulunurken Tiirkiye’de yalnizca iki ¢aligmaya (Aztekin ve Yilmaz,
2014; Celik, 2016) ulasilmistir. Celik (2016) calismasinda sadece iilke degiskenlerinin etkilerini ele
alirken, Aztekin ve Yilmaz’in (2014) calismalarinda 6grenci, okul ve iilkelere ait degisken etkilerini
incelemiglerdir. Ayrica bu ¢aligmalarda PISA ve TIMSS matematik bagarisindaki bazi degiskenlerin
etkileri incelenmistir. PISA ve TIMSS gibi sinavlar uluslararasi komitelerin amag¢ ve hedeflerini
yansitirken, SBS uluslararas1 sinavlardan farkli olarak, Tiirk egitim sisteminin amag¢ ve hedeflerini
yansitmaktadir. Bu ¢alismanin, 6grencilerin SBS matematik alt testinde yillar igerisindeki basari
degisimleri ve bazi 6grenci ve okul degiskenlerinin SBS matematik basarilarina etkilerinin
incelemesi ag¢isindan 6nemli oldugu diisiiniilmektedir. Tiirkiye’de yapilan ¢aligmalar incelendiginde
cinsiyet, okula devam durumu, 6gretmen nitelikleri gibi degiskenlerin matematik basarisina olan
etkilerinin ¢ogunlukla tek ya da iki diizeyli modellerle incelendigi goriilmiistiir. Tirk alan yazininda
cok diizeyli verilerin analizinde ii¢ diizeyli modellerin kullanimina artan bir ilgi goziikse de, gegerli
sonuclar elde etmek i¢in hala ¢ok azdir (Celik, 2016). Tek diizeyli analiz yontemlerinin yanliligindan
kaginmak ve alan yazindaki {i¢ diizeyli hiyerarsik lineer gelisim modeli uygulamalarinin eksikliginin
giderilmesi i¢in bu c¢aligmada ti¢ diizeyli hiyerarsik lineer gelisim modeli kullanilmistir. Bu sekilde
ogrenci ve okul degiskenlerinin matematik basarisina etkilerinin incelenmesinin yan1 sira matematik
basarisindaki gelisimin de incelenmesi hedeflenmistir.

Yontem

Ogrencilerin matematik basarilar1 ve matematik basarilarindaki gelisimi etkileyen 6grenci ve okul
degiskenleri incelendigi ig¢in bu c¢alisma nedensel karsilastirma modelindedir. Arastirma evrenini,
Ankara ilinde 2008 yilinda ortaokula baslayip 2011 yilinda ortaokuldan mezun olan ortaokul
ogrencileri olusturmaktadir. Orneklem igin seckisiz olmayan, tipik durum &rnekleme ydntemi
kullanilmigtir. Aragtirma Orneklemini, Ankara ilindeki 40 ortaokuldan, 2008 yilinda ortaokula
baslayrp 2011 yilinda mezun olmus, 3715 dgrenci olusturmaktadir. Ogrencilerin ii¢ yillik egitim-
Ogretim siirecini ayn1 okulda gecirmeleri dikkate alinmistir. Calismada kullanilan veriler Milli
Egitim Bakanligi ile yapilan yazigsmalar sonucu elde edilmistir. Bu nedenle ¢alismada incelenen
degiskenler, her yil MEB tarafindan Tiirkiye’deki biitiin okullar i¢in sabit olarak toplanip saklanan
bazi verilerden olusmaktadir. Ogrencilerin ilgili egitim-6gretim dénemlerinde uygulanan SBS
matematik alt testi ham puanlar1 bagimli degisken olarak analize dahil edilmistir. “Cinsiyet, altinci
smiftaki yilsonu matematik not ortalamasi ve altinci smiftaki okula devam durumu” &grenci diizeyi
degiskenlerini olustururken “okul tiirli ve biliylikligi” okul diizeyi degiskenlerini olusturmaktadir.

Degiskenlerin etkilerinin incelenebilmesi icin verilerin analizinde ii¢ diizeyli hiyerarsik lineer
gelisim modeli kullanilmistir. Ogrencilerin SBS matematik alt testi ham puanlari, esit yiizdelikli
esitleme galigmasi yapildiktan sonra li¢ diizeyli hiyerarsik lineer gelisim modeline dahil edilmistir.

Sonug ve Tartisma

Bu caligmada, 6grenci (cinsiyet, yilsonu not ortalamasi, okula devam durumu) ve okul (tiirii ve
bliyiikliigli) degiskenlerinin 6grencilerin SBS matematik basarisi ve gelisimine etkilerini ii¢ diizeyli
HLM gelisim modeliyle belirlemek amaglanmigtir. Calismada, SBS sinavi sadece ortaokul
ogrencilerine uygulandigi ve o yillarda ortaokul ii¢ yil oldugu igin bir 6grenci en fazla li¢ tekrarli
Olglime sahiptir. Ayrica ¢alismada, elde edilen SBS puanlarinin yapisina uygun dikey 6lgekleme
yontemi (vertical scaling) bulunamamistir. Bu nedenle dikey 6lgekleme yerine esit yiizdelikli yontem
uygulanarak puanlarin esdegerleri olusturulmustur. Aragtirmanin analizinde puanlarin esdegerleri
kullanilmigtir. Arastirma bulgulari bu sinirliliklar ¢ergevesinde tartisilmistir.
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Okul ve 6grenci ozelliklerinin matematik basarisina etkilerinin incelendigi ¢aligmalarda, matematik
basarisindaki varyansin biiylik bir kismimnin 6grenci 6zellikleri tarafindan agiklanmasi beklenir
(Odden, Borman ve Fermanich, 2009; Zvoch ve Stevens, 2006). Bu c¢alismada, 6grencilerin altinci
siniftaki matematik basarilarindaki varyansin biiyilk ¢ogunlugunun ogrenci oOzellikleri, sonra
ogrenciler-i¢i (test) Ozellikleri en son olarak da okul ozellikleri tarafindan agiklanabilecegi
goriilmistiir. Bu durum matematik basarilarimi etkileyen degiskenlerin biiyiik ¢ogunlugunun 6grenci
diizeyinde oldugu veya 6grenci diizeyi degiskenlerin 6grencilerin matematik basarilarini yordama da
biiyiik 6neme sahip oldugu seklinde ifade edilebilir. Turhan, Sener ve Giindiizalp (2017), okul
etkililigi ile ilgili 39 calismayi ¢esitli yonleriyle incelemisler ve okullarin diger faktorlere (6grenci,
veli) gore Ogrenci basarilari ilizerinde daha az etkileri oldugu bulgusuna ulagmislardir. Benzer
bulgunun Akyiiz (2014), Aydin (2015), Sevgi (2009), Tavsancil ve Yal¢in’in (2015) galigmalarinda
da elde edildigi goriilmiistiir. Bu dogrultuda 6grenci ozellikleri ile bu 6zelliklerin 6grencilerin
akademik basarilarma etkisinin daha ¢ok calisilmaya ihtiyag duyuldugu sdylenebilir. Ayrica test
ozellikleri tarafindan agiklanabilecek varyans oraninin da yiiksek oldugu goriilmektedir. Fakat bu
calismada testler ile ilgili degiskenler modele dahil edilmedigi i¢in bu diizey varyansi agiklanmadan
kalmistir. Sonraki modellerde 6grenci ve okul diizeyi yordayicilart modele dahil edilerek ortalama
matematik basarisindaki varyans agiklanmaya ¢aligilmigtir.

Bu calismada, ii¢ diizeyli lineer gelisim modeli kullanilan bir¢ok ¢aligmanin aksine Ogrencilerin
matematik basarilarindaki gelisim gozlenememistir. Gelisimin gozlenememesinin bir nedeni testler
arasindaki korelasyonun olabilecegi diisiiniilmektedir. Esitleme caligmalarinda testler arasindaki
korelasyon katsayisinin 0.87’yi gegmesi istenir (Dorans 1998’den akt. Schneider ve Dorans, 1999).
Bu ¢alismada 6grencilere ait SBS puanlari arasindaki korelasyon katsayilari 0.62 ile 0.72 araliginda
degismektedir. Test puanlart arasindaki korelasyonun diisik olmasi test puanlarinin
karsilagtirilabilirligini olumsuz etkilemektedir (Dorans 1998°den akt Schneider ve Dorans, 1999). Bu
baglamda testlerin sinif diizeylerine gore farkli dizayn edilmeleri (yillara gore 6grencilere verilen
testlerin farkli sayida maddeye sahip olmalar1 ve testlerde ortak maddenin bulunmamasi gibi) de
farkli smmif diizeylerindeki SBS basar1 puanlariin karsilastirilabilirliklerini olumsuz etkiledigi
sOylenebilir. Gelisimin gdzlenememesinin bir diger nedeni de veri yapist olabilir. Calismada
kullanilan veriler soru bazindan ziyade kiimiilatif olarak elde edilmistir. Bu durum maddelere verilen
cevaplar arasindaki Oriintiiniin modellenmesini engellemistir. Cevap Oriintiisiiniin modellenmesiyle
testler arasindaki esitleme g¢aligmasi daha duyarli olmaktadir (Kolen ve Brennan, 2014). Dikey
Olceklemeyle farkli simif diizeylerindeki matematik test puanlarinin daha duyarli bir esdegerligin
saglanmasiyla Ogrencilerin matematik basarilarindaki kii¢iik degisimlerin modellenebilecegi
distiniilmektedir.

Ortaokulda bir 6grencinin matematik bagarisi gelisiminin olusmasi ve devam etmesi i¢in zamanin
dikkatli ve verimli kullamlarak 6grenme yasantilariin olusturulmasi gerekmektedir. Ogrenme igin
ayrilan siire igerisinde 6grencinin bulunmadigi bir 6gretim etkinligi, onun gergeklestirecegi 6grenme
yasantilarimin eksik olmasina neden olmaktadir (Altinkurt, 2008; Fidan, 2004; Ozbas, 2010; Sulu
Cavumirza, 2012). Bu baglamda devamsizlig1 fazla olan 6grencilerin matematik basarilarinin daha
diisiik olmasi1 beklenir. Bu calismada, bu beklentiyle paralel olarak “devamsizlik” degiskeninin
Ogrencilerin matematik basarilarini etkiledigi belirlenmistir. Benzer sekilde Yavuz ve Atar’in (2016)
caligmasinda 6grencilerin okula devam durumlarinin, 6grencilerin akademik basarilarini etkiledikleri
gorlilmiistiir. Diizey 2’de ele alinan bir diger degisken altinci sinif yilsonu basari ortalamalaridir.
Alan yazinda yilsonu basar1 ortalamalarimin &grencilerin gelecekteki sinav basarilarina etkisini
inceleyen caligmalar mevcuttur. Ornegin Cyrenne ve Chan (2012), 84 okuldan 5136 dgrenciden elde
ettigi veriler lizerinde HLM kullanarak ogrencilerin matematik basarisim1 incelemistir. Benzer
sekilde Finn, Gerber ve Wang (2002) ve Kim (2006) de 6grencilerin yilsonu basar1 ortalamalarmin
bir sonraki yil girdikleri sinavlara etkilerini incelemiglerdir. Aragtirmacilar incelemeleri sonucunda,
Ogrencilerin yilsonu matematik basar1 ortalamalar ile bir sonraki matematik sinavi basarilarinin
yordandigimi tespit etmislerdir. Baska bir ifade ile yi1lsonu matematik basar1 ortalamasinin bir sonraki
matematik smavi basarisini etkiledigi goriilmiistiir. Benzer sekilde, bu g¢alismada da yilsonu
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matematik basar1 ortalamasmin G6grencilerin altinct simif SBS matematik basarilarmi etkiledigi
belirlenmistir.

Okul diizeyinin analizi sonucunda, okul tiiriiniin 6grencilerin SBS matematik basarilarmi etkiledigi
belirlenmistir. Bu aragtirma bulgusuna benzer sekilde okul ve Ogrenci degiskenlerinin sekizinci,
onuncu ve 12.smif matematik basarilar iizerindeki etkisini arastiran Kim’in (2006) ¢aligmasinda
okul tiirliniin her {i¢ sinifta 6grenci basarisi iizerindeki etkisini gézlemlemistir. Her simif diizeyinde
de devlet okulu olmayan okullarda 6grenimine devam eden &grencilerin matematik basarilarinin
diger 6grencilere gore yiiksek oldugu belirlenmistir. Kim’in (2006) calisma drnekleminde bulunan,
devlet okulu olmayan bazi okullarin 6grencilerini sinav ile sectikleri bilinmektedir. Benzer sekilde
Tiirkiye’de de bazi 6zel okullar kendi O6grencilerini sinav ile belirlemektedirler. Bu ¢alismanin
ornekleminde bulunan okullara (verilere) MEB’in Ankara 6rnekleminden randum okul se¢gme talebi
ile ulasilmistir. Ulasilan okullarin isimleri etik ilkeleri gozetilerek arastirmacilara farkli bir kodlama
ile verilmistir. Bu nedenle galisma 6rneklemindeki 6zel okullarin 6grencilerini 6zel bir sinavla segip
segmedikleri bilinmemektedir. Eger ¢alisma 6rnekleminde bulunan 6zel okul 6grencilerini sinav ile
secti ise, bu okula giden dgrencilerin SBS basarilarinin yiiksek olmasi beklenilen bir sonugtur. Okul
tiiriiniin 6grenci basarisina etkisini inceleyen bir diger calisma Lee ve Smith’e (2001) aittir. Lee ve
Smith (2001), diisiik ve yiiksek sosyo-ekonomik statiiye sahip Ogrencilerin okul tiirlerine gore
matematik basarilarini incelemislerdir. Calismalarinin sonunda yiiksek sosyo-ekonomik statiiye
sahip 6grencilerin her tiirlii okulda 6grenmelerinin ve bu dogrultuda matematik basarilarinin yiiksek
oldugunu belirlerken, diisiik sosyo-ekonomik statiiye sahip Ogrencilerin devam ettikleri okullarin
tirlerinden etkilendiklerini belirlemislerdir. Son olarak devlet ve o6zel ilkogretim okullarinin
etkililigini 6gretmen gorisleriyle belirlemek isteyen Arslan, Satici ve Kuru’nun (2006) ¢alismalari
sonucunda, belirlenen boyutlarda 06zel okullarin devlet okullarindan daha etkili olduklart
belirlenmistir. Etkili okul ¢aligmalarinin incelendigi ¢alismada Turhan, Sener ve Giindiizalp (2017),
39 calismanin igerisinden sadece dort ¢alismanin devlet ve 6zel okul etkililigi karsilastirmasinda
bulundugunu ve bu saymin olduk¢a az oldugunu belirtmislerdir. Arastirmacilar bu konuda daha fazla
aragtirma yapilmasini vurgularken az ¢alismanin yapilmasindan dolay1 okul etkililigi konusunda net
bir yargiya ulasilamayacagini belirtmislerdir.

Sonug olarak, ii¢ diizeyli hiyerarsik lineer gelisim modeli analizi sonucunda 6grencilerin matematik
basarilarinda bir gelisme olmadig1 ancak, “altinci sinifta okula devam durumu, yilsonu matematik
not ortalamasinin ve okul tiiriiniin” 6grencilerin altinci siniftaki matematik basarilarini istatistiksel
olarak etkiledikleri goriilmiistiir. Arastirmada deneysel bir ¢calismanin yapilmamasi bu ¢aligmanin bir
smirliligini  olusturmaktadir. Bu nedenle etkili bulunan degiskenlerin, etkilerinin tam olarak
belirlenebilmesi i¢in bu degiskenleri iceren deneysel ¢alismalara ihtiyag duyulmaktadir.
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