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Abstract 

 

Liquid crystals (LC) are phases of matter that possess long range orientational order while maintaining 

fluidic properties. LCs have been shown to provide a medium that result in self-assembly of the 

colloidal particles through elastic interactions. One parameter that affects the positioning of the particles 

in LC medium is the edge sharpness of the particles. Simulation studies in the literature suggests that the 

edge sharpness of the particles directly affect the LC director profile at the vicinity of the particles, and 

playing a critical role in the formation and the shapes of the topological defects. This article presents a 

systematic study to show the effects of the edge sharpness on the orientation and the defect structure 

around the cubic shaped particles. The particles were shown to orient with their diagonal preferably 

parallel to the direction of the far field nematic director when the particles mediate planar anchoring. 

Whereas the particles with homeotropic anchoring did not exhibit strong preference in their orientation. 

We also showed defect structures to form around the particles with homeotropic surface anchoring. The 

defect structure around the particles with round edges were ring shaped, whereas the defects with S-

shapes were formed around sharp-edged or truncated particles. The findings herein were found to be 

consistent with the simulations present in literature. The findings would find use in next generation 

materials for optics, photonics and responsive systems. 

 

Keywords: Alignment, Colloids, Defects, Liquid Crystals. 

 

1. Introduction 

 

Liquid crystals (LCs) are the phases of matter that 

exhibit both fluidic properties and molecular ordering 

which are currently being developed for emerging 

applications.[1–3] In the nematic phases, the molecules 

exhibit orientational order along a unique direction 

called the director.[1] When colloidal particles are 

dispersed in a LC medium, the director profile is 

affected due to the interfacial interactions, which leads 

to useful observations that are unique to LCs.[4, 5, 14–

16, 6–13] These interfacial phenomena can be described 

using three generalized concepts, which can be 

classified as surface anchoring, elasticity and the 

formation of the defects.[2] When a LC medium is in 

contact with a surface, the interaction of the mesogenic 

molecules at the interface results in a preferred 

orientation of the LCs, called the easy axis, which is the 

outcome of the maintained minimum energy state. This 

orientation can then be shifted due to the external fields, 

which is penalized with a surface anchoring energy. The  

 

long-range orientation of the LCs underlies the 

existence of the elastic properties of the LCs. When the 

natural orientation of the LC medium is affected by a 

geometric constraint, for example the presence of the 

colloids or surfaces, the director is strained that results 

in an energetic penalty. When LCs cannot satisfy the 

present surface anchoring in its medium via just elastic 

deformations, topological defects occur, which are 

defined as the local regions of low orientational 

ordering, or singularity. These three concepts were used 

in the current literature to define the positioning of the 

colloidal species dispersed in LC medium. 

 

Studies in the literature showed that the surface 

anchoring and the director field around a particle is 

critically important in their positioning, and their 

interaction with the colloidal particles in a LC media.[4, 

7, 11] For example, Poulin and Weitz demonstrated that 

the chaining of the spherical particles, which mediate 

planar anchoring of LCs on their surfaces, in a direction 

that is around an angle of 30° from the far-field 

mailto:emrebuk@metu.edu.tr
https://orcid.org/0000-0003-2624-548X
https://orcid.org/0000-0002-3128-059X
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director.[7] Musevic and collaborators showed that 

spherical particles with homeotropic surface alignment 

which causes the formation of a satellite point or a 

Saturn ring to maintain straight chain or as kinked 

chains, respectively.[17] These different symmetries of 

the aggregates can be explained by the minimization of 

the elastic energy free energy. 

 

The effect of particle shape on particle organization in 

LCs has not yet fully been studied in the literature.[5, 8, 

9, 11, 18, 19] Recently, the experimental studies of 

Lapointe and his collaborators and the simulation 

studies of Hung and Bale demonstrated that the 

interaction of the particles that have different shapes 

(cube, triangle and pentagonal prism) is strongly related 

to the orientation of these particles towards each 

other.[9, 20] This effect varies depending on the 

orientation of the particles with respect to the far field 

director and the strain of the LC ordering at the vicinity 

of the particles. As a result, the organization of the 

particle in LC media is strongly affected. Lapointe and 

his collaborators also showed that these particles can 

form assemblies as the multiple (double and triple) 

organizations, with their shapes to critically effect the 

symmetry of the interactions. Thus, the studies 

presented in the literature highlights the critical 

importance of the particle shapes on their individual 

orientation and their interaction symmetry. Although the 

studies showed the importance of the particle shapes on 

their positioning, the experimental studies are currently 

limited to the particles with planar surface anchoring.[9] 

A recent simulation study by Beller et al. showed that 

the colloidal particles with homeotropic anchoring to 

mediate defect structures that are critically dependent on 

the shapes and sharpness of the particles.[21] For 

example, the cubic shaped particles maintain minimum 

energy state with their surface normal orientation of 45 

with respect to the far field nematic director. In 

addition, the particles with curved edges maintain a 

ring-shaped defect, where increasing the sharpness of 

the edges resulted in the formation of the S-shaped 

defects that follow the sharp edges of the particles. The 

studies followed in this article would also be considered 

as an experimental that mimics a similar system to these 

simulation studies. 

 

In this study, we experimentally investigated the 

positioning of the cubic shaped particles in nematic LC 

medium. We determined the effect of surface anchoring 

and the edge sharpness of the particles on their 

alignment in LC medium. In addition, we characterized 

the shapes of the defects formed around the colloidal 

particles dispersed in nematic medium. The study 

highlights the importance of the details of the particle 

geometry on their positioning in LC medium and 

suggests routes for the design of the self-assembled 

colloidal particles in LCs. 

2. Materials and Methods 

2.1. Materials 

 

A room temperature nematic liquid crystal 4-cyano-4′-

pentylbiphenyl (5CB) was purchased from HCCH 

Jiangsu Hecheng Chemical Materials Co., Ltd. 

(Nanjing, China). Dimethyloctadecyl [3-

(trimethoxysilyl) propyl] ammonium chloride 

(DMOAP), polyvinyl alcohol (PVA), and anhydrous 

ethanol were obtained from Sigma-Aldrich Co. Ltd. (St. 

Louis, USA) and used without further purification. 

Glass slides were obtained from Marienfeld GmbH 

(Lauda-Königshofen, Germany). The cubic shaped 

zeolite A particles were obtained from Prof. Halil 

Kalıpçılar and Prof. Berna Topuz. 

 

2.2. Methods 

2.2.1. DMOAP Functionalization of the Particles 

 

Approximately 2% wt particle (zeolite 4A) in 1 mL 

deionized water was prepared and placed into ultrasonic 

bath for 10 minutes to disperse the particles. Then, 100 

µl of DMOAP was added and the solution was kept in 

ultrasonic bath for another 10 minutes. The particles 

were then rinsed three times with deionized water and 

water was substituted with ethanol. 

 

2.2.2. Functionalization of the Glass Surfaces 

 

PVA coated surfaces were used for planar anchoring. 

Glass surfaces were coated with 5% wt PVA in water 

using a spincoater (5000 rpm for 2 minutes) and then 

rubbed with a velvet cloth to maintain unidirectional 

surface anchoring of LCs. DMOAP functionalization 

was used for the homeotropic anchoring. Before 

functionalization of the glass surfaces, O2 plasma 

etching was applied to the glass slides using a Diener 

Electronics, Zepto Plasma Unit. Then, DMOAP was 

deposited on the glass surfaces from 10 minutes 

incubation in its 1% wt aqueous solution. The glass 

slides were finally rinsed with water and dried with 

nitrogen stream. 

 

2.2.3. Preparation of the Liquid Crystal-

Microparticle Suspensions 

 

The particles (about 1 g/L) were dispersed in 5CB using 

a vortex mixer. 5CB, the particles and anhydrous 

ethanol was mixed in the isotropic phase until 

homogenous suspension is maintained. Then, ethanol 

was evaporated under vacuum to obtain a nematic 

suspension at room temperature.  The suspension is then 

filled between two glass slides in the nematic phase and 

equilibrated for about an hour before the imaging. 

 

2.2.4. Optical Microscopy 

 

Optical characterizations of the films were performed 

using Olympus BX50 and BX53 microscopes (Olympus 
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Inc., Japan) equipped with a polarizer and an analyzer 

filter. Three independent samples were prepared to 

determine angle distribution of the particles. An average 

of around 100 images were collected from each sample. 

The images were analyzed using angle analysis of Fiji 

imagej, an open source image processing software. 

 

2.2.5. Scanning Electron Microscopy 

 

Quanta 400F Field Emission series scanning electron 

microscope was used to characterize the shapes of the 

particles at higher resolution. 

 

3. Results and Discussion 

 

We used cubic shaped particles to study the effect of the 

edge sharpness on the alignment and the LC director 

profiles around the particles. For the systematic studies, 

we obtained cubic shaped zeolite 4A particles with 

round, truncated and sharp edges as shown in the 

scanning electron micrographs in Figure 1. As shown, 

the sizes of the particles were in the range of 1 m to 6 

m. This range is important and useful when 

considering the range 1 m to 10 m, where the 

interplay of the elasticity and the surface anchoring 

usually occur.[2] Although the sizes of the particles are 

within a range of interest in the field, the particles used 

in this study is not common in studying such 

interactions. Thus, we first performed studies to 

understand the surface anchoring of LCs on bare and 

functionalized particles in the first section below. Then, 

the next two sections are dedicated to the alignment and 

positioning of the particles in LCs and the investigation 

of the defect structures around the particles, 

respectively. 

 

 

Figure 1. Scanning electron micrographs of zeolite 4A 

with (A) rounded edge, (B) truncated edge, (C) sharp 

edges. Insets showing the magnified images of the 

representative particles. 

 

3.1. Determination of Surface Anchoring of LCs on 

the Surfaces of the Microparticles 

 

The anchoring condition on the surface of the particles 

is one of the important parameters affecting the 

alignment of the particles in liquid crystalline media. 

Thus, we first analyzed the anchoring of the LCs on the 

surfaces of these particles since the anchoring of 5CB 

on the surfaces of the zeolite particles was not readily 

available in the literature. For this purpose, we dispersed 

zeolite 4A into 5CB in its nematic phase and collected 

images of the particles within the range of 2-6 m using 

a polarized microscope equipped with crossed polarizers 

and a first order retardation plate (FOP). As seen in 

Figure 2A, the far field director of the nematic 5CB was 

in the direction of one of the polarizers (shown as R, far 

from the particles), thus, dark appearance was observed 

under polarized light. However, the distortion of the 

nematic director around the particles due to the 

anchoring condition at the surface of the particle 

resulted in a bright transmitted light as shown by white 

arrows in the polarized micrographs of Figure 2A-ii. 

Also, when FOP was inserted into the light path, red and 

blue colors were observed (shown by blue and red 

arrows in Figure 2A-iii).[22] This coloring was 

consistent with the planar alignment of LCs at the sides 

of the particles. Using this characterization, the LC 

anchoring on particle surface was determined as planar 

and a sketch of the ordering profile of the LCs at the 

vicinity of the particles was shown in the right panel of 

Figure 2A-iv. Here we note that we observed ~80% of 

the zeolite 4A particles exhibited planar anchoring of 

the LCs on their surfaces.  

 

 

Figure 2. Optical characterizations of the (A) bare and 

(B) DMOAP functionalized zeolite particles. Brightfield 

(i), polarized light (ii) and polarized with first order 

retardation plate (iii) micrographs of single particles 

dispersed in nematic 5CB). The sketch in the right panel 

shows the schematic representation of the LC director 

profile around the particles determined from the 

micrographs. Double headed arrow indicates the 

rubbing direction of the two glass slides, R indicates the 

far field nematic director. Scale bars: 5 µm. 

 

We then modified the LC surface anchoring of the 

particles with dimethyloctadecyl[3-

(trimethoxysilyl)propyl] ammonium chloride (DMOAP) 

for the expectation of a homeotropic surface anchoring. 

After functionalization, we checked the anchoring from 

polarized light micrographs as shown in Figure 2B. The 

far field director in the images shown in Figure 2B-ii is 

perpendicular to the imaging plane (in-plane), so dark 

appearance was observed under polarized light. 

However, the distortion of the nematic director around 

the particles due to the anchoring condition at the 

surface of the particle resulted in a bright appearance as 

indicated by white arrows in the polarized micrographs 

of Figure 2B-ii. Also, when FOP was inserted, red and 

blue colors were observed (Figure 2B-iii), which is with 

a different symmetry compared with that of the planar 
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particles. When we compared the FOP micrographs of 

DMOAP coated particles and bare particles, it was seen 

that the red and blue colors around the particles were 

located at different sides that pointed out the difference 

in the anchoring conditions on the surface of the 

particles. This coloring suggested a homeotropic 

anchoring of LCs at the surfaces of particles, which 

would appear dark if particle surface mediated planar 

anchoring. Using this characterization, the LC 

anchoring on particle surface was determined as 

homeotropic and a sketch of the ordering profile of the 

LCs at the vicinity of the particles was shown in the 

right panel of Figure 2B-iv. We note that we observed 

~90% of the zeolite 4A particles exhibited homeotropic 

anchoring of the LCs on their surfaces. 

 

3.2. Particle Alignment in Nematic Liquid Crystals 

 

After characterizing the surface anchoring of LCs on the 

surfaces of bare and DMOAP functionalized zeolite 4A 

particles, we next characterized the orientation of 

particles in nematic 5CB. For the analysis, orientations 

of the single zeolite 4A particles were examined by 

measuring the angles that the particles maintain in 5CB. 

When we analyzed bare zeolite 4A particles with sharp 

edges in planar and homeotropic cells, we evidenced the 

particles to maintain a position with an angle of 0° in 

planar medium whereas there was no significant 

tendency in the case of particles in homeotropic cells as 

shown in Figure 3.  

 

 
Figure 3. Angle distribution of the bare single zeolite 

4A particles with sharp edges in a) planar cell b) 

homeotropic cell and schematic representation of 

orientations of the particles. β indicates the angle that 

the particle oriented in LC media.  

 

As shown in Figure 3, the particles exhibited a preferred 

orientation along the nematic director, which was 

expected due to the elastic effects of the LC medium. 

However, that elastic anisotropy is missing in the 

direction orthogonal to the nematic director due to the 

lack of the elastic force anisotropy. Consistent with this, 

we also observed the same trend in the relative 

orientation of the DMOAP coated particles with respect 

to the far field nematic director. 

 

In order to investigate the effect of the edge sharpness 

of the particles on their orientation in nematic medium, 

zeolite 4A with rounded and truncated edges were also 

used. When we analyzed the orientation of the single 

bare zeolite 4A with truncated edges (Figure 4, red data) 

and round edges (Figure 4, green data), we observed 

that the single particles dispersed in planar medium to 

generally maintain an orientation with an angle around 

0 with respect to the far field nematic director, 

consistent with the observations described above for the 

particles with sharp edges. However, when compared 

among the three types of the particles, the frequency of 

the round-edged particles to maintain an angle of 0 is 

significantly lower than that of the other two particle 

shapes. This is expected when considering the loss of 

the shape anisotropy with the rounding of the edges of a 

cubic particle. 

 

 

 

Figure 4. Angle distribution of (A) the bare and (B) the 

DMOAP coated single zeolite 4A particles with sharp, 

truncated and rounded edges in planar LC medium. The 

schematic representation of orientations of the particles 

are shown as insets where β indicates the angle that the 

particle oriented in LC media. 
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When the orientation of the DMOAP functionalized 

particles were quantified in nematic 5CB, we did not 

observe a significantly pronounced orientation of the 

particles with respect to the far field nematic director, 

independent of the particle shapes. As shown in Figure 

4B, the particles maintaining an average orientation of 0 

to 5 with respect to the nematic director were almost 

half of those observed in particles with planar surface 

anchoring. We reasoned that this significant difference 

in the distribution of the orientation of the particles 

would be due to the formation of defects around the 

particles with surfaces mediating homeotropic 

orientation, which we detailed below. 

 

3.3. Defect Structures Around Cubic Particles 

Suspended in Nematic Medium 

 

The literature suggested a range of defect shapes that 

could form around the cubic shaped particles.[21] 

Interestingly, simulation studies suggested that at the 

vicinity of the cubic particles mediating homeotropic 

orientations, defect loops form that wraps the 

particles.[21] When the sharpness of the particles at 

their edges are increased, they have found that the ring 

shapes of the defects were deformed and maintained 

shapes that follows the edges of the particles. Herein, 

we collected images of the three types of the DMOAP 

coated particles under the microscope to provide 

evidence of whether or not there are defects present, and 

whether or not their shapes are affected by the sharpness 

of the cubic particles.  

 
 

 

Figure 5. Brightfield (BF) and polarized light (PL) 

micrographs of DMOAP-coated zeolite 4A particles 

with (A) rounded, (B) truncated and (C) sharp edges and 

the corresponding schematic illustrations of the nematic 

director field and the shapes of the defects around the 

particles in nematic planar cell. Red arrows in 

micrographs indicate the defects around the particles. 

Dashed and solid red lines in schematic illustrations 

represent the director field and defects, respectively. 

Scale bars: 5 µm 

Figure 5A-B demonstrates the representative 

micrographs of the particles with round, truncated and 

sharp edges, respectively. Evidently, defect structures 

around DMOAP coated particles with rounded edges 

were in the shape of a ring (Figure 5A). Defects with S-

shapes were formed around DMOAP coated, truncated 

particles (Figure 5B). As the sharpness of the particles is 

high (Figure 5C), the shapes of the disclinations 

(indicated with solid red lines) are deformed and 

maintained a shape that wrapped the edges of the 

particles. These observations of the sharpness-

dependent shapes of the defects formed around the 

cubic particles provides the first experimental evidence 

to the findings of the simulations.[21] 

 

After finding the evidence of the formation of the 

defects around particles mediating homeotropic surface 

anchoring, we revisited the alignment of the particles in 

nematic medium shown in Figure 4. When we 

compared the distributions of the alignments of the 

DMOAP coated particles, we did not observe a 

significant difference in their alignment with respect to 

the defect structures. However, when the alignment of 

the particles mediating homeotropic orientation were 

compared with that of the particles mediating planar 

anchoring, we found that the particles with homeotropic 

anchoring not to exhibit a strong preference in the 

alignment with respect to the far field nematic director. 

There exists a slight preference of the angles close to 0 

and 45, which is consistent with the literature.[21]  

However, it does not appear to be strong when 

compared with the planar particles.  
 

4. Conclusion 

 

We have investigated the positioning of the cubic 

shaped microparticles with different edge sharpness in 

nematic liquid crystals. Our results of this study are 

two-folds. First, we found a relationship between the 

edge sharpness and the alignment of the particles with 

respect to the far field director. Specifically, the planar 

particles with sharp edges to preferentially align with 

their diagonal parallel to the far field nematic director, 

which was lowered with the rounding of the particle 

edges. Second, from the imaging of the particles with 

homeotropic surface anchoring in the nematic LCs, we 

found that the defect structure around the particles to be 

affected by the edge sharpness of the particles. The 

defect structures observed around the rounded particles 

were close to a ring shapes, whereas the defects around 

the cubic particles with sharp edges to maintain a 

deformed ring with line defects following the proximity 

of the edges. The observations reached in this study is 

consistent with the simulations performed on similar 

systems in literature. The findings would find use in 

next generation materials for optics, photonics and 

responsive systems. 
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Abstract 

 

Fiber-reinforced composite materials have many advantages in various engineering applications when 

compared to traditional materials such as glass, metals, ceramics, and unreinforced plastics. Recently, 

textile-reinforced composites are increasingly used in various industries including aerospace, 

construction, and automotive. This study aims to investigate the geometric characteristics of three-

dimensional (3D) woven preforms which are used as reinforcement materials in composites. To this 

end, 3D woven preforms with three different weave types were produced namely 3D orthogonal, 3D 

plain z-orthogonal, and 3D satin z-orthogonal. The effect of weave pattern and the number of layers 

on the geometric characteristics of the produced fabrics was investigated. For this purpose, yarn-yarn 

distances and density, yarn lengths, and yarn angles were measured. The effect of the number of layers 

on the geometric parameters was limited. Yarn-to-yarn distances in plain-weave fabrics were found to 

be greater when compared to other types of fabrics whereas the yarn density decreased in plain woven 

fabrics due to a large number of interlacements. This shows that in composite form, the fiber volume 

fraction in the filling and z-directions will be lower in the semi-interlaced fabrics when compared to 

the non-interlaced orthogonal structures. It was also shown that filling and warp angles are a function 

of weave type while z yarn angle is associated with the weaving operations such as beat-up, multi-

layer filling insertion, and warp yarn let off. 

 

Keywords: Geometric characterization, Jute fiber, Natural fiber composites, Three dimensional (3D) 

woven preform. 

 

1. Introduction 

 

Fiber–reinforced composites have many advantages 

over traditional materials such as metals, glass, 

ceramics, and plastics. These advantages include high 

strength and stiffness, low weight, tailorability, fracture 

toughness, and corrosion resistance. Fibers are the main 

load-bearing element in a composite system due to their 

high strength and stiffness whereas the matrix 

determines the final shape of the composite and protects 

the fibers against harmful environments. The matrix 

phase is also responsible for homogenously dispersing 

applied loads to reinforcing fibers. Fiber and matrix 

type, fiber orientation/architecture, and fiber volume 

fraction determine the mechanical properties of a 

composite material.  

 

 

 

Textile-reinforced composites are a group of materials 

that use a textile form as reinforcement such as yarns, 

woven, knitted, braided, nonwoven, and multiaxial 

fabrics. Textile fabrics can be manufactured in two-

dimensional (2D) and three-dimensional (3D) forms. 

The main difference between the two is the use of 

through-the-thickness or z-yarns in the latter. The type 

and parameters of textile structure determine the fiber 

architecture and orientation as well as fiber volume 

fraction in composite materials.  

 

The first application of textile fabrics was in the 

aerospace industry where carbon-carbon composites 

were produced using layered 2D textile fabrics. These 

composites were produced by simply stacking 2D 

woven fabrics one on top of the other and impregnating 

with the resin using one of the composite manufacturing 

methods. These composite structures were prone to 

mailto:*nesrin38@gmail.com
https://orcid.org/0000-0001-9555-7044
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delamination and showed poor damage tolerance due to 

a lack of through-the-thickness reinforcement (z-yarns). 

The solution to these problems of layered structures was 

the development of 3D fabric manufacturing processes 

which incorporated z-yarns in the thickness direction to 

bind the fabric layers and create a compact 3D structure 

which has good interlaminar strength and damage 

tolerance [1]. Moreover, 3D fabrics eliminate the labor-

intensive layering step in composite processing reducing 

the overall cost and allow net-shape manufacturing. For 

all these reasons, 3D textile-reinforced composite 

structures have been used in the aerospace industry 

since the 1960s. Nowadays 3D textile composites are 

used in various industries including aerospace, civil 

engineering, automotive, and sports [2]. 

 

In recent years, natural fibers have attracted 

considerable attention as composite reinforcement due 

to increased environmental concerns such as global 

warming and environmental pollution as well as 

economic reasons such as rising petroleum prices and 

depletion of fossil fuels. Natural bast fibers such as jute, 

hemp, flax, and kenaf are increasingly being used as 

reinforcement materials due to their low density and 

high strength/stiffness. Natural fibers are 

environmentally friendly, sustainable, renewable, and 

biodegradable [3-7]. Owing to these distinct advantages, 

natural fibers can compete with glass fibers in various 

composite applications [8-11]. 

 

A literature survey showed that the number of studies 

on the geometric parameters of 3D woven natural fiber 

fabrics is limited. This study aims to investigate the 

geometric characteristics of 3D woven jute preforms as 

a potential candidate as reinforcement in composites. 

For this purpose, non-interlaced and semi-interlaced 3D 

woven preforms with three different weave types were 

produced namely 3D orthogonal, 3D plain z-orthogonal, 

and 3D satin z-orthogonal. The effect of weave pattern 

and the number of layers on the geometric 

characteristics of the produced fabrics was investigated. 

For this purpose, yarn-yarn distances and density, yarn 

lengths, and yarn angles were measured. The results 

were evaluated taking into account the corresponding 

composite properties. 

 

2. Materials and Methods 

2.1. Materials Used 

 

3D weaving requires three yarn sets such as warp, 

filling and, z-yarns (through-the-thickness yarns). In this 

study jute yarns with a linear density of 250 tex were 

used as warp, filling and z-yarns to make 3D woven 

preforms. Jute yarns were provided by Erkollar Ltd. 

(Gaziantep, Turkey).  
 

 

 

2.2. 3D Woven Fabric Production 

 

An in-house developed 3D weaving apparatus was used 

to produce the 3D woven jute fabrics. Two main groups 

of fabrics were produced such as a) Non-interlaced 

orthogonal and b) Semi-interlaced orthogonal fabrics. In 

non-interlaced fabrics, warp, filling, and z-yarns run 

along the length (x-axis), width (y-axis) and thickness 

(z-axis) of the fabric respectively without making 

interlacements with other yarn sets (Figure 1(a) and 

2(a)). The production of this fabric requires six distinct 

steps such as warp let-off, 2D shedding, multilayer 

filling insertion, z-yarn insertion, beating, and fabric 

take-up [12]. Figure 3 shows 3D orthogonal weaving 

principle schematically.  The second group of 3D 

fabrics produced in this study i.e. semi-interlaced 

fabrics were produced using two distinct weave patterns 

such as plain-weave and satin-weave. These patterns 

were chosen due to the fact that plain-weave fabrics 

contain a large number of interlacements when 

compared to satin-weave making it easier to observe the 

effect of any geometrical differences on fabric 

properties. In these fabrics, warp and filling yarns make 

interlacements according to 1/1 plain (Figure 1(b), 2(b)) 

and 1/4 satin (Figure 1(c), 2(c)) weave patterns while z-

yarns run along the thickness of the fabrics between 

adjacent warp yarns without making any interlacements 

with other two yarn sets. Fabric production started with 

warp let-off. Then, z-yarns are divided into two groups, 

such that an odd number of yarns are laid in the +z 

direction while an even number of yarns are laid in –z 

direction. Then the filling yarn makes interlacements 

with warp yarns according to the weave pattern in every 

layer. Then z-yarns move in alternate directions to their 

first position such that an odd number of yarns are laid 

in the -z direction while an even number of yarns are 

laid in +z direction. This cycle of movements was 

repeated to make preforms. Two different number of 

layers such as 2 and 4 layers were used for the 

production of all the fabrics in this study. Table 1 lists 

the produced 3D fabric samples together with their 

sample codes. 

 

Table 1. Produced 3D fabric samples. 

 

Fabric Type 
Number 

of Layers 
Sample Code 

Orthogonal 

 

2 
3DWO 

4 

Semi-

interlaced 

Plain 
2 

3DWP-ZO 
4 

Satin 
2 

3DWS-ZO 
4 
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Figure 1. Two-layer fabric samples and their computer 

drawings (a) 3D orthogonal fabric; (b) 3D plain-weave 

z-orthogonal fabric; (c) 3D satin-weave z-orthogonal 

fabric. 

 

Figure 2. Four-layer fabric samples and their 

computer drawings (a) 3D orthogonal fabric; (b) 

3D plain-weave z-orthogonal fabric; (c) 3D satin-

weave z-orthogonal fabric. 

 

 

 

 
 

Figure 3. 3D orthogonal weaving principle [13]. 

 

 

 

2.3. Computer Modeling 

 

The produced fabric samples were modeled using NX-

Unigraphics 7.5 software to clearly demonstrate the 

yarn paths and interlacements in 3D structures and for 

future analysis. 

 

2.4. Determination of Fabric Dimensions 

 

In 3D woven fabrics, fabric length (Sl), width (Sw), and 

thickness (St) were measured. The fabric length was 

limited to 20 cm in all the fabrics. Figure 4 shows the 

fabric dimensions and yarn sets on actual fabric and 

computer model. 

 

 

 

 
 

Figure 4. Demonstration of the fabric dimensions and 

yarn sets on computer model and actual fabric sample. 
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2.5. Determination of Yarn-to-Yarn Distances and 

Yarn Density 

 

Yarn-to-yarn distances of adjacent yarns were measured 

on the 3D woven fabric samples. Warp-warp (w-w), 

filling-filling (f-f), and z-yarn-z-yarn (z-z) distances 

were measured on top side (x-y plane), side (x-z plane), 

and cross-section (y-z plane). Figure 5 highlights the 

yarn-to-yarn distances and other related parameters for 

measurements. 

 

Yarn density measurements were carried out for warp, 

filling, and z-yarns on top, side, and cross-section 

planes of the fabrics. The number of yarns in 5 cm was 

considered for yarn density measurements. 

 

 
 

Figure 5. The illustration of the parameters considered 

in yarn-to-yarn distance measurements. 

 

2.6. Determination of the Yarn Lengths 

 

Uncrimped yarn lengths were measured in 3D woven 

fabrics. In fabric structure, especially at the 

interlacement points, warp, filling, and z-yarns follow 

curved paths and the yarns become curved. This is 

referred to as the “yarn crimp”. The length of the path 

that warp, filling, and z-yarns follow in the fabric 

structure is hence called the “uncrimped yarn length”. In 

this study, guide yarns were used in order to be able to 

measure the uncrimped yarn lengths. First, the guide 

yarn was inserted in the structure following the exact 

same yarn path as the yarn (i.e. warp, filling or z-yarn) 

whose uncrimped length is to be measured. Then the 

ends of this guide yarn were marked before it is 

withdrawn from the structure.  

 

The distance between the markings on the straightened 

guide yarn gives the uncrimped yarn length. Uncrimped 

warp yarn length (lw), uncrimped filling yarn length (lf), 

and uncrimped z-yarn length (lz) were measured for all 

fabric types (Figure 6).  

 

 
 

Figure 6. Illustration of uncrimped warp, filing, and z-

yarn length on the computer model. 

 
2.7. Determination of the Yarn Angles 

 

The following yarn angle measurements were carried 

out in 3D woven fabric structures: 

 

a) The filling angle between the filling yarn and warp 

yarn in the fabric width direction (y-axis) (θf) (Figure 

7(a)) 

 

b) The filling trajectory angle between the filling yarn 

and z- yarn in the fabric thickness direction (z-axis) 

(θfz) (Figure 7(a)) 

 

c) The warp angle between the warp yarn and filling 

yarn in the fabric length direction (x-axis) (θw) (Figure 

7(b)) 

 

d) The warp trajectory angle between the warp yarn and 

z- yarn in the fabric thickness direction (z-axis) (θwz) 

(Figure 7(b)) 

 

e) The z-yarn angle between the z-yarn and warp yarn in 

the fabric length direction (x-axis) (θz) (Figure 8) 

 

f) The z-yarn trajectory angle between z-yarn and warp 

yarn in the thickness direction (z-axis) (θzw) (Figure 8) 

 

 
 

Figure 7. Demonstration of (a) θf and θfz angles (b) θw 

and θwz angles. 

 

 
 

Figure 8. Demonstration of θz and θzw angles. 
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3. Results and Discussion 

 

In the current study, the geometric characterization of 

3D woven jute fabrics was carried out for their possible 

application in fiber-reinforced composites. For this 

purpose, 3D orthogonal, 3D plain z-orthogonal, and 3D 

satin z-orthogonal woven fabrics were produced (Figure 

9). 

 

 

Figure 9. Fabric types produced in the current study. 

 

3.1. Yarn-to-Yarn Distances and Yarn Density 

 

Figure 10 shows the relation between the fabric type 

and the yarn-to-yarn distances measured on the fabric 

side (xz-plane). Filling-filling and z-yarn-z-yarn 

distances were found to be the same with each other and 

greater than the warp-warp distance. The number of 

layers did not have a significant effect on the yarn-to-

yarn distances. When the semi-interlaced fabrics were 

compared with the non-interlaced structures, filling-

filling and z-z yarn distances were found to be similar in 

satin-weave and non-interlaced orthogonal fabrics. In 

plain-weave fabrics, however, filling-filling and z-z 

yarn distances were found to be greater than other types 

of fabrics. This was attributed to relatively large number 

of warp-filling interlacements in plain-woven fabrics 

which prevent the adjacent filling yarns from 

approaching each other during the beat-up action. The 

same can be stated for the z-yarns. This effect was 

limited in satin-woven fabrics due to a smaller number 

of interlacement points in satin fabrics. Hence filling-

filling and z-z distances were similar to those of the 

non-interlaced fabrics. When composite properties are 

considered, directional fiber volume fractions in filling 

and z directions will be lower in semi-interlaced 

structures when compared to non-interlaced fabric 

composites. 

 

Figure 11 shows the relation between the fabric type 

and the yarn-to-yarn distances measured on the fabric 

cross section (yz-plane). Filling-filling, warp-warp and 

z-z distances measured on fabric cross section plane 

were in a narrow range of 0.2 to 0.6 cm. As the number 

of layers was increased, warp-warp distance was found 

to decrease. Warp-warp and filling-filling distances 

(distances between the adjacent layers) were lower in 

semi-interlaced structures due to the more compact 

nature of the fabrics resulting from a large number of 

interlacements. z-z distance increased as the number of 

layers was increased. On the other hand, z-z distances 

were greater in semi-interlaced structures. In these 

structures, warp- filling interlacement points prevent the 

adjacent z-yarns from approaching each other, thus 

increasing the z-z yarn distances. 

 

 
 

Figure 10. The relation between the fabric type and the 

yarn-to-yarn distances measured on the fabric side (xz-

plane). 

 

 

 
 

Figure 11. The relation between the fabric type and the 

yarn-to-yarn distances measured on the fabric cross 

section (yz-plane). 

 

Figure 12 shows the relation between the fabric type 

and the filling and z-yarn densities measured on the 
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fabric side (xz-plane). It was observed that the filling 

and z-yarn density values are very similar to each other.   

(Figure 12). Filling-filling and z-z yarn densities were 

lower in plain-weave semi-interlaced fabrics in line with 

the increment observed in filling-filling and z-z yarn 

distances in these structures. As explained above, warp-

filling interlacement points in plain-weave semi-

interlaced fabrics prevent the adjacent filling yarns from 

approaching each other, thus increasing the yarn-to-yarn 

distances and lowering the yarn density values. 

However, the effect of warp-filling interlacements was 

minimized in satin-weave semi-interlaced fabrics due to 

a lower number of warp-filling interlacements in satin 

structure. Accordingly, yarn density values were similar 

to those of the non-interlaced fabrics and higher than 

those of the plain-weave fabric samples. 

 

Figure 13 shows the relation between the fabric type 

and the warp and z-yarn densities measured on the 

fabric cross-section (yz-plane). Warp yarn density 

values were found to be twice as higher as the z-yan 

densities (Figure 13). This is an expected result because 

one z yarn is placed between two adjacent warp yarns 

when producing 3D fabric structures. The measured 

yarn densities are indicative of a successful 3D fabric 

weaving operation which resulted in uniform fabric 

structures.  In semi-interlaced fabrics, z-yarn densities 

were lower due to increasing z-z distance. z-directional 

fiber volume fraction in these structures should be 

expected to be lower. 

 

 
 

Figure 12. The relation between the fabric type and the 

filling and z-yarn densities measured on the fabric side 

(xz-plane). 

 

 
 

Figure 13. The relation between the fabric type and the 

warp and z-yarn densities measured on the fabric cross-

section (yz-plane). 

 

3.2. Yarn Lengths 

 

Table 2 shows the uncrimped warp yarn length (lw), 

filling yarn length (lf), and z-yarn length (lz). Figure 14 

shows the relation between the fabric types and various 

yarn lengths. Uncrimped warp and filling yarn lengths 

were greater in semi-interlaced plain and satin-woven 

fabrics when compared to non-interlaced structures. In 

non-interlaced fabric structure, warp and filling yarns 

run along x and y axes respectively without making any 

interlacements with other yarn sets and preserving their 

straight form. However, in semi-interlaced plain and 

satin fabrics, warp and filling yarns make interlacements 

with each other according to the weave pattern and 

become curved. Therefore, the uncrimped warp and 

filling yarn lengths are greater in semi-interlaced fabrics 

as expected. Uncrimped z-yarn lengths were found to be 

greater in plain-woven fabrics compared with satin-

weave due possibly to an increased number of yarn 

interlacements which increase the yarn crimp. 

 

Table 2. The uncrimped warp yarn length (lw), filling 

yarn length (lf), and z-yarn length (lz) in 3D fabrics. 

 

Sample 

code 

Num

of 

layers 

lw 

(/20 cm) 

lf 

(/9 cm) 

lz 

(cm) 

3DWO 
2 20.0 9.0 2.1 

4 20.0 9.0 2.5 

3DWP-

ZO 

2 21.1 9.6 2.3 

4 21.3 9.8 3.1 

3DWS-

ZO 

2 21.2 9.5 2.2 

4 21.3 9.6 2.7 
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Figure 14. The relation between the fabric types and 

various yarn lengths. 

 

3.3. Yarn Angles 

 

Figure 15 shows the relation between the fabric type 

and various yarn angles. ±θz angle was found to be 

greater compared with other angles (θw and θf). θz 

angle was found to be greater in non-interlaced 

orthogonal fabrics compared with semi-interlaced 

structures due to the fact that filling-filling and z-z yarn 

distances are greater in semi-interlaced structures. θz 

angle generally increases as the number of layers is 

increased. In non-interlaced fabrics, θf and θw angles 

are equal to 0˚ due to the fact that these fabric 

structures, warp and filling yarns run along x and y axes 

respectively without making any interlacements with 

other yarn sets and preserving their straight form. θw 

angle is greater in satin woven fabrics compared with 

the plain weave. This was attributed to the fact that 

filling-filling distance measured in xz plane is lower in 

satin woven fabrics compared with the plain-weave 

(Figure 10). θf angle was found to be greater in 2-layer 

satin fabrics when compared to 2-layer plain fabrics. 

However, the θf angle was greater in the case of 4-layer 

plain woven fabrics when compared to satin-weave. 

This result is also in parallel with yarn distances 

measured in the yz-plane (Figure 11). Accordingly, θf 

angle increases as the distance between the adjacent 

warp yarns measured in the yz plane decreases.  

 

It can be concluded that θf and θw angles are generally 

affected by weave pattern whereas θz angle is generally 

influenced by weaving operations such as warp let-off, 

multilayer filling insertion, and beat-up. 

 

  
 

Figure 15. The relation between the fabric type and 

various yarn angles. 

                         

4. Conclusion 

 

Mechanical properties of a composite material are 

dependent upon the fiber type, matrix type, fiber 

orientation/architecture, and fiber volume fraction. For 

3D textile reinforced composites, the weave pattern, 

number of layers, yarn angles and other parameters are 

the main factors determining the fiber orientation and 

architecture and hence the directional and overall fiber 

volume fractions. In this study, geometric 

characterization of 3D woven jute fabrics was carried 

out. For this purpose, two main types of 3D fabrics were 

produced such as non-interlaced and semi-interlaced 

fabrics. The semi-interlaced fabrics were produced 

using two different weave patterns such as plain and 

satin weave. Two different numbers of layers i.e. 2 and 

4 layers were used for all types of fabrics produced in 

the study.    

 

Yarn-to-yarn distances and yarn densities: Increasing 

the number of layers did not have a significant effect on 

yarn-to-yarn distances. Filling-filling and z-z yarn 

distances were found to be greater in plain-woven semi-

interlaced fabrics when compared to satin-weave semi-

interlaced fabrics and non-interlaced orthogonal fabrics 

due to a large number of interlacements in plain-weave 

structure. It can be expected that the filling and z-

directional fiber volume fractions would be lower in 

semi-interlaced fabric reinforced composite structures. 

Yarn density values were also found to be in parallel 

with the yarn-yarn distance results. 

 

Yarn lengths: The uncrimped warp and filling yarn 

lengths were greater in semi-interlaced plain and satin 

fabrics compared with those of non-interlaced 

structures. Uncrimped z-yarn lengths were greater in 

plain-woven fabrics when compared to the satin-weave 

due to larger number of yarn interlacements and hence 

the yarn curviness in plain-weave.  
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Yarn angles: z yarn angle was found to be greater than 

other angles. z yarn angle was greater in non-interlaced 

fabrics compared with semi-interlaced fabrics due to the 

fact that filling-filling and z-z yarn distances were 

greater in semi-interlaced fabrics. z yarn angle increased 

as the number of layers was increased for all fabric 

types. Warp yarn angle was greater in satin fabrics 

compared to plain-woven structures. Filling and warp 

angles are generally affected by weave pattern whereas 

z yarn angle is influenced by weaving operations such 

as warp let-off, multilayer filling insertion, and beat-up.         

The findings of this study will shed light on the effect of 

3D fabric type and geometry on the properties of natural 

fiber reinforced 3D woven composites. 
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Abstract 

 

Pipe flow problems are important in transportation of wastewater, oil lines and supply of water. In this 

study, a non-Newtonian fluid model is discussed and a CFD solution is presented for flow geometry. The 

effects on velocity, pressure, dynamic viscosity and cell Reynolds number are discussed for different 

parameters of flow inside the pipe. Power Law function is considered in the analyses. The velocity profile 

increased and get more parabolic distribution when flow behaviour index, n was increased. That supports 

lower pressure profile in the pipe flow. The lowest n value causes to increase the sensitivity for viscous 

effects. The increased flow consistency index, K causes to increase dynamic viscosity but decreases the 

Re number. Results are given in different graphs and contours. 

 

Keywords: non-Newtonian fluid, power law, CFD. 

 

1. Introduction 

 

Fluid flow in pipes is used in many areas of mechanical 

and civil engineering. Heating and cooling applications 

and fluid distribution networks can be cited as common 

usage areas for liquid and gas flow. Many fluids, 

especially liquids, are transported by circular pipes. The 

reason why circular pipes are used is that they can 

withstand large pressure differences between inside and 

outside without deterioration. 

 

Several researchers have analysed the problems of 

boundary layer flow of non-Newtonian fluids past 

different geometries in the past. [1-6]. 

 

Power-Law fluid model has been carried out by many 

scientists [7-13]. Gupta [14] carried out a new 

approximate solution for laminar flux of power-law 

fluid. Flow model is considered for pipe and straight 

channels. The results of different methods for pipe and 

channel flow are compared according to parameters 

such as pressure, velocity, and length of the boundary 

layer. Alexandrou et al. [15] have examined the steady 

state of the non-Newtonian fluid in the Herschhel-

Bulkley model by considering the expansion of the 

canal in three dimensions at different rates. 

 

 

Cebeci et al.[16] and Acrivos et al. [17] have compared 

laminar boundary layer of non-Newtonian fluid made 

by approximate solution of the equations by asymptotic 

method with numerical solution of the equations of 

power law flux. 

 

Hornbeck [18] worked laminar flow of a compressible 

fluid in the inlet of a pipe numerically and his numerical 

technique allows a closer approximation to the basic 

equations of fluid motion than has been possible in 

previous investigations. Yapıcı and Albayrak [19] 

studied the temperature distributions inside the pipe 

wall and fluid for uniform and non-uniform heat fluxes. 

Two different mean flow velocities are considered, and 

the stress distribution is presented inside the pipe wall. 

Yıldırım et al. [20] examined the wave motion at the 

interface of two fluids and investigated wavelength, 

wave number, frequency, amplitude, wave and growth 

rate in 2D numerical analysis, taking into account the 

Kelvin-Helmholtz (KH) type instability. 

 

Kırmızıgöl et al. [21] studied both steady-state and 

time-dependent (transient) computational fluid 

dynamics (CFD) analysis of the cooling channels and 

the die cooling system, both in conjugate and solid-only 

models, performed and compared the pipe flow part of 

the results with the available experimental data. 

mailto:pinar.cavdar@idu.edu.tr
https://orcid.org/0000-0002-5892-0075
https://orcid.org/0000-0002-1989-4759
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Sorgun et al. [22] analysed pipe roughness influences on 

frictional pressure losses of water with CFD. Batool and 

Nawaz [23] investigated thermal enhancement of non-

Newtonian fluid in micropolar fluid structures. The 

increased viscosity parameter shifted great vortices to 

the top wall. Mehryan et al. [24] studied melting process 

of a non-Newtonian fluid inside a metal foam and 

determined the effect of power-law index on melting 

process. Jamshidzadeh et al. [25] studied gas holdup 

conditions in mixer systems with non-Newtonian fluid. 

Khan et al. [26] used non-Newtonian Casson fluid to 

investigate y-shaped fin. Nguyen et al. [27] checked 

Boltzmann equation to simulate non-Newtonian flow 

using power law magnetic Reynolds number. Eberhard 

et al. [28] investigated non-Newtonian fluid in 

disordered porous structure with local viscosity effects. 

Studies on non-Newtonian fluids have made great 

improvements, especially in recent times. Since the 

working area of these fluids is quite wide. They vary for 

their characteristics and flow parameters. Studies can be 

experimental, theoretical or comparative. In this study, a 

numerical analysing method is used, and the results are 

compared. 

 

2. Materials and Methods 

 

A circular pipe having a diameter (D) of 0.1 m created. 

The length of pipe has 15D. A circular 2.5 mm thick 

obstacle is created 5D far away from the fluid inlet. The 

obstacle closes partially as a length of 40 mm. 

Computational fluid dynamics is used in the analyses. 

The isometric view of geometry is given in Figure 1.  

 

 

Figure 1. Isometric view of cylinder geometry (all 

dimensions are in m). 

 

A closer view of the CFD model is also illustrated. The 

prepared CFD model was checked with mesh 

independence test for maximum velocity in pipe for n=2 

and K=0.1 power law constants. The coarse and fine 

mesh variation was found at steady state approximately 

at 560,000 elements which total mesh quality was 

detected as 0.79. 

 

2.1. Modelling and Boundary Conditions 
 

Non-Newtonian fluid flow is analysed by considering 

Power Law function. Viscosity is the critical parameter 

and can vary with the flow conditions. The basic form 

of the shear stress (𝜏) is given in Eq (.2.1). 

𝜏 = 𝐾 × (
𝑑𝑢

𝑑𝑦
)
𝑛

   (2.1) 

K= flow consistency index 

n=flow behaviour index 
𝑑𝑢

𝑑𝑦
= shear rate 

 

Effect of n and K is investigated with a constant density 

of 1000 kg/m3. The inlet flow is selected as 0.01 m/s. 

Inside pipe surfaces are defined as wall. Laminar flow 

model is used with respect to non-Newtonian 

parameters and low inlet velocity.  

 

3. Results and Discussion 

 

 

 

 

 

Figure 2. Velocity contours of various “n” values with a 

constant value of K=0.1 

 

In Figure 2, the velocity contours are taken from a 

vertical section plane at the centre of pipe. The results 

show that the viscous flow dominantly interacts on the 

wall. As a result of the increased n coefficient, the low 

or zero velocity profile interacting with the wall is more 

common. It was determined that there is a dead flow 

zone at the front and rear of the obstacle. The dead flow 

zone is greater behind the obstacle. The flow velocity 

increases in the transition section due to the narrowing 

of the cross section. With the increasing number of n, 

the flow tended to accelerate and showed a more 

n=0.25 

n=0.5 

n=1 

n=2 

x 
5D 
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parabolic high velocity structure in the pipe centre. This 

situation is also seen at the entrance to the pipe. 

 

In Figure 3, velocity profile is given at 5D. There is no 

flow or velocity profile at the first 40 mm distance due 

to obstacle. That obstacle decreases the cross-section 

area of fluid pass and increases the velocity at the 

opened section. An asymmetrical velocity distribution 

profile is formed. Flow velocity profile is formed with a 

sharper and higher parabolic curve as a result of 

increasing n coefficient. 

 

 

Figure 3. Velocity profiles of various “n” values with a 

constant K value of 0.1 at 5D. 

 

In Figure 4, velocity profiles are given for n = 0.25, 0.5, 

1, 2. The flow has stabilized and shows a symmetrical 

distribution. This situation shows that the flow is not 

affected by the obstacle effect. As the value of n 

increases in the non-Newtonian fluid, the maximum 

velocity increases. 

 

 

Figure 4. Velocity profiles of various “n” values with a 

constant K value of 0.1 at 10D. 

 

When the results obtained along the whole channel in 

Figure 5 are examined, it is seen that the entire flow 

velocity increased as a result of the increasing n 

coefficient. There is an instantaneous speed jump at the 

point where the obstacle flow is located. Considering 

the results of this instant speed jump, the value of n = 2 

with the highest velocity and the value of n = 1 velocity 

reached the same value. The sudden increase in flow 

velocity has reached its former steady state one diameter 

ahead of the obstacle. 
 

 

Figure 5. Velocity profiles of various “n” values with a 

constant K value of 0.1 from inlet to outlet centre. 
 

In Fig. 6 the pressure profile is shown for different n 

coefficients. It was determined that the pressure 

decreased due to the increase in flow velocity after the 

obstacle. The lowest pressure profile is seen at n = 2 

where the velocity is the highest. There is about 2 times 

the difference between the highest and low pressures. 
 

 

Figure 6. Pressure profiles of various “n” values with a 

constant K value of 0.1 at 5D. 
 

 

Figure 7. Pressure profiles of various “n” values with a 

constant K value of 0.1 at 10D. 
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Figure 8 shows the pressure graph for different n 

coefficients along the length of the pipe. The graph 

starting with 3.5 Pa for the n=2 value entered the pipe 

with a pressure 2 times higher for the value n=0.25. 

Pressure drop is observed instantaneously at the point 

where the obstacle is located. At this point the velocity 

increased. 

 

 

Figure. 8. Pressure profiles of various “n” values with a 

constant K value of 0.1 from inlet to outlet centre. 

 

Figure 9 shows the effect of dynamic viscosity. The 

viscous effect behaved predominantly on the part of the 

wall with the obstacle. At n=1 and n=2, the wall 

interaction with dynamic viscous effect is not seen as 

dominant. 

 

 

Figure 9. Dynamic viscosity profiles of various “n” 

values with a constant K value of 0.1 at 5D. 

 

In Figure 10, the dynamic viscosity effect is shown at 

10D for the condition where the flow develops. For n = 

0.25 and n = 0.5, viscosity is effective. However, the 

dynamic viscosity value has decreased 3 times in the 

fluid that travels the distance between 5D and 10D. 

 

 

Figure 10. Dynamic viscosity profiles of various “n” 

values with a constant K value of 0.1 at 10D. 

 

 

Figure 11. Dynamic viscosity profiles of various “n” 

values with a constant K value of 0.1 from inlet to outlet 

centre. 

 

Figure 11 shows the dynamic viscosity change along the 

pipe. The dynamic viscosity effect varies significantly 

within the pipe for coefficients n = 0.25 and 0.5. 

Dynamic viscosity of n=0.25 behaves more precisely to 

intra-channel flow conditions. 

 

The cell Reynolds number is shown in Fig. 12. As a 

result of the effect of increasing speed and low dynamic 

viscosity, the Reynolds number reached the highest 

value at n=2. At n=0.25, it instantly increases the 

Reynolds number at the corner of the obstacle. It is a 

factor that the viscosity of n = 0.25 is higher than the 

other values of n coefficients. 
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Figure 12. Cell Reynolds number profiles of various 

“n” values with a constant K value of 0.1 at 5D. 

 

In Figure 13, in 10D, the Reynolds number increased at 

the centre when n=1 and n=2 coefficients are used. Bu 

However, in n = 0.25 and n = 0.5 results, Re in the 

centre line decreased. 

 

 

Figure 13. Cell Reynolds number profiles of various 

“n” values with a constant K value of 0.1 at 10D. 

 

 

Figure 14. Cell Reynolds number profiles of various 

“n” values with a constant K value of 0.1 from inlet to 

outlet centre. 

 

 

 

In Fig. 14, it is seen that the Re number is very 

dominantly high at n = 0.25. It was determined that the 

number of Re was low in the obstacle region. The Re 

number was more sensitive for n = 2. 

 

Effect of K on pressure is given in Fig. 15. Whole 

various K distributions are similar, only its value 

changes. It was observed that the pressure increased 

rapidly with the K coefficient and it was determined that 

the flow needed higher pressure under these conditions. 

Velocity profile and magnitude is not affected and same 

as the first contour profile in Fig. 2. 

 

 

K=0.1 

 

K=0.5 

 

K=1.0 

 

K=2.0 

 

Figure 15. Pressure contours of various “K” values with 

a constant value of n=0.25 

 

In Fig. 16, the effect of K coefficient is shown in the 

obstacle region. Pressure values increased with the 

increase of K. The corner of the barrier has a reduction 

effect. 

 

 

Figure 16. Pressure profiles of various “K” values with 

a constant n value of 0.25 at 5D. 
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Figure 17. Pressure profiles of various “K” values with 

a constant n value of 0.25 at 10D. 

 

Figure 17 shows the pressure values at 10D distance. 

The pressure, which is 56 Pa at K = 2, decreases as a 

result of the increase in the K value. 

 

The results of Fig. 18 show a high-pressure requirement 

for K = 2. The pressure of the flow decreases with the 

decrease of the K value. 

 

 

Figure 18. Pressure profiles of various “K” values with 

a constant n value of 0.25 from inlet to outlet centre. 

 

 
Figure 19. Dynamic viscosity profiles of various “K” 

values with a constant n value of 0.25 at 5D. 

 

 

The effect of K coefficient on dynamic viscosity is 

shown in the obstacle line in Fig. 19. An instantaneous 

great value was observed at the obstacle-wall corner 

where there was dead flow. Dynamic viscosity showed 

an unstable state. 

 

Figure 20 shows the effect of dynamic viscosity in the 

10D region. More stable results were obtained in this 

region where the barrier effect is not dominant. While 

the dynamic viscosity was above 300 Pa.s for the K = 2 

value, it decreased to 20 Pa.s for K = 0.1. 

 

 

Figure 20. Dynamic viscosity profiles of various “K” 

values with a constant n value of 0.25 at 10D. 

 

Figure 21 shows the dynamic viscosity effect along the 

entire pipeline. The dynamic viscosity was reduced in 

all K coefficient results due to the obstacle. The highest 

results were obtained at K = 2 and the lowest results at 

K = 0.1. 

 

 

Figure 21. Dynamic viscosity profiles of various “K” 

values with a constant n value of 0.25 from inlet to 

outlet centre. 

 

Re number results for different K coefficient are shown 

in Fig. 22. The highest results were obtained with a 

value of K = 0.1. The lowest result was obtained at K = 

2. 
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Figure 22. Cell Reynolds number profiles of various 

“K” values with a constant n value of 0.25 at 5D. 

 

Figure 23 shows the results of the Re number in the 

region of 10D. The increasing K number decreased the 

Re number. Results showed a wavy profile. The lowest 

values were observed in the centre of the pipe. Moderate 

results are seen near the pipe surface. The highest values 

were obtained between the wall and the pipe centre. 

 

 

Figure 23. Cell Reynolds number profiles of various 

“K” values with a constant n value of 0.25 at 10D. 

 

 

Figure 24. Cell Reynolds number profiles of various 

“K” values with a constant n value of 0.25 from inlet to 

outlet centre. 

 

Figure 24 shows the Re number along the entire pipe 

direction. With the decrease in the K number, there was 

an increase in the Re number. The Re number is 

determined as the highest in the front and rear of the 

obstacle. Some decrease in Re number was observed 

during the flow passing the obstacle. 

 

4. Conclusion 

 

Non-Newtonian flow analysis was carried out in a pipe 

with obstructed flow. The effect of different n and K 

coefficients was examined in the study using numerical 

analysis method. Results are shown in contours and 

graphics.  
 

In summary; 

While the number of K was constant, increasing the 

number of n caused the flow velocity to increase. 

As a result of the velocity increase, a more parabolic 

flow velocity profile was formed. 

Flow velocity of 0.01 m/s increased up to 0.023 m/s 

when n=0.25. 
 

At the moment of passing the obstacle, the velocity in 

front and back of the obstacle instantly decreased at n = 

2, and the other n values did not decrease. 
 

As a result of the increasing n value, a lower pressure 

profile has occurred in the pipe. This shows that flow 

can be achieved with a lower pressure. 
 

Dynamic viscosity effect was more dominant at n=0.25 

and n=0.5 coefficients. However, a lower Re number 

was obtained. 
 

Different K coefficients were examined for the n = 0.25 

coefficient, where the viscous flow exhibits a more 

sensitive state. 
 

With the increase of the K coefficient, higher-pressure 

values were obtained in the solutions. It appears that a 

higher pressure is required for the pipe flow. 
 

When K = 2, dynamic viscosity has the highest value. 

However, Re number was obtained as the lowest. 
 

While the Re number reached the highest value at the 

front and rear of the obstacle, a momentary decrease 

was observed in the area where the flow passed the 

obstacle. 
 

Throughout a diameter in front and behind the obstacle, 

this effect continues predominantly. 
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Abstract 

 

Identifying the authors of a given set of text is a well addressed and complicated task. It requires thorough 

knowledge of different authors’ writing styles and discriminating them. As the main contribution of this 

paper, we propose to perform this task using machine learning and deep learning methods, state-of-the-art 

algorithms, and methods used in numerous complex Natural Language Processing (NLP) problems. We 

used a text corpus of daily newspaper columns written by thirty authors to perform our experiments. The 

experimental results proved that document embeddings trained via neural network architecture achieve 

cutting edge accuracy in learning writing styles and identifying authors of given writings even though the 

dataset has a considerably unbalanced distribution. We represent our experimental results and outsource 

our codes for interested readers and natural language processing (NLP) enthusiasts as a GitHub 

repository. They can reproduce and confirm the results and modify them according to their own needs. 
 

Keywords: Natural Language Processing, Document Embeddings, Logistic Regression, Support Vector 

Machines, Author Identification. 

 

1. Introduction 

 

The rapid increase in the number of digital texts has 

triggered academic research to identify and verify the 

authors from a given set of a text corpus. By applying 

computational learning approaches, authors’ writing 

styles and their thematic interests can be captured with 

an accuracy comparable with human-level performance 

(HLP). For a predefined set of given authors, 

determining the most probable author for the given text 

is author identification [1] that can be considered as a 

multi-class text categorization problem from a machine 

learning (ML) and deep learning (DL) perspective [2]. 

The author identification is generally performed in a 

closed domain. However, the numbers of texts from 

selected authors do not always have to be balanced [3]. 

ML/DL based author identification can effectively be 

used in disputed authorship cases [4] and literary 

analysis studies [5]. Like in any other DL study, the 

heterogeneous distribution of sample data is a problem 

for author identification. This problem is addressed 

thoroughly in [6]. Despite the significant amount of 

work devoted to author identification of a text, 

researchers still struggle to deal with cross-domain texts 

and imbalanced datasets. 

 

 

 

One of the fundamental steps in author identifications is 

stylometry, which refers to discovering the most 

specific features representing an author’s writing 

characteristics [7]. Earlier approaches focused on 

generating metrics to describe function word or part-of-

speech frequencies to assess the vocabulary’s diversity. 

A detailed review of these approaches is represented in 

[8] to highlight the importance of extracting features.  

In this study, the author identification framework is 

proposed to generate a text’s specific features by 

combining ML and DL methods commonly used in 

natural language processing (NLP) literature. The 

author identification procedure is performed by 

discovering features, thematic interests, unique 

characteristics of an author, and writing styles. Most 

accurate results are achieved with Doc2Vec D-BOW 

[9,10] model with a C-SVC [11] classifier. 

 

The rest of the paper is organized as follows: Section 2 

describes the materials and methods applied for this 

study. Experiments and results are presented in Section 

3. Section 4, as the final section, conclusions and future 

research suggestions are given.  

 

 

mailto:sukruozan@adresgezgini.com
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https://orcid.org/0000-0002-7788-0478
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2. Materials and Methods 

2.1 Dataset 

 

A famous Turkish news portal, subsuming more than 50 

authors, has been scrutinized to build a corpus. The 

authors are of different ages, genders. Moreover, their 

writing themes are from different genres, such as 

politics, sports, health, and literature. We randomly 

picked 30 of the authors. Figure 1 shows the number of 

articles per author, which represents an unbalanced 

distribution. We intentionally kept the author names 

hidden and used numbers representing Author IDs. 

After selecting the authors, we scraped the website and 

gathered all of their articles labeled with author IDs. 

 

2.2 Data Preprocessing 

 

Data pre-processing is an essential step in NLP methods 

since it is vital to use clean text data that is free from 

characters and symbols that may introduce bias and 

errors during the learning process.  The data is scraped 

directly from the news portal website; hence, it has 

punctuation symbols and many HTML related tags. 

There are various text pre-processing methods, 

including but not limited to converting capital letters to 

lowercase letters (case folding), clearing symbols, and 

punctuation marks [12].  We used a 70-30 split scheme 

for training and validation data sets after the data pre-

processing operations.  

 

 

Figure 1. The number of articles per author can be seen in this figure. Authors’ names are intentionally hidden and 

represented as ID numbers. 

 

2.3 Doc2Vec  Embeddings 

 

Usage of using Doc2Vec for text classification tasks has 

gained well-deserved popularity in NLP literature. We 

used the Gensim [13] implementation of the Doc2Vec 

method [14]. The method can generate the same 

embedding sizes for input text with different sizes. The 

method relies on two main learning models: Distributed 

Memory (DM) and Distributed Bag of Words (D-

BOW). In our experiments, we used both models and 

compared their performances in the results section.  

 

2.3.1 Distributed Memory (DM) 

 

DM model, depicted in Figure 2a., has a similarity with 

the Skip-Gram method of Word2Vec [14]. The CBOW  
 

 

model can predict a center word based on the context 

words in a small neighborhood. DM uses a similar 

approach to randomly sample some context words from 

an article and predict a word using both the context 

words and the article ID. 

 

2.3.2 Distributed Bag of Words (D-BOW) 

 

D-BOW model, depicted in Figure 2b., uses the whole 

article as input and tries to predict consecutive Word 

chunks from the article having a meaningful context. 

One advantage of the D-BOW model is that it requires 

less memory during training time. Activation function 

weights are enough to be stored for D-BOW to operate. 
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Figure 2. a) Distributed Memory model, where classifier predicts a word as an output parameter and words 

concatenate as word vectors and paragraph vector. b) Distributed Bag of Words model, where paragraph vector is 

trained to predict the words inside a small window. 

 

2.4 Classifiers 

 

With either model, DM, and D-BOW, the Doc2Vec 

method generates a fixed-size embedding vector for 

each article. These vectors can capture the meaning, 

syntax, writing style, and other linguistic features of a 

given text in hyperdimensional space.   

 

Together with the author ID information, the 

embeddings can be used to train a classifier. In this 

study, we preferred two different classifiers. 

Conventionally logistic regression classifier (LRC) is a 

common choice for the classification of 

multidimensional data [15]. LRC is proven to be an 

adequate method, especially for binary classification 

problems where the number of classes is limited (i,.e. N 

= 2). On the other hand, our problem is a multi-class 

classification problem with 30 classes (i.e., N > 2). 

Multinomial logistic regression classifier MLRC [16] 

generalizes the binary classification idea of standard 

LRC to multi-class classification. Once the coefficients 

are determined after running the MLRC, the probability 

of predicting an author’s class can be done using 

Equation 2.1, where k is the class number, x is the 

embedding vector, and βk is the coefficient vector of 

class k. Hence, MLRC models the probability of a given 

data belonging to a class using log-likelihood estimation 

as given in Equation 2.1. 
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We used MLRC as our first classifier, and it achieved 

good accuracies on both training and validation datasets. 

However, we repeated our experiments also by using 

support vector machines (SVM) based classifier (C-

SVC) [11].  This classifier creates hyperplanes in a 

multidimensional space that can be efficient for 

classification and regression tasks.  

It finds the best hyperplane that demonstrates the largest 

segregation between the two classes. The error of this 

classifier is correlated with the size of the margin [11].  

C-SVC uses kernels with different mathematical 

models. For this study, we used the linear kernel, in 

Equation 2.2, where K is the kernel function, D is the 

decision function, yi, b, and αi are indicator vector, 

equation constant, and dual parameter, respectively.  C-

SVC classifier achieved even better results than MLRC,  
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2.5 F1 Score as an Accuracy Metric 

 

To better identify the algorithms’ classification 

accuracy, we calculated the F1 Score for each class. F1 

Score, which calculates harmonic mean between recall  
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and precision values, can be calculated using Equation 

2.4; in this equation, TP, FP, and FN represent true 

positive, false positive, and false negative values, 

respectively. Definition of Precision (Pr), Recall (Re) 

can be calculated using Equation 2.3. The F1-Average 

score can be calculated using Equation 2.5 for each 

class. In this equation, macro average values are 

represented with M. Hence, PM  and RM represent macro 

averaged precision and recall values.  

 

3 Results and Discussion 

 

From the NLP perspective, the classification task 

becomes challenging where the number of classes 

exceeds 20. Moreover, the data’s unbalanced nature 

makes it even harder for an ML/DL-based algorithm to 

achieve a good generalization for the whole dataset. In 

our study, we have both situations. 

 

We started our experiments with hyperparameter tuning 

of the Doc2Vec model. The parameters, which affect 

the result most are the embedding size and the number 

of epochs. By keeping the remaining model parameters 

constant, we tried different embedding sizes to detect 

the optimal size. The constant parameters and their 

default values can be seen in Table 1. We observed the 

classification accuracy in Table 2 after one epoch of 

training by trying different embedding sizes.  

 

Table 1. Constant Parameters for Doc2Vec Model 

Model 

Parameters* Value 
Model 

Parameter 
Value 

window 10 alpha 0.0061 

negative 5 Min_alpha 0.0001 

Min_count 1   
* Other model parameters set to default 

 

We used MLRC to calculate the training and validation 

accuracies. Since the number of classes is considerably 

high, we achieved the optimum result with a 500-

dimensional embedding size. We did not get a 

significant performance increase after 500. After fixing 

the embedding size to 500, we tried different epochs and 

different classifiers. The results of these experiments are 

given in Table 3. We further observed that both DM and 

D-BOW methods start to overfit after a few epochs. 

Hence, we limited the number of epochs to 10 for each 

experiment.  

 

As it can be interpreted by looking at Table 3., we 

achieved the best accuracies for the validation data set 

for 500-dimensional vector size at the 4th epoch of D-

BOW training using the C-SVC classifier.  It is also 

possible to grasp the success of this result by visually 

examining the embedding vectors. Since the 

embeddings are in hyperspace, we used the UMAP 

projection method [17] to visualize them in 2D. Figure 3 

shows how the embeddings belonging to seven of the 

authors are successfully clustered together. 

 

The overall clustering performance of the algorithm can 

also be shown with a confusion matrix. In Figure 4, the 

confusion matrix of the classification for 30 authors can 

be seen. The confusion matrix can also be used to 

calculate the F1 Score for each of the classes. In Table 

4., we listed the calculated F1 Score for each class. For 

authors 8 and 12, the worst classification results are 

achieved. These authors have significantly less number 

of articles compared with the remaining authors. 

However, we can also see that for another author 

(author 11) with few articles; high accuracy is achieved. 

When we closely examine these three authors, we saw 

that author 11 has a particular subject genre compared 

with the other authors. 

 

On the other hand, authors 8 and 12 mostly write 

interview articles where they mostly quote the person 

being interviewed, making it harder for the algorithm to 

learn and generalize for these specific authors. If we 

disregard authors 8 and 12 and only rely on the 

remaining 28 authors, the training and validation 

accuracies hit 1.00 and 0.97, respectively. F1 Scores and 

their weighted averages are found to be 0.98 and 0.97 

using Equation 2.3 - 2.5. 

 

 

Table 2. Train and Validation Accuracies for Vector Sizes 

 

 

Model D-BOW + MLRC DM + MLRC 

Accuracy Train Validation Train Validation 

5 0.7716 0.7453 0.6737 0.6704 

25 0.9777 0.9496 0.8602 0.8427 

50 0.9904 0.9503 0.9073 0.8823 

100 0.9951 0.9516 0.9392 0.9002 

300 0.9953 0.9596 0.9646 0.9209 

500 0.9936 0.9581 0.9626 0.9225 

1000 0.9891 0.9589 0.9555 0.9243 
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Table 3. This table shows the change in Training and Validation Accuracies for Different Doc2Vec Method and 

Classifier Combinations for different epoch numbers. All the model combinations tend to overfit the data after a few 

epochs of training. 

 

Table 4. D-BOW + C-SVC Pr, Re, F1 Score Results 

. 

 

 

 

 

 

 

 

 

Model D-BOW MLRC DM MLRC D-BOW C-SVC DM C-SVC 

Accuracy Train Validation Train Validation Train Validation Train Validation 

Epoch 1 0.9955 0.9601 0.9689 0.9272 0.9685 0.948 0.7968 0.7811 

Epoch 2 0.9996 0.9543 0.9966 0.9425 0.9937 0.9654 0.9615 0.9272 

Epoch 3 0.9999 0.9486 0.9998 0.9369 0.9967 0.9667 0.9836 0.9433 

Epoch 4 1 0.9519 1 0.9373 0.9975 0.9682 0.9894 0.9501 

Epoch 5 1 0.948 1 0.938 0.9968 0.9663 0.991 0.9484 

Epoch 6 1 0.9501 1 0.9386 0.9956 0.9669 0.9879 0.9507 

Epoch 7 1 0.9402 0.9977 0.8573 0.9927 0.9593 0.9555 0.8814 

Epoch 8 0.9995 0.9325 0.9651 0.7737 0.9842 0.9427 0.8669 0.7524 

Epoch 9 0.6226 0.4788 0.4 0.2454 0.5175 0.4487 0.2689 0.2314 

Epoch 10 0.5802 0.4945 0.7323 0.516 0.5367 0.4598 0.5871 0.4838 

Authors Precision Recall F1-Score #Articles Authors Precision Recall F1-Score #Articles 

1 0.97 0.99 0.98 514 16 0.91 0.92 0.91 390 

2 0.99 0.98 0.98 625 17 1.00 0.99 0.99 247 

3 0.98 1.00 0.99 653 18 0.97 0.98 0.97 237 

4 0.97 0.96 0.96 281 19 0.97 0.97 0.97 183 

5 0.98 1.00 0.99 562 20 0.95 0.95 0.95 293 

6 0.97 0.97 0.97 397 21 0.98 0.98 0.98 116 

7 0.97 0.97 0.97 645 22 0.99 0.98 0.98 329 

8 0.70 0.91 0.79 33 23 0.99 0.99 0.99 361 

9 0.98 0.95 0.97 264 24 0.99 0.97 0.98 159 

10 1.00 0.98 0.99 243 25 1.00 1.00 1.00 141 

11 0.96 0.82 0.89 33 26 0.98 0.98 0.98 462 

12 0.68 0.71 0.70 21 27 0.95 0.94 0.94 112 

13 0.86 0.92 0.88 226 28 0.95 0.99 0.97 389 

14 0.98 0.91 0.94 274 29 0.95 0.95 0.95 415 

15 0.98 0.86 0.91 162 30 0.98 0.97 0.97 354 

   Accuracy 0.97 0.97 0.97 9121    

   W. Avg 0.97 0.97 0.97 9121    
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Figure 3. 2D UMAP projection of the training data’s embedding vectors created with the best configuration in 

Table 3. For display purposes, we zoomed the area where the clusters of seven authors are visible together. 

 

Figure 4. Confusion Matrix of classification performed using the best configuration in Table 3 for 30 author classes’ 

validation data 

.

4 Conclusion 

 

For this study, we scraped 30.403 articles of randomly 

selected 30 different authors of a popular Turkish news 

portal. After the pre-processing of raw page source data, 

we obtained cleaned text for each article. After tagging 

each article with corresponding author IDs, we obtained 

our dataset. We used a 70-30 split scheme for training 

and validation data set. The data set is considerably 

unbalanced, i.e., the variance in the number of articles is 

high.  

 

The proposed algorithm mainly relies on the Doc2Vec 

method, which uses two different learning models: 

distributed memory and distributed bag of words. 

Regardless of the preferred model, this method 

generates a fixed size embedding vector for given texts 

of different sizes. We calculated the models’ training 

and validation accuracy at each training epoch after 

applying two different classifiers, MLRC and C-SVC. 

Each of the model and classifier combinations gave 

good accuracies comparable with HLP. Hence, it is 

possible to obtain deep features for author classification 

with the proposed solution methods. The method can 

detect possible plagiarisms in closed domains, such as a 

corpus of homework reports submitted by students.  

 

As future work, it is possible to train different 

convolutional neural networks similar to MGNC-CNN 

architecture in [18] using these deep feature 
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embeddings, which may yield good classification 

accuracies. The deep features can further be used to 

train recurrent generative adversarial networks [19], 

generating artificial texts that mimick the corresponding 

authors’ writing styles.  

 

We are outsourcing our code [20] for NLP researchers 

and enthusiasts to reproduce the reported results and use 

them in their research.  
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Abstract 
 

Plant diseases and pests cause yield and quality losses. It has great importance to detect plant diseases and 

pests quickly and with high accuracy in terms of preventing yield and quality losses. Plant disease and 

pest detection performed by plant protection experts through visual observation is a labor-intensive 

process with a high error rate. Developing effective, fast and highly successful computer-aided disease 

detection systems has become a necessity in terms of precision agriculture applications. In this study, 

well-known pre-trained convolutional neural network (CNN) models AlexNet, GoogLeNet and ResNet-

50 are used as feature extractors. In addition, a deep learning model that concatenate deep features 

extracted from 3 CNN models has been proposed. The deep features were used to train the support vector 

machine classifier. The proposed model was used to classify leaf images of tomato plant diseases and 

pests, which is a subset of open-access PlantVillage dataset consisting of a total of 18835 images 

belonging to 10 classes including a healthy one. Accuracy, precision, sensitivity and f-score performance 

metrics were used with the hold-out validation method in determining model performances. Experimental 

results show that the detection of tomato plant diseases and pests is possible using concatenated deep 

features with an overall accuracy rate of 96.99%. 

 

Keywords: convolutional neural networks, deep features extraction, deep learning, image 

classification, plant diseases and pests detection, precision agriculture. 

 

1. Introduction 

 

Tomato (Solanum lycopersicum) is one of the most 

widely cultivated agricultural products all over the 

world. As in all other agricultural products, one of the 

factors that negatively affect tomato cultivation is 

diseases and pests. Various diseases and pests cause 

yield and quality losses in crop production [1]. Early 

and accurate detection of diseases and pests is very 

important to prevent yield and quality losses. Plant 

disease and pest detection performed by visual 

observation by plant protection experts is a labor-

intensive process with a high error rate [2]. The 

development of effective, fast and highly successful 

computer-aided disease detection systems has become a 

necessity for precision agriculture applications. 

 

Remarkable progress has been made in plant disease 

and pest detection with studies based on traditional 

machine learning methods. Al-Hiary et al. [3] proposed 

a model for diagnosing 5 diseases that cause symptoms  
 

 

in leaves in different plant species. They segmented the 

images using Otsu thresholding and k-means clustering 

methods and extracted texture features. They used these 

features to feed artificial neural networks (ANN) 

classifiers. Dubey and Jalal [4] performed feature 

extraction from apple images segmented by the k-means 

clustering method using local binary pattern methods to 

detect 3 different apple fruit diseases. They classified 

the obtained features using a support vector machine 

(SVM). Singh and Misra [5] conducted a study to detect 

5 different diseases in 4 different plant species. They 

obtained the color co-occurrence matrix features from 

images that were segmented and enhanced with image 

processing techniques. According to their experimental 

results, they reported that the best performance was 

obtained with the SVM classifier. Success in traditional 

machine learning methods largely depends on the 

features used. Segmentation is required to extract the 

features. This situation necessitates that the work carried 

out with traditional machine learning methods should be 

under highly controlled conditions and limits the 

classification success achieved. 

mailto:yahyaaltuntas@gmail.com
https://orcid.org/0000-0002-7472-8251
https://orcid.org/0000-0002-7729-8322
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Deep learning refers to models that can learn the 

representations of data through multiple processing 

layers and thus perform end-to-end learning [6]. Thanks 

to deep learning, unlike traditional machine learning 

methods, learning from raw data can be performed 

without the need for feature extraction. In the literature, 

many studies have been conducted on the detection of 

plant diseases and pests based on deep learning [7, 8]. 

Mohanty et al. [1] retrained AlexNet and GoogLeNet 

pre-trained convolutional neural network (CNN) 

models, both from scratch and by fine-tuning. They 

reported that transfer learning provided faster converge 

on colored, gray-level and segmented images in their 

studies. Ferentinos [2] used deep learning methodology 

to identify plant diseases in his study on an open-access 

dataset containing 25 plant species and 58 plant-disease 

combinations. Although there are a limited number of 

studies on the detection of plant diseases and pests in 

more than one crop type, many studies have also been 

conducted on a single crop type such as apple [9], 

cucumber [10] and rice [11]. 

 

Fuentes et al. [12] proposed a deep learning-based 

approach to detect of tomato diseases and pests. They 

used a region-based CNN method to detect features on 

tomato leaf images. Durmuş et al. [13] retrained 

AlexNet and SquezeeNet pre-trained CNN models from 

scratch to detect tomato diseases and pests on the open-

access PlantVillage dataset. Sardoğan et al. [14] used 

500 healthy and infected tomato leaves from the 

PlantVillage dataset to detect 4 tomato diseases. They 

classified the features obtained from the fully connected 

layer of the proposed CNN architecture with the 

Learning Vector Quantization (LVQ) algorithm. 

Rangarajan et al. [15] fine-tuned both AlexNet and 

VGG16 pre-trained CNN models to detect of tomato 

plant diseases and pests. They analyzed both the role of 

the number of images and importance of 

hyperparameters in classification accuracy and 

execution time. Aversano et al. [16] fine-tuned the 

VGG19, Xception and ResNet-50 pre-trained CNN 

models for the detection of tomato diseases and pests.  

Agarwal et al. [17] proposed a CNN architecture 

consisting of 3 convolution and 3 max pooling layers 

followed by 2 fully connected layers for the detection of 

tomato diseases and pest. Saeed et al. [18] used tomato, 

corn and potato leaves images from the PlantVillage 

dataset to build an automated crop disease recognition 

system. They selected the deep features extracted from 

the fully connected layers 6 and 7 of the VGG19 pre-

trained CNN model using partial least squares (PLS) 

regression. They used selected deep features for model 

estimation using the ensemble baggage tree classifier. 

 

In this study, the effect of using pre-trained CNN 

models as feature extractors on success in detecting 

tomato diseases and pests has been investigated. For this 

purpose, well-known pre-trained CNN models AlexNet, 

GoogLeNet and ResNet-50 were used as feature 

extractors. In addition, deep features fusion was 

performed by concatenating the deep features obtained 

from 3 CNN models. The obtained deep features were 

used to train the SVM classifier. According to the 

results, all CNN models achieved high classification 

success in detecting tomato diseases and pests by deep 

feature extraction. Concatenated deep features, on the 

other hand, achieved the best classification performance 

with an overall accuracy of 96.99%. The results of the 

experiments conducted within the scope of the study 

were compared with each other and with related studies 

in the literature. 

 

The remaining of the paper is organized as follows: the 

materials and methods are given in Section 2. The 

experimental results are presented in Section 3. In 

Sections 4 and 5 discussion and conclusion remarks are 

given, respectively. 

 

2. Materials and Methods 

2.1. Dataset 

 

In this study, experiments have been carried out on 

diseased and healthy tomato leaf images, which is a 

subset of the open-access PlantVillage [19] dataset. 

 

Figure 1. Sample images in the dataset. 
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Since the link reported in the original article has been 

broken, the version republished by Geetharamani and 

Pandian [20] has been used. The dataset consists of 

18835 images belonging to 10 classes. Images are 256-

by-256 pixels resolution and colored. The image format 

is JPEG. The space occupied by the dataset in the disk is 

321 MB. 

 

Sample images from the dataset have been 

demonstrated in Figure 1. The sample images from left 

to right in the first row belong to bacterial spot, early 

blight, healthy, late blight, and leaf mold classes; the 

sample images in the second row belong to septoria leaf 

spot, spider mites, target spot, mosaic virus, and yellow 

leaf curl virus classes. 

 

AlexNet, GoogLeNet and ResNet-50 CNN models take 

input images with a resolution of 227-by-227, 224-by-

224 and 224-by-224 pixels respectively. For this reason, 

images have been resized to the specified resolutions. 

 

The hold-out validation method has been used to make a 

one-to-one comparison of the models applied within the 

scope of the study. For this purpose, the dataset has 

been divided into training and test groups at a ratio of 

4:1. All models have been trained with the same training 

images and tested with the same testing images. The 

classes of the dataset, the scientific names of the 

diseases, the class distribution of the samples, and the 

number of training and testing images are given in 

Table 1. 

 

2.2. Convolutional neural networks 

 

CNNs are deep learning models designed to 

automatically learn representations of data. A CNN 

architecture consists of two parts. The first part consists 

of convolution, activation and pooling layers where 

discriminative features of data is learned, the second 

part consists of fully connected layers and softmax layer 

where the learned features are classified [6]. 

 

Thanks to the filters in the convolution layer, the 

interrelated spatial dependencies of the data are 

discovered. Filter weights are shared. In this way, it 

does not affect learning where the same discriminative 

feature in different locations of the input data [21]. As a 

result of the convolution process, the weighted sum of 

inputs is obtained. This layer is followed by an 

activation layer to get rid of linear dependencies. 

Although there are different activation functions such as 

hyperbolic tangent and sigmoid, the most preferred 

activation function is the Rectified Linear Unit (ReLU). 

ReLU activation function sets negative values to 0. 

Feature maps are obtained in this layer. Next comes the 

pooling layer to shrink in size, without losing valuable 

information in the data. A maximum or average pooling 

can be done. Convolution operations are repeated one 

after another depending on the hyper-parameter values 

such as input size, filter size, stride and padding. 

Ultimately, it is transferred to the fully connected layer. 

The purpose of this layer is to flatten the learned 

features. Depending on the architecture, there may be 

one or more fully connected layers. Then the last fully 

connected layer is passed to a softmax layer. Finally, the 

model estimation is made by performing class 

probability calculations of the features learned with the 

softmax layer. There are as many outputs as the number 

of classes in the problem addressed in the last fully 

connected layer. 

 

2.3. Deep feature extraction and proposed model 

 

Deep feature extraction is a transfer learning approach 

to employ a pre-trained CNN model for a similar task. 

Deep feature extraction is to use a pre-trained CNN 

model as a feature extractor. In this approach, the model 

parameters (weights) are used without fine-tuning [22]. 

Table 1. Details of classes in the dataset 

Class Name Disease Scientific Name 
Images (Number) 

Training Test Total 

Bacterial spot Xanthomonas campestris pv. vesicatoria 1703 424 2127 

Early blight Alternaria solani 800 200 1000 

Healthy - 1273 318 1591 

Late blight Phytophthora infestans 1528 381 1909 

Leaf mold Fulvia fulva 800 200 1000 

Septoria leaf spot Septoria lycopersici 1417 354 1771 

Spider mites Tetranychus urticae 1342 334 1676 

Target spot Corynespora cassiicola 1124 280 1404 

ToMV Tomato mosaic virus (ToMV) 800 200 1000 

TYLCV Begomovirus (Fam. Geminiviridae) 4287 1070 5357 

 Total 15074 3761 18835 

TYLCV: Tomato yellow leaf curl virus 
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Then a classification algorithm such as SVM is used for 

the new classification task [23]. In this approach, the 

pre-trained CNN model is employed as part of the 

solution of the new task using as a feature extractor. 

 

In the deep feature extraction approach, deep features 

can be obtained from any layer of a pre-trained CNN 

model. However, common usage is to extract deep 

features from the last fully connected layer. In this 

study, the last fully connected layers of AlexNet, 

GoogLeNet and ResNet-50 CNN models are used to 

extract the deep features. In addition, a deep learning 

model that concatenate deep features obtained from 3 

CNN models has been proposed to increase prediction 

performance. Overall structure of the proposed model is 

shown in Figure 2. 

 

The pre-trained CNN models used in the study are 

briefly introduced below. AlexNet [24] is one of the 

pioneering CNN architecture. AlexNet has a simple 

architecture that consists of 5 convolution layers, and 3 

fully connected layers. 

 

GoogLeNet [25] is a 22 layer CNN architecture that's a 

variant of the inception network. The most important 

properties of GoogLeNet architecture is the use of the 

inception module. The module simply provides a direct 

link between multiple different layers. This increases 

network complexity while keeping the computing cost 

at the same level. 

 

 

ResNet-50 [26] architecture consists of 50 layers. 

ResNet-50 is different from other architectures with its 

micro-architecture module structure. In architecture, it 

may be preferred to switch to the lower layer by 

ignoring the change between some layers. In ResNet 

architecture, the performance rate has been increased by 

allowing transition operations between blocks with this 

structure. 

 

2.4. Support vector machines 

 

The deep feature extraction approach requires a 

classifier method to be trained with the extracted deep 

features. In this study, SVM proposed by Vapnik [27] 

was used as a classifier. It has been reported that the 

SVM classifier shows superior performance in different 

agricultural image classification problems [28]. 

 

The basic principle in solving a classification problem 

with SVM is to determine a hyperplane that divides 

samples belonging to two classes optimally from each 

other. The formula for the output of a linear SVM is 

given in Equation (2.1), where �⃗⃗�  is the normal vector to 

the hyperplane and 𝑥 ⃗⃗⃗   is the input vector. Maximizing 

margins can be defined as an optimization problem: 

minimize Equation (2.2) subject to Equation (2.3) where 

𝑦𝑖  and 𝑥 ⃗⃗⃗  𝑖 are the correct output of the SVM and the 

input vector for ith training sample, respectively [29]. 

 

 

 
 

Figure 2. Overall structure of the proposed model 
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𝑢 = �⃗⃗� ⋅  𝑥 ⃗⃗⃗  − 𝑏 (2.1) 

 

1

2
 ‖ �⃗⃗�  ‖2 (2.2) 

 

𝑦𝑖(�⃗⃗� ⋅  𝑥 ⃗⃗⃗  𝑖 − 𝑏) ≥ 1, ∀𝑖 (2.3) 

 

SVM is a binary classifier defined to separate only 2 

classes and do not support for multi-class classification 

problems. One strategy for multi-class classification 

with SVMs is to create a one-to-one set of classifiers 

and predict the class chosen by the majority of 

classifiers [30]. While this enables creating classifiers 

𝐾(𝐾 − 1)/2 for the classification problem with K 

classes, the training time of the classifiers may be 

reduced as the training data set for each classifier will 

be smaller. 

 

3. Results 

 

In this study, the deep feature extraction method, which 

is a transfer learning approach employing pre-trained 

CNN models as feature extractors, was used for the 

detection of tomato plant diseases and pests. The deep 

features were obtained from the last fully connected 

layers of AlexNet, GoogLeNet and ResNet-50 named 

FC-8, Loss-3 and FC-1000, respectively. In addition, a 

deep learning model that concatenate 1000 deep 

features obtained from each of the 3 CNN models 

proposed to increase predictive performance. Obtained 

deep features were used to train the SVM classifier. In 

the configuration of the SVM, all parameters are used in 

default configurations. Experimental studies were 

carried out on a computer with i5-8250U CPU, 8 GB 

RAM, 2 GB GPU, 256 SSD HDD hardware 

specifications. All experimental studies were 

implemented in MATLAB 2019b programming 

environment. 

 

Since there is a sufficient number of images in the 

dataset, the hold-out validation method was used to 

make a one-to-one comparison of the models.  For this 

purpose, the dataset was divided into training and test 

groups at a ratio of 4:1. Accuracy (Acc.), precision 

(Pre.), sensitivity (Sen.) and f-score performance 

metrics were calculated for comparison of model 

performances. These performance metrics are calculated 

with the indices true positive (TP), false negative (FN), 

false positive (FP), and true negative (TN) obtained 

from the confusion matrix. The mathematical equations 

of performance metrics used in comparing models are as 

follows: 

 

𝐴𝑐𝑐. =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
 (3.1) 

 

𝑃𝑟𝑒. =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (3.2) 

 

𝑆𝑒𝑛. =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3.3) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (3.4) 

In multi-class classification problems, confusion matrix 

indices and performance metrics are calculated 

separately for each class. For the class for which 

performance metrics are calculated, samples belonging 

to that class are considered positive and all other 

samples are considered negative. Then, TP, FN, FP, and 

TN indices are calculated according to the predictions of 

the model for the samples treated as positive and 

negative. 

 

While TP, FN, FP, and TN values are calculated for the 

Healthy class, samples labeled as Healthy in the dataset 

are considered positive and all other samples are 

considered negative. The number of positive samples in 

the test set, which are predicted as Healthy by the 

model, gives the TP value. The number of positive 

samples in the test set that are not predicted as Healthy 

by the model gives the FN value. The number of 

negative samples in the test set that are predicted as 

Healthy by the model gives the FP value. The number 

of negative samples in the test set that are not predicted 

as Healthy by the model gives the TN value. 

 

That is, all samples except the class whose confusion 

matrix indices are calculated are considered negative 

and are named TN regardless of whether they are 

correctly predicted in their own class. This situation 

causes high accuracy and sensitivity values. 

 

In multi-class classification problems, the overall 

accuracy metric is also used to measure the overall 

performance of the model. This metric gives us the ratio 

of the number of correct predictions of the model to the 

total number of predictions. It is calculated as follows. 
  

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐴𝑐𝑐. =
∑ 𝑇𝑃𝑖

𝑁
𝑖=1

∑ (𝑇𝑃𝑖 + 𝐹𝑃𝑖)
𝑁
𝑖=1

 (3.5) 

 

In the formula, N refers to the number of classes. TPi 

and FPi show the correct and incorrect prediction 

numbers of the ith class respectively. 

 

The classification results are given in Table 2. The 

values given in the table are confusion matrix (TP, FN, 

FP, and TN), Acc., Pre., Sen., F-Score (F-scr), and 

overall accuracy (Overall Acc.).  
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According to the experimental results, the overall 

accuracy rates obtained by classifying the deep features 

extracted from the last fully connected layers of 

AlexNet, GoogLeNet and ResNet-50 pre-trained CNN 

models with SVM classifier are 92.18%, 89.31% and 

96.96%, respectively. According to the experimental 

results, all CNN models used within the scope of the 

study showed superior classification performance. 

However, the best performance has been achieved by 

using concatenating deep features with an overall 

accuracy rate of 96.99%. This overall accuracy rate is 

better than all CNN models individually. 

 

The time taken to extract deep features for 3761 test 

images and store the resulting deep feature vectors on 

disk as a separate file was measured as 14 minutes 58 

seconds, 20 minutes 19 seconds, and 50 minutes 33 

seconds for AlexNet, GoogLeNet and ResNet-50 

models, respectively. Experimental results show that 

deep feature extraction process from CNN models with 

a high number of layers requires more time. 

 

 

 

 

 

Table 2. Classification results 

Pre-trained 

CNN Model 
Class TP FN FP TN 

Acc. 

(%) 
Pre. Sen. F-Scr 

Overall 

Acc. (%) 

AlexNet 

Bacterial spot 403 18 21 3319 98.96 0.957 0.993 0.953 

92.18 

Early blight 153 50 47 3511 97.42 0.753 0.986 0.759 

Healthy 304 11 14 3432 99.33 0.965 0.995 0.960 

Late blight 348 38 33 3342 98.11 0.901 0.990 0.907 

Leaf mold 168 23 32 3538 98.53 0.879 0.991 0.859 

Sep. leaf spot 324 39 30 3368 98.16 0.892 0.991 0.903 

Spider mites 295 39 39 3388 97.92 0.883 0.988 0.883 

Target spot 242 55 38 3426 97.52 0.814 0.989 0.838 

ToMV 186 6 14 3555 99.46 0.968 0.996 0.948 

TYLCV 1044 15 26 2676 98.90 0.985 0.990 0.980 

GoogLeNet 

Bacterial spot 390 37 34 3300 98.11 0.913 0.989 0.916 

89.31 

Early blight 142 67 58 3494 96.67 0.679 0.983 0.694 

Healthy 300 16 18 3427 99.09 0.949 0.994 0.946 

Late blight 329 41 52 3339 97.52 0.889 0.984 0.876 

Leaf mold 168 29 32 3532 98.37 0.852 0.991 0.846 

Sep. leaf spot 294 66 60 3341 96.64 0.816 0.982 0.823 

Spider mites 289 49 45 3378 97.50 0.855 0.986 0.860 

Target spot 227 57 53 3424 97.07 0.799 0.984 0.804 

ToMV 181 12 19 3549 99.17 0.937 0.994 0.921 

TYLCV 1039 28 31 2663 98.43 0.973 0.988 0.972 

ResNet-50 

Bacterial spot 414 7 10 3330 99.54 0.983 0.997 0.979 

96.96 

Early blight 173 20 27 3541 98.75 0.896 0.992 0.880 

Healthy 313 3 5 3440 99.78 0.990 0.998 0.987 

Late blight 368 21 13 3359 99.09 0.946 0.996 0.995 

Leaf mold 193 6 7 3555 99.65 0.969 0.998 0.967 

Sep. leaf spot 344 10 10 3397 99.46 0.971 0.997 0.971 

Spider mites 324 21 10 3406 99.17 0.939 0.997 0.954 

Target spot 259 18 21 3463 98.96 0.935 0.993 0.929 

ToMV 194 3 6 3558 99.76 0.984 0.998 0.977 

TYLCV 1065 5 5 2686 99.73 0.995 0.998 0.995 

Concatenated 

Deep 

Features 

Bacterial spot 419 4 5 3333 99.76 0.990 0.998 0.989 

96.99 

Early blight 175 22 25 3539 98.75 0.888 0.992 0.881 

Healthy 312 5 6 3438 99.70 0.984 0.998 0.982 

Late blight 366 15 15 3365 99.20 0.960 0.995 0.960 

Leaf mold 188 8 12 3553 99.46 0.959 0.996 0.949 

Sep. leaf spot 345 16 9 3391 99.33 0.955 0.997 0.965 

Spider mites 326 14 8 3413 99.41 0.958 0.997 0.967 

Target spot 260 18 20 3463 98.98 0.935 0.994 0.931 

ToMV 196 6 4 3555 99.73 0.970 0.998 0.975 

TYLCV 1061 5 9 2686 99.62 0.995 0.996 0.993 
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4. Discussion  

 

The number of classes dealt with in the related studies is 

not equal. Sardoğan et al. [14] conducted a study with a 

total of 5 classes, including 4 diseases and 1 healthy 

class. Rangarajan et al. [15] conducted a study with a 

total of 7 classes, including 6 diseases and 1 healthy 

class. In other related studies, 10 classes, including 9 

diseases and 1 healthy class were conducted. Since test 

samples are not pre-defined in the PlantVillage dataset, 

the test samples used in related studies are not the same. 

Also, the number of test samples used is not equal. 

Sardoğan et al. [14] in their work with a total of 500 

images, they used 400 images for training and 100 

images for testing. Agarwal et al. [17] in their work with 

a total of 17500 images, they used 10000 images for 

training, 7000 images for validation and 500 images for 

testing. A one-to-one comparison among the related 

studies is not feasible due to the reasons explained 

above. Nevertheless, we present a comparison in Table 

3 considering several criteria, such as the number of 

classes, methods, and overall accuracy rates. 

 

5. Conclusion 

 

In this study, the possibilities of detecting tomato plant 

diseases and pests by deep feature extraction were 

investigated. For this purpose, well-known pre-trained 

CNN models AlexNet, GoogLeNet, and ResNet-50 

were used as feature extractors. 1000 deep features 

obtained from the last fully connected layers of CNN 

models were used to train the SVM classifier. In 

addition, a deep learning model that concatenate 1000 

deep features obtained from each of the 3 CNN models 

proposed to increase predictive performance. According 

to the experimental results, while superior classification 

performance was obtained with deep features extracted 

from all CNN models, the best result was obtained with 

the concatenated deep features. The reason for this is 

considered to be the result of CNN models with 

different architectures discovering different 

discriminative features. 

 

In future studies, it is aimed to increase the 

classification performance with different fusion 

methods. In addition, the performance of the models to 

be developed on field condition images will be 

evaluated. 
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Abstract 

 

Systems of first order differential equations have been arisen in science and engineering. Specially, the 

systems of normalized linear differential equations appear in differential geometry and kinematics 

problems. Since it is difficult to find solutions to these equations analytically, numerical methods are 

needed for the approximate solutions. In this study, we find the approximate solutions of the Frenet-Like 

system with variable coefficients upon the initial conditions by means of a matrix method related to the 

truncated Bernoulli series. This method transforms the mentioned problem into a system of algebraic 

equations by using the matrix relations and collocation points; so, the required results along with the 

solutions are obtained and the usability of the method is discussed. 

 

Keywords: Approximate Solutions, Bernoulli polynomials and series, Curves of constant breadth, 

Matrix Methods, Systems of first order differential equations. 

 

1. Introduction 

 

The systems of differential equations in the normal form 

usually appear in the concept of differential geometry. 

For instance, a system of differential equations 

characterizing 4E  spherical curves can be given as 
 

        , , ,
d df dg

f g f
ds ds ds


   = = − + = −                 (1) 

 

where s  is arc parameter, ( ) ( )1/s s =  is curvature 

diameter; ,   and   are curvatures and, ( )f s  and 

( )g s  are in the class of 
2C [1,2]. 

The system charactering curves of constant breadth are 

the same type and can be given as 

 

     
d

d





=  , 

d

d


 


= − +  , ,

d

d





= −            (2) 

where ( ) ( )
0

s

s s ds =   and ( )  , ( )   and ( )   

are the coefficients of the curve [3,4]. 

Besides, the well known Serret-Frenet Equations 

dt
n

ds
=  , 

2

dn
t b

ds
 = − +  , 

2 ,
db

n
ds

= −  

 

lead us to the system of differential equations [5,6]: 

      1

2

d

ds


=  , 2

1 3

d

ds


 = − + , 3

2 ,
d

ds


= −         (3) 

where 1  and 2  are Euclidean curvatures. The 

solution of this system also gives as a criterian for 

periodicity of a space curve. Since the normal systems 

(1), (2) and (3) same type, it is possible to form them as 

                        

( ) ( )

( ) ( ) ( ) ( )

( ) ( )

1
2

2
1 3

3
2

.

dy
a x y x

dx

dy
a x y x b x y x

dx

dy
b x y x

dx


= 




= − + 



= − 


      (4) 

 

Also the normal system is obtained as 

 

                          

1 1 2 2

1
1

2
2

,

dT
k N k N

ds

dN
k T

ds

dN
k T

ds


= + 




= − 



= − 


                           (5) 

where 
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( )1 cosk  =  , ( )2 sink  =  and T T= , 

1 cos sinN N B = − , 2 sin cosN N B = −  for the 

Bishop frame. It can be shown that  

 

( ) 2 2

1 2s k k = + , ( ) 2

1

arctan
k

s
k


 

=  
 

 and 

( )
( )d s

s
s


 = −  [7]. 

These type systems given in (4) and  (5) which are 

called Frenet-Like system is a class of linear differential 

equations in normal form 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

1
11 1 12 2 13 3 1

2
21 1 22 2 23 3 2

3
31 1 32 2 33 3 3

,

dy
P s y s P s y s P s y s g s

ds

dy
P s y s P s y s P s y s g s

ds

dy
P s y s P s y s P s y s g s

ds


= + + + 




= + + + 



= + + + 


 (6) 

or briefly  

( ) ( ) ( )
3

1

j

jk k j

k

dy
P s y s g s

ds =

= + + ;          1,2,3j =  

where ( )kjP s  and ( )g s  are functions on interval 

0 a s b    . 

 

In this study, we have developed a method based on 

Bernoulli polynomials to solve system of linear 

differential equations. Also this method has been used 

to solve high-order linear differential-difference 

equations, linear delay difference equations with 

variable coefficients and mixed linear Fredholm integro-

differential-difference equations, hyperbolic partial 

differential equations, Helmholtz equations and general 

functional integro-differential equations with hybrid 

delays [8-13]. Also many numerical methods have been 

developed to solve similar equation models [14-20].  

We firstly consider the system of differential equations 

in normal form (6) with the initial conditions 

 

      ( ) ( ) ( )1 1 2 2 3 3, , ;0 .y a y a y a a s b  = = =             (7) 

A matrix method is developed to find the approximate 

solution set in the truncated Bernoulli series form 

              ( ) ( )
0

; 0
N

j jn n

n

y s a B s a s b
=

=    ,              (8) 

where jna , 1, 2,3j =  are unknown Bernoulli 

coefficients, j , 1, 2,3j =  are the given real constants 

and ( )nB s , 0,1,.., .n N=  Bernoulli polynomials are 

defined by [21] 

( )

01 !

xt

n n

t
n

B xte
t

e n



=

=
−

  

or 

                       
0

( ) ; (0).
n

n r

n r r r

r

n
B x b x b B

r

−

=

 
= = 

 
              (9) 

 

Also, an explicit formula for the Bernoulli polynomials 

is given by 

 

                          ( ) ( )1 ,n nB s nB s−
 =                             (10) 

where ( )0 1B s =  , ( )0 1B s = , ( )1

1

2
B s s= − , ( )1 1B s =  

 

2. Fundamental matrix relations and Bernoulli 

matrix method 

 

In this section, a new matrix technique is devoloped by 

considering Taylor and Bernoulli collocation methods 

[22-23] to obtain the approximate solution of the system 

(6) under the condition (7). For this aim, we compose 

the matrix form of (6), (7) and (8); firstly the matrix 

form of (6) can be expressed as  

 

        ( ) ( ) ( ) ( ); 0 ,Y s P s Y s G s a s b = +              (11) 

where 
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1

2

3

y s

Y s y s

y s
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( )
( )
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1

2

3

g s

G s g s

g s
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. 

 

Then the matrix form of (8) can be written as 

 

                 ( ) ( )j jy s B s A= , ( )1,2,3 ,j =                  (12) 

where 

( ) ( ) ( ) ( )0 1 NB s B s B s B s =   , 

( )0 1 2

T

j j j j jNA a a a a s =   . 

 

Also by using the expressions (10) and (12), we have 

the matrix form  

               
( ) ( )

( ) ( ); 1,2,3 ,

j j

j

y s B s A

B s DA j

 =

= =
         (13) 

where 

0 1 0 0

0 0 2 0

0 0 0 0 N

0 0 0 0 0

 
 
 
 =
 
 
 
 

D  . 

By using the matrix relations (12) and (13) into the 

matrices ( )Y s  and ( )Y s , the following matrix forms 

are obtained as 
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( )
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( )
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where 

( )
( )

( )
( )

0 0

0 0

0 0

B s

B s B s

B s

 
 

=  
 
 

 , 

( )
( )

( )
( )

0 0

0 0 ,

0 0

B s D

B s D B s D

B s D

 
 

=  
 
 

 

1

2

3

A

A A

A

 
 

=
 
  

, 

0

1

j

j

j

jN

a

a
A

a

 
 
 =
 
 
  

 , 1, 2,3j = . 

By substituting the collocation points defined by 

( ), 0,1,...,i

b a
s a i i N

N

−
= + = , 

into Eq. (11) along with (14), we gain the system of 

matrix equations  

( ) ( ) ( ) ( )i i i iY s P s Y s G s = +  , ( )0,1,..., ,i N=  

or briefly, the fundamental matrix equation 

          ( ) ,Y PY G BD PB A G = +  − =          (15) 

where 

( )
( )

( )

( )
( )

( )

0 0

0 1

0 0

0 0
, ,

0 0 N N

P s G s

P s G s
P G

P s G s

   
   
   = =
   
   
      

 

( )
( )

( )

( )
( )

( )

0 0

1 1
,

N N

Y s B s A

Y s B s A
Y BA

Y s B s A

  
  
  = = =
  
  
     

 

( )

( )
( )

( )

( )

( )

( )

00

1 1 .

N
N

B s DAY s

Y s B s DA
Y s BDA

Y s B s DA

  
  

    = = =  
  
      

 

In Eq. (13), the full dimensions of the matrices 

, , ,BD P B A , and G  are ( ) ( )3 1 3 1 ,N N+  +

( ) ( ) ( ) ( )3 1 3 1 ,3 1 3 1N N N N+  + +  + , ( )3 1 1N +   and 

( )3 1 1N +  , respectively. 

The fundamental matrix equation (15) corresponding to 

Eq. (4) can be written in the compact form 

                        WA G=  or  ; ,W G                            (16) 

where 

pqW BD PB w = − =    ; ( ), 1,2,...,3 1 .p q N= +  

The matrix equation (16) corresponds to a system of a 

linear algebraic equations in ( )3 1N +  unknown 

Bernoulli coefficients. 

 

By using the initial conditions defined by (7) and the 

matrix relation ( )Y s  in (14), we obtain the matrix form 

for the conditions as 

                    ( ) ( ); ,B a A B a  =                        (17) 

where 

( )
( )

( )
( )

0 0

0 0

0 0

B a

B a B a

B a

 
 

=  
 
 

 , 

1

2

3



 



 
 

=
 
  

. 

Consequently, we obtain the new following augmented 

matrix for the problem (6)-(7) by replacing the row 

matrices (17) with the rows involving the coefficients 

10 20,a a  and 30a  of the matrix (16): 

                           ;W G 
 

  or WA G= .                      (18) 

If rank W = rank   =
 
W;G N+1, the unknown 

Bernoulli coefficient matrix can be written as 

( )
-1

A = W G  and the approximate solution in the 

Bernoulli matrix form is obtained as 

( ) ( ) ,Y s B s A=  

or 

( ) ( )
0

N

j jn n

n

y s a B s
=

  . 

3. Results and Discussion 

 

In this section two examples are given to demonstrate 

the applicability of this method. These examples have 

been calculated by using Matlab.  

Example 1. Consider the system of first-order linear 

differential equations 

      

( )

( ) ( )

( )

21

2

2

1 3

3

2 1

dy
xy x x

dx

dy
xy x y x

dx

dy
y x x

dx

= −

= − +

= − + +

                     0 1,x      (19) 

with the initial conditions 

( ) ( ) ( )1 2 30 1, 0 0, 0 1y y y= = =  which has the exact 

solution ( ) ( ) ( )1 2 31, , 1y x y x x y x x= = = + . 
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The approximate solution is ( ) ( )
2

0

,j jn n

n

y s a B s
=

=  

1, 2,3j = . The collocation points for 2N =  are 

computed as 1 2 3

1
0, , 1

2
x x x

 
= = = 

 
.  

The fundamental matrix equation is 

 

( ) ,WA BD PB A G= − =  

where 

0 1 1 0 0 0 0 0 0

0 0 0 0 1 1 0 0 0

0 0 0 0 0 0 0 1 1

0 1 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 1 0

0 1 1 0 0 0 0 0 0

0 0 0 0 1 1 0 0 0

0 0 0 0 0 0 0 1 1

BD

− 
 

−
 
 −
 
 
 =
 
 
 
 
 
 
 

, 

0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

1
0 0 0 0 0 0 0 0

2

1
0 0 0 0 1 0 0 0

2

0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 1 0 1

0 0 0 0 0 0 0 1 0

P

 
 
 
 −
 
 
 
 

=
 −
 
 −
 
 
 

−
 
 − 

, 

1 1
1 0 0 0 0 0 0

2 6

1 1
0 0 0 1 0 0 0

2 6

1 1
0 0 0 0 0 0 1

2 6

1
1 0 0 0 0 0 0 0

12

1
.0 0 0 1 0 0 0 0

12

1
0 0 0 0 0 0 1 0

12

1 1
1 0 0 0 0 0 0

2 6

1 1
0 0 0 1 0 0 0

2 6

1 1
0 0 0 0 0 0 1

2 6

B

 
− 

 
 −
 
 
 −
 
 
 −
 
 
 = −
 
 

− 
 
 
 
 
 
 
 
 
  

 

The augmented matrix for this fundamental matrix 

equation is calculated as 

0 1 1 0 0 0 0 0 0 ; 0

1 1
0 0 0 0 1 1 1 ; 0

2 6

1 1
0 0 0 1 0 1 1 ; 1

2 6

1 1 1
0 1 0 0 0 0 0 ;

2 24 4

1 1 1
0 0 1 0 1 0 ; 0

[ ; ] .2 24 12

1 3
0 0 0 1 0 0 1 0 ;

12 2

1 1
0 1 1 1 0 0 0 ; 1

2 6

1 1 1 1
1 0 1 1 1 ; 0

2 6 2 6

1 1
0 0 0 1 0 1 1 ; 2

2 6

W G

− 
 
 − − −
 
 
 − −
 
 

− − 
 
 

− − =
 
 

− 
 
 − − − −
 
 
 − − −
 
 
 
 

 

From equation (17), we obtain the matrix form of the 

initial conditions 

 

  
( )

1 1
1 0 0 0 0 0 0 ; 1

2 6

1 1
0 ; 0 0 0 1 0 0 0 ; 0

2 6

1 1
0 0 0 0 0 0 1 ; 1

2 6

B 

 
− 

 
   = −   
 
 −
  

. 

 

From equation (18), the new augmented matrix based 

on the conditions is calculated as 

 
1 1

1 0 0 0 0 0 0 ; 1
2 6

1 1
0 0 0 1 0 0 0 ; 0

2 6

1 1
0 0 0 0 0 0 1 ; 1

2 6

1 1 1
0 1 0 0 0 0 0 ;

2 24 4

1 1 1
; 0 0 1 0 1 0 ; 0

2 24 12

1 3
0 0 0 1 0 0 1 0 ;

12 2

1 1
0 1 1 1 0 0 0 ; 1

2 6

1 1 1 1
1 0 1 1 1 ; 0

2 6 2 6

1 1
0 0 0 1 0 1 1 ; 2

2 6

W G

 
− 

 
 −
 
 
 −
 
 
 − −
 
 

  = − −  
 
 

− 
 
 

− − − − 
 
 

− − −
 
 

 

.




 

Solving this system, the unknown Bernoulli coefficient 

matrix is obtained as 

1 3
1 0 0 1 0 1 0

2 2

T

A
 

=  
 

 . 

By substituting the Bernoulli coefficient matrix into 

equation (12), we obtain the approximate solution set 

( ) ( ) ( )1 2 31, , 1y x y x x y x x= = = +  which is the exact 

solution. 
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Example 2. Consider the curve   3

1: 0, 2 E →  given by 

( )
3 3 2

, ,
3 3 2

s s s
s s

 
= + 
 

 . 

The system of differential equations in the normal form 

corresponding to curve  is as follows [24] 

     

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

1 2 3

2 1

3 1

2 cos 2 2 sin 2

2 cos 2 . (20)

2 sin 2

s s s s s

s s s

s s s

  

 

 

 = − +

 = −

 =

 

The approximate solution set of this problem is solved 

using Bernoulli Collocation method with the initial 

conditions  ( )1 0 1 =  , ( )2 0 2 =  and ( )3 0 3 = . For 

initial conditions value of distance d is 

2 2 2

1 2 3 12 3.464101615.d   = − + + =   [16] 

Solving the problem (20) in the same way as Section 2 

for 3N = , we get  

( ) 3

1

211.1592106 15.4680213

18.7854967 0.999999995

s

s

s s −= +

+
 

( ) 3

2

210.77765 26.4167678

15.1614944 2

s s s

s

 = − +

+
 

( ) 3

3

210.1776605 13.7259918

17.6088868 2.99999997.

s

s

s s −= +

+
 

Hence the value of distance d  for obtained approximate 

solution is  

2 2 2 12 3.464101615
1 2 3

d   = − + + =   . 

Let's briefly summarize the results given in this article 

as follows: 

In section 1, the problem and Bernoulli polynomials 

have been introduced. In section 2, the matrix relations 

of the given problem has been obtained and Bernoulli 

matrix method has been developed. In section 3, two 

examples have been considered to demonstrate accuracy 

of the method. In section 4, obtained results have been 

examined and the advantage of the method have been 

highlighted. 

 

4. Conclusion 

 

In this study, system of Frenet-Like differential 

equations which arise in differential geometry as a 

model for linear equation systems are discussed. To 

solve this equation system, a numerical methos has been 

developed. This method is based on Bernoulli 

polynomials and collocations points. To demonstrate the 

applicability of the present method, two examples have 

been considered. Obtained results have been showed 

that the method is suitable for the solutions of 

differential equation systems. One of the important 

advantages of this method is that solutions are obtained 

very easily and practically by using computer programs. 

Since linear differential equations are encountered in 

many physics, chemistry, biology and engineering 

problems, this method can be extended another models 

with small modifications, which is another advantage of 

the method.  
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Abstract 

 

Microalgae are widely used in biotechnological research, especially for the production of biochemical 

compounds, antioxidants, secondary metabolites, pigments, carbohydrates, proteins and lipids. Various 

analytical methods are needed throughout both experimental and downstream processing of industrial 

microalgae products. As one of these methods, flow cytometry is an advantageous option for detecting 

fluorescently labeled recombinant proteins, lipids and metabolic compounds. It is important to take into 

account the autofluorescent properties of specific compartments of target cells to well establish a distinct 

labeling protocol during such analytical processes. Because the amount of autofluorescence may interfere 

with the fluorescent signal detection of specifically labeled protein or lipid content, this can prevent the 

precise signal detection of labeled molecules. Furthermore, it can lead to an overestimation of the amount 

of labeled compounds in the cells. In this study, the autofluorescent properties of two freshwater model 

microalgae Chlamydomonas reinhardtii (CC-124) and Chlorella vulgaris (CV-898), both of which are 

predominantly used in industry, were examined by flow cytometry measurements. The experimental 

findings revealed that fluorescent channel-2 (FL2-H) stands as the most suitable channel to achieve minimal 

autofluorescence of both CC-124 and CV-898 microalgae strains. The obtained results highlight that one 

should pay attention to the autofluorescence signals in CC-124 and CV-898 cell lines during the flow 

cytometry-based detection of biological products when deciding on fluorophore. 

 

Keywords: autofluorescence, cellular morphology, flow cytometry, microalgae 

1. Introduction 

Microalgae are widely preferred eukaryotic 

microorganisms in biotechnology as they can produce 

health promoting lipids, antioxidants, polysaccharides, 

proteins, secondary metabolites, vitamins and pigments 

[1]. As the evolutionary ancestors of terrestrial plants, 

they can be easily cultivated at laboratory conditions in 

the presence of natural sunlight, atmospheric CO2, 

varieties of different low-cost carbon sources and the 

infinitesimal amounts of trace elements [2]. They 

currently provide numerous advantages to industrial 

biotechnology as food and feed supplies with high 

protein content, feedstocks for different biofuels 

production processes and sustainable bioremediation 

agents for municipal and urban wastewaters, all of which 

make microalgae essential for next generations [3, 4]. As 

microalgae genome manipulation tools are pretty much 

well established, the metabolic engineering efforts on 

industrially promising microalgae strains  

 

become relatively common [5, 6]. Microalgae are of 

growing interest towards various mass production 

systems, particularly for bioenergy, lucrative 

metabolites, antioxidants, nutraceuticals and 

pharmaceuticals [7, 8]. In addition, the specific use of 

photosynthetic microalgae as recombinant production 

hosts comprises the mass production of value-added 

compounds, anticarcinogenic and antimicrobial drugs, 

monoclonal antibodies, pharmaceutical proteins, 

vaccines, drug additives and various compounds used in 

cosmetics [9, 10]. On the other hand, it is very important 

to carry out comprehensive analytical, biochemical and 

molecular analyzes on newly discovered microalgae 

strains with reliable analytical methods to reveal their 

industrial use and commercialization potentials 

biotechnologically. [11]. 

mailto:uguruzuner@ktu.edu.tr
https://orcid.org/0000-0002-5308-3730
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During cultivation and downstream processes, the native 

biological characteristics of microalgae can be disclosed 

by employing different analytical methods, such as 

fluorescence and/or electron microscopy, quantitative 

metric measurements, multi-dimensional single-cell 

analysis and molecular biology-based diagnostic tools 

[12]. Recently, different cell sorting mechanisms 

combined with flow cytometry have been developed and 

successfully applied to microalgae cultures to eliminate 

various culture contaminants including bacteria [13]. 

Electrical microfluidics chips with advanced separation 

and recognition characteristics were also adapted for 

microalgae cultures to recognize, label and eventually 

eliminate culture contaminants [14]. In addition, direct 

electrical detection of a single bacterium in drinking 

water could be a highly practical technique for ensuring 

the contamination-free maintenance and sustainability of 

open pond microalgae production systems in the future. 

[15].  

 

Flow cytometry is one of the high-throughput 

instruments to quantitatively examine the cell size, 

granularity, heterogeneity of microalgae cells and related 

culture populations using fluorescence beams [16]. Flow 

cytometry provides visualization and classification of 

cells within morphological shapes and analysis of 

fluorophore-tagged signals of the molecule of interest 

such as proteins, carbohydrates and lipids. Preparation of 

cells for analysis by flow cytometry is performed based 

on immunolabeling approaches. One of the foremost 

methodological key points during standard flow 

cytometry analysis is to initially detect the 

autofluorescence of cells. Autofluorescence is defined as 

inherent cellular fluorescence derived by the emission of 

natural compounds within cells, such as chlorophyll and 

NADH [17]. Such interference of autofluorescence with 

the specific label was also reported from certain types of 

mammalian cells [18]. However, to the best of our 

knowledge, no scientific report has yet been released 

regarding the natural autofluorescence spectra of the 

freshwater microalgae strains examined, suggesting the 

requirement of an optimization step during the flow 

cytometry-based experimental and analytical processes. 

This study thus aimed to unravel the cellular 

autofluorescence spectra of two model microalgae 

Chlamydomonas reinhardtii (CC-124) and Chlorella 

vulgaris Beijerinck (CV-898) cells.  

 

2. Materials and Methods 

2.1. Microalgae Culturing and Flow Cytometry 

Analysis 

 

Chlamydomonas reinhardtii (CC-124: CCALA No: 928) 

and Chlorella vulgaris Beijerinck (CV-898: CCALA No: 

898) strains were obtained from Culture Collection of 

Autotrophic Organisms (CCALA) at Dukelska, Czech 

Republic. Both strains were immediately enriched in 

TAP broth or agar plates. 1x106 microalgae cells were 

then taken and incubated within 100 ml modified TAP 

(Tris-Acetate-Phosphate) medium on an orbital shaker at 

room temperature and 120 rpm shaking speed for 5 days. 

At least 500.000 cells (counted by Countess II FL 

Automated Cell Counter, Thermofisher), in the presence 

of over 96% cell viability detected by hematocytometer-

based counting, either in the phosphate-buffered saline 

buffer (1xPBS) or in TAP media were run by flow 

cytometer, C6 Accuri (from BD Biosciences). Cells were 

visualized by forward scatter (FSC)-side scatter (SSC) 

dot plot, and then analyzed by fluorescence channels; 

FL1-H, FL2-H, FL3-H and FL4-H. Table 1 reveals the 

excitation and emission values and filters for each 

channel. 1xPBS and TAP medium alone were also run to 

understand the background fluorescence of the cell 

suspensions. Figure 1 represents the wavelengths of each 

channel. The cell morphology was assessed by FSC (X-

axes) and SSC (Y-axes) values (as mean, geometric mean 

and median), representing the cell size and granularity, 

respectively. The fluorescence signals of at least 500.000 

cells were collected through the employment of a 488 nm 

laser beam and further analyzed using different filters as 

shown in Table 1. The autofluorescence patterns of gated 

cells (P1) were also revealed in the charts by fluorescence 

channels (FL1-H, FL2-H, FL3-H and FL4-H). Both PBS 

and TAP medium were also analyzed as blank controls to 

the cell samples. At least 10.000 events were analyzed 

for each triplicate experimental run. 

 

Table 1. Excitation and emission of fluorescence 

channels 

 FL1-H FL2-H FL3-

H 

FL4-H 

Excitation 

(nm) 

488 488 650 470 

Emission 

(nm) 

500-550 550-600 650-

700 

650 

Filter  533/30 
(530 BP) 

585/40 
(585 BP) 

670 
LP 

675/25 
(675 BP) 

 

3. Results and Discussion 
 

Recent advances in recombinant DNA technology and 

genome editing tools have increased R&D initiatives on 

microalgae strains with renewable, sustainable and 

economic potentials towards versatile production of 

various value-added products, secondary metabolites, 

natural pigments, antioxidants, hydrocarbons, biofuels 

and derivatives. On the other hand, innovative 

approaches mostly relying on metabolic engineering and 

systems biology to develop microalgae strains with 

improved properties yield abundant recombinants that 

necessitate extensive screening efforts for targeted 

product(s). Comparative screening and quantitative 

analysis of natural and/or recombinantly engineered 

microalgae cells is of paramount importance for the final 

selection and full characterization of the most promising 

strains. In this regard, flow cytometry is a simple 
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Figure 1. Representative wavelengths for emission and excitation of fluorescence channels 1, 2, 3 and 4 of BD Accuri 

C6 instrument using FITC, PE, APC and PerCP, respectively (modified from BD Biosciences’s web site). The spectra 

can be modified according to dye type.  

 

operational and analytical platform for the quantification 

of various microalgae cell components and related by-

products. To specifically analyze, label and even separate 

microalgae single cells, numerous high throughput 

methods with advanced analytical potentials including 

flow cytometry, electrical flow cytometry, electrical 

microfluidics chip and fluorescence-activated cell sorting 

have recently been reported [14, 15, 19, 20]. Among 

them, flow cytometry allows automatic, low-cost, high-

speed and simultaneous analysis of multiple parameters 

of microalgae cells through qualitative and quantitative 

measurements of biological and physical characteristics.  

 

Two model microalgae isolates with the adaptation to the 

cool temperate environments were examined to identify 

their cellular autofluorescence patterns by flow 

cytometer, C6 Accuri. The comparative run revealed that 

CC-124 microalgae cells were larger than CV-898 by the 

mean of events at FSC axes and the granularity of CC-

124 was more intense than CV-898 by the mean of events 

at SSC axes. The median values were close to the 

maximum values of means (Figure 2a, b). Cell size was 

proportional to the granularity. Therefore, because the 

cell sizes werehigh, the granularity was also large. 

Microalgae were also routinely evaluated for cellular dry 

weight (CDW) to highlight biomass productivity. 

Therefore, determination of cell granularity seems 

important for understanding biomass production 

capacity. 

 

The granularity can change in terms of growth phases 

such as early and late exponential stages. The cells used 

in this study were mixed at different growth phases to 

reveal a general pattern of cell morphology. A study 

revealed the differences in CDW between some 

microalga [1], but to the best of knowledge, there is no 

study showing the cell size differences through cell 

granularity by SSC dot plot of flow cytometry analysis. 

Some studies use microscopy to understand the sizes of 

cells [21]. In this scenario, high-resolution microscopy 

equipped with at least 63X objective might be practical 

for better visualization of microalgae cells. Therefore, we 

suggest that microscopies with higher performance could 

be preferred to perform such comparison 

comprehensively. 

 

The cellular autofluorescence pattern of the cells was also 

examined by the implementation of different 

fluorescence channels. As control, the fluorescence 

amount of both PBS and microalgae media were firstly 

detected at a similar range with the cells. We identified 

that, at FL2-H, PBS is a more suitable environment to run 

cells in terms of a relatively low level of autofluorescence 

compared to TAP medium (Figure 3a, b). The lowest 

fluorescence of both microalgae cells was detected at the 

FL2-H channel; however, the highest was identified at 

FL3-H (Figure 3c, d). Experiments need to be adjusted 

by the subtraction of the mean of fluorescence intensity 

(MFI) of PBS or TAP medium from the MFI of cells. 

Image-based [22] or standard flow cytometry [16] are in 

use to analyze cellular components of microalgae. 

However, the interference of autofluorescence with the 

detection of the specific markers of interest was 

overlooked.  

 

The chlorophyll content of microalga is one of the main 

sources of cellular autofluorescence, and fluorescence is 

used to be measured in cells detected at forward and side 

scatter plots [23]. As similar, a typical automated cell 

counter was further optimized for the facilitated 

quantification of chlorophyll content in microalgae [24]. 

Nevertheless, our previous work illustrated that although 

automated cell counter was not favorably effective, flow 

cytometry-based analysis was revealed as the best 

analytical instrument to work with microalgae [25], as 

also commonly stressed by other researchers [26–28]. 



 

 Celal Bayar University Journal of Science  
 Volume 17, Issue 2, 2021, p 159-165 

 Doi: 10.18466/827615                                                                                                                  U. Uzuner 

 

162 

Flow cytometry is used not only for the detection of 

fluorescence labeled-components, but also viability 

detection, biomass estimation, population heterogeneity 

detection, cell sorting and isolation of axenic algal 

cultures [29, 30]. Therefore, the elucidation of 

autofluorescence patterning in model microalgae is 

detected by flow cytometry. Recently, the ontological 

pattern of autofluorescence was also considered to 

improve spectroscopic methods [31]. In parallel, crucial

 

Figure 2. The morphological features of CC-124 (a) and CV-898 (b) by FSC (forward scatter) and SSC (side scatter) 

representing cell size and granularity, respectively (X and Y axes were adjusted to 16 million unit).  

Figure 3. The autofluorescence patterns of TAP medium (a), and PBS buffer (b), CC-124 (c) and CV-898 

microalgae cells (d) along with the fluorescence channels (i-iv). (X and Y-axes in cell size (FSC) and granularity 

(SSC plots) were adjusted to 1.6 million unit). 
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Figure 4. Example wavelengths of some fluorophores given in Table 2. 

 

Table 2. Recommended fluorophores for the signal 

detection by FL2 channel.  

 

 

in terms of the optimization of labeling methods 

electrophoresis was shown to be a parameter for the 

investigation of microalgal diversity [32]. 

 

Based on the literature, there is no reported study 

revealing the autofluorescence distributions of 

microalgae, in particular for both CC-124 and CV-898. 

These microalgae are of model organisms in industrial 

biotechnology towards to production of various value-

added compounds, proteins, vaccines, biofuels and other 

bioproducts. Industrially crucial lipids and recombinant 

proteins as microalgae bioproducts are labeled by 

fluorophores and flow cytometry can provide cost-

effective and handy outputs to disclose these labels and 

the total amount of bioproducts. 

 

The current findings also suggest that the best strategy to 

perform any flow cytometry based measurements on both 

CC-124 and CV-898 model microalgae is to select a 

fluorophore emitted at fluorescence channel-2. Table 2 

exemplifies some of such representative fluorophores. 

On the other hand, Figure 4 displays the wavelength 

distributions of some fluorophores given in Table 2, 

emitting specifically at FL2-H (Figure 4).  

 

4. Conclusion 

 

We found that the minimum fluorescence signal from 

both model microalgae strains was obtained at only 

fluorescence channel-2 (FL2-H) of 4 channels. In other 

words, the obtained results suggest that the most suitable 

fluorophores for CC-124 and CV-898 cells are the 

fluorophores emitting at FL2-H. In conclusion, the 

specific label of interest does not mix with natural signals 

in both CC-124 and CV-898 cells when the reported 

results are in consideration. The current knowledge will 

certainly be practical for the quantitative production of 

various biomaterials during the versatile 

biotechnological applications of microalgae. 
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Abstract 

 

A novel triphenylamine (TPA) based donor-π-acceptor (D-π-A) dye is synthesized and its structural, 

optical and electrochemical properties are examined by NMR, UV-Vis absorption spectroscopy and cyclic 

voltammetry methods, respectively. The synthesized D-π-A dye plays a role as a visible light sensitizer to 

wide bandgap TiO2 photocatalyst. Photoelectrochemical and photocatalytic hydrogen evolution reaction 

(HER) are investigated by using D-π-A dye sensitized TiO2 (Dye/TiO2) under visible light irradiation in 

the aqueous triethanolamine (TEOA) sacrificial electron donor medium. Photoelectrochemical properties 

of Dye/TiO2 are investigated by using linear sweep voltammetry (LSV) and chronoamperometry (CA) 

techniques in the aqueous Na2SO4/TEOA solution and its transient photoelectrochemical response is 

reached 90 μA cm-2. In addition, photocatalytic hydrogen evolution rates are found out as 0.52 mmol g-1 h-

1 and 1.95 mmol g-1 h-1 by using of Dye/TiO2 and Dye/TiO2/Pt, respectively, which are obtained by in situ 

photoreduction of H2PtCl6 on the Dye/TiO2 photocatalyst. The mechanism of photochemical HER is 

explained by electrochemical band levels of the D-π-A dye and TiO2 photocatalyst. 

 

Keywords: dye sensitization, donor-π-acceptor dye, hydrogen evolution reaction, photocatalysis, 

photoelectrochemical  

 

1. Introduction 

 

The first hydrogen evolution study was performed by 

using TiO2 in 1972 with photoelectrochemical method 

[1]. The development of photocatalytic activity of TiO2 

carried out from that day up to the present. However, 

there are two big drawbacks of TiO2, which are high 

charge recombination rate and absorption only UV light 

due to the having wide band gap [2]. These 

disadvantages can be figured out by using co-catalysts 

to separate charges efficiently and visible light 

sensitizers to absorb having low energy light. 

Decreasing of recombination rate and increasing charge 

separation efficiency are generally utilized on metallic 

or semiconductor co-catalysts. Although semiconductor 

co-catalysts are hard to utilize in the photocatalytic 

reactions because it has to adjust their energy band 

levels for electron transfer mechanism. Yet, metallic co-

catalysts are very useful for easy-to-handle for 

photocatalytic reactions. It can be clearly seen that Pt is 

the most used and active co-catalyst for the 

electrocatalytic, photoelectrochemical and 

photocatalytic hydrogen evolution reaction (HER) [3]. 

Wide band gap semiconductor such as TiO2, ZnO etc.  

 

can be used for water splitting to produce both oxygen 

and hydrogen under high energy light illumination. 

However, they are very limited to excite by solar 

spectrum due to their wide band gap. In order to excite 

these semiconductors for visible‐light‐driven water 

splitting can be modified by doping an ion to narrow the 

band gap or developing alloys to control the band 

structure. Another effective approach for harvesting 

more solar irradiation is the utilization of dye sensitizer. 

Dye sensitized semiconductor for water splitting by 

using Ru(bpy)3
2+ sensitized Pt/TiO2/RuO2 derivatives 

for the first time [4]. In addition, metal centered 

porphyrin and phthalocyanine analogues common 

studied for the photocatalytic reactions due to the high 

absorption of solar spectrum and adjustable energy 

levels [5, 6]. Then, metal-free sensitizers have been 

recently developed for the photocatalytic reactions 

because of its tunable structure and light absorption 

region, variety and low-cost. Especially, xanthene dyes 

and its derivates have been utilized for photocatalytic 

hydrogen evolution as the efficient and stable sensitizers 

[7-9]. Xanthene dyes absorb solar light between 400–

600 nm at the 490–560 nm absorption peaks, which is 

similar to Ru-complex dyes, as alternatives to expensive 
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Ru-complexes. They found that heavy-halogenated 

xanthenes have high quantum efficiency for hydrogen 

evolution, however, they tend to photodehalogenate and 

instabilities [10]. Due to the increasing photocatalytic 

activities and stabilities, new class of sensitizers, donor-

π-acceptor (D-π-A) dyes developed. They have high 

intermolecular charge transfer (ICT) ability and 

configurable absorption, which can be provided high 

photocatalytic efficiencies and absorption of solar 

spectrum [11-14]. Recently, donor-π-acceptor (D-π-A) 

dyes great attention for the both dye sensitized solar 

cells (DSSC) and photochemical energy conversion 

reactions because of the mentioned properties above. 

The high ICT performances of D-π-A dyes reduce the 

recombination rates [11]. Photocatalytic activities of D-

π-A dyes can be changed by different structural 

properties such as hydrophilicity and steric effect, the 

amount of dye load, spacer length and the number of 

anchoring groups of dyes [15-20]. D-π-A dyes consisted 

of donor groups, π bridge and acceptor groups. 

Generally, triphenylamine (TPA) based donor moieties 

have recently been preferred due to prevent 

aggregations from its non-plannar structures by its ease 

in oxidation of the nitrogen center and own the ability to 

transport charge carriers via the radical cation species 

with high stability [21]. Kang research group 

investigated photocatalytic HER performance by 

changing chain length in the EDTA solution and 

reported the dependence on the 

hydrophilic/hydrophobic character of the binding group 

to the TPA donor moieties [15, 17]. Tiwari et al. 

reported that changing π-spacer groups are effectively 

prevented the aggregation between dye molecules. In 

addition it provides an well surface protection, which 

decrease the charge recombination in photocatalytic 

HER [22]. Li et al. examined by changing of different 

electronegativities of atom in the π-spacer groups and 

figured out having high electronegative atoms increased 

photocatalytic activity [23]. Dessi et al. investigated that 

photocatalytic HER performances of TPA based D-π-A 

dyes are improved by increasing donor moieties with 

the hexyloxy chains attached to the on its terminal TPA 

group [24]. Moreover, our research group were reported 

TPA based D-π-A dye sensitized TiO2 photocatalysts 

for photocatalytic and photoelectrochemical hydrogen 

evolution in the triethanolamine (TEOA) sacrificial 

electron donor media under solar irradiation [25-28]. In 

these works, firstly, photocatalytic and 

photoelectrochemical activities on the HER were 

examined in the absence and presence of extra electron 

donating two hexyloxy groups on the TPA. Herein, dye 

without hexyloxy groups displayed more photochemical 

activity due to its advanced optical absorption and ICT 

properties [25]. Then, the effect of π-spacer group has 

investigated in the photocatalytic HER and figured out 

that adding π-spacer group eventuated higher 

photocatalytic HER activity [26]. Finally, the very 

similar TPA based D-π-A dyes were studied by our 

research group and examined the effect of acceptor and 

spacer group on the photocatalytic and 

photoelectrochemical HER activities. Here, having high 

electronegativity of an atom in the spacer group 

increased the photochemical HER activity [27]. In 

addition, while it suggested that increasing the acceptor 

strength raise the photocatalytic HER performance, 

adversely affect the HER activity because it give rise to 

aggregation of dyes on the TiO2 photocatalyst [28].  

In this study, a novel donor-π-acceptor (D-π-A) dye 

synthesized for the photochemical hydrogen generation 

from water splitting. Optical and electrochemical 

properties of the synthesized D-π-A dye were 

investigated in order to explain the mechanism of 

photocatalytic hydrogen evolution. D-π-A dye was used 

to sensitize TiO2 photocatalyst. Hydrogen evolution is 

examined by using photoelectrochemical and 

photocatalytic methods in the presence of 

triethanolamine (TEOA) as a sacrificial electron donor 

under visible light illumination. 
 

2. Materials and Methods 

2.1. Materials 
 

All solvents and reagents were purchased as puriss 

quality. Dichloromethane (CH2Cl2), chloroform 

(CHCl3), n-hexane, tetrahydrofuran (THF), 1,2-

dimethoxyethane (DME), [1,10- 

bi(diphenylphospino)ferrocene]dichloro palladium (II) 

and tetrabutylammonium hexafluorophosphate 

(Bu4NPF6) were supplied from Sigma-Aldrich. 

Potassium carbonate and potassium hydroxide were 

purchased from Riedel-de Haen. Column 

chromatography was carried out by using Merck silica 

gels (230−400 mesh). Acetonitrile (ACN), 

tetrahydrofuran (THF), triethanolamine (TEOA), 

hydrochloric acid (HCl), sodium hydroxyde (NaOH) 

and sodium sulfate (Na2SO4) were obtained by Merck 

for hydrogen generation experiments. 
 

2.2. Synthesis of D-π-A dye 

2.2.1. Synthesis of 4 '- {6- [5- (4- {bis [4- (hexyloxy) 

phenyl] amino} phenyl) -4- (2-ethylhexyl) -2-

thienyl] -1,2,4,5-tetrazine- 3-yl} -3 '- (2-

ethylhexyl) -2,2'-bithiophene-5-carbonitrile 
 

4-(5-(6-(5-bromo-4-ethylhexyl)thiophen-2-yl)-1,2,4,5-

tetrazin-3-yl)-3-(2-ethylhexyl) thiophene-2-yl)-N, N-

bis(4-(hexyloxy) phenyl)aniline (115 mg; 0.116 mmol) 

and 5- (4,4,5,5-tetramethyl-1,3,2-dioxaborolan-2-yl) 

thiophene-2-carbonitrile (38 mg; 0.164 mmol) were 

dissolved in anhydrous DME and K2CO3 (54 mg; 0.394 

mmol) (in 0.5 mL water) was added. After the solution 

was saturated with argon gas, Pd(ddpf)Cl2 (5.1 mg; 

0.007 mmol) was added. The reaction was stirred for 

48h at 90 °C, then cooled to room temperature. The 

mixture was poured into water (30 mL) and extracted 

with chloroform and dichloromethane. Organic phases 

were combined and evaporated by rotary. The product 

was purified with column chromatography (silica gel, 

CH2Cl2:MeOH 15:0.5).  
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2.2.2. Synthesis of 4 '- {6- [5- (4- {bis [4- (hexyloxy) 

phenyl] amino} phenyl) -4- (2-ethylhexyl) -2-

thienyl] -1,2,4,5-tetrazine- 3-yl} -3 '- (2-

ethylhexyl) -2,2'-bitiophene-5-carboxylic 

acid (D-π-A dye) 

 

5 '- {6- [5- (4- {bis [4- (hexyloxy) phenyl] amino} 

phenyl) -4- (2-ethylhexyl) -2-thienyl] -1,2,4,5-tetrazine- 

3-yl} -3'- (2-ethylhexyl) -2,2'-bitiophene-5-carbonitrile 

(76.4 mg; 0.075 mmol) was dissolved in THF/MeOH 

(1:1, 10 ml) in the two necked flask. 2 M KOH (0.19 

ml) was added into the mixture and refluxed for 48h. 

The reaction was controlled with TLC and neutralized 

with HCl. The crude product was extracted with 

water/CH2Cl2 (1:2). The product was purified with a 

silica gel column chromatography (CH2Cl2, 

CH2Cl2/MeOH 15:1) (Figure 1).  

 

 
Figure 1. NMR spectrum of synthesized D-π-A dye 

 

2.3. Optical and electrochemical experiments 

Optical and electrochemical properties of D-π-A dye 

have been investigated by Shimadzu UV-1800 UV-Vis 

absorption spectrophotometer and CH 760D 

potentiostat, respectively. Absorption spectrum was 

performed by using 10-5 M dye solution in 

tetrahydrofuran (THF). Molar extinction coefficients () 

of dyes have been calculated by using Beer-Lambert 

law [29]. Electrochemical properties and band diagrams 

of dye were examined by cyclic voltammetry technique 

in acetonitrile (ACN) by using 0.1 M 

tetrabutylammonium hexafluorophosphate (Bu4NPF6) 

solution as supporting electrolyte with standard three 

electrode setup using glassy carbon electrode (GCE), Pt 

wire and Ag/AgCl electrodes act as working, counter 

and reference electrodes, respectively. HOMO and 

LUMO levels were calculated from oxidation and 

reduction potentials, respectively. 

 

2.4. Dye sensitization process 

 

TiO2 coated fluorine doped tin oxide (FTO) glass 

electrode and powdered TiO2 are used for the 

photoelectrochemical and photocatalytic hydrogen 

evolution reaction (HER), respectively. The dye 

sensitization process is the same for the both coated 

electrode and powdered TiO2. Firstly, TiO2 species were 

calcinated at 450 °C for 45 minutes in order to eliminate 

adsorbed water and organic impurities on the surface of 

TiO2 before the sensitization process. After the 

calcination, TiO2 species have been added into the dye 

solution (10-5 M in THF). TiO2 electrode was kept 

overnight in the dye solution. Powdered TiO2 stirred 

with magnetic mixer overnight in the dye solution under 

dark conditions. Then dye sensitized TiO2 species were 

rinsed by THF and ethanol three times to remove 

unbinding dye molecules. Finally, dye sensitized TiO2 

species were kept under room condition for drying to 

use in the photoelectrochemical and photocatalytic 

hydrogen evolution experiments.  

 

2.5. Photoelectrochemical and photocatalytic HER 

experiments 

 

Photoelectrochemical properties of dye sensitized TiO2 

electrode were investigated in the 0.1 M Na2SO4 and 

5% TEOA solution under the LED illumination by 

on/off cycles. Herein, standard three electrode setup is 

consisted of dye sensitized TiO2, Pt plate and Ag/AgCl 

electrodes act as the photanode working electrode, 

counter electrode and reference electrode, respectively. 

Photocatalytic HER experiments were carried out by 

using powdered TiO2 sensitized by D-π-A dye in the 

presence of oxygen-free 5% TEOA solution. This 

emulsion was prepared in the glove-box and reaction 

cell is sealed by rubber septum. The sealed reaction cell 

was put onto solar simulator (Solar Light XPS-300™) 

and stirring magnetically to occur homogenous 

photocatalytic reaction. Then, sampling of head space 

gas taken by gas tight syringe and injected into gas 

chromatography in order to calculate generated 

hydrogen amount by using standard calibration curve 

changing 0.1% and 5% concentration of H2 in N2.  

 

3. Results and Discussion 

3.1. Synthesis of D-π-A dye 

 

Herein the synthesized D-π-A dye was used as visible 

light sensitizer. 3,6-bis [4-methylthien-2-yl]-stetrazine 

(I) was synthesized according to literature [27, 28]. 4'-

{6-[5-(4-{bis [4-(hexyloxy)phenyl]amino}phenyl)-4-(2-

ethylhexyl)-2-thienyl]-1,2,4,5-tetrazine- 3-yl}-3'-(2-

ethylhexyl)-2,2'-bithiophene-5-carbonitrile was 

synthesized between 4-(5-(6-(5-bromo-4-

ethylhexyl)thiophen-2-yl)-1,2,4,5-tetrazin-3-yl)-3-(2-

ethylhexyl) thiophene-2-yl)-N, N-bis(4-(hexyloxy) 

phenyl)aniline and 5- (4,4,5,5-tetramethyl-1,3,2-

dioxaborolan-2-yl) thiophene-2-carbonitrile by the 

Suzuki-Miyaura coupling reaction. The intermediate 

molecule was converted to D-π-A dye by the 

Knoevenagel condensation reaction. 
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Scheme 1. Synthesis procedure and molecular structure 

of D-π-A dye 

 

3.2. Optical and electrochemical properties of D-π-A 

dye 

 

Optical properties of D-π-A dye were investigated by 

UV-Vis absorption spectra. As shown in figure 2a, two 

peaks were observed at the 291 nm and 345 nm 

originated from localized π-π* and delocalized π-π* 

transitions, respectively, because of intramolecular 

charge transfer (ICT) properties between donor 

(triphenylamine) and acceptor (carboxylic acid) groups 

[30]. Besides, molar absorption coefficient (ε) of the 

sensitizer was calculated as 1800 M-1 cm-1 (345 nm) by 

Lambert-Beer Law [29]. Electrochemical properties of 

sensitizer were investigated by cyclic voltammetry 

method using glassy carbon electrode (GCE), Pt wire 

and Ag/AgCl electrodes as working, counter and 

reference electrodes, respectively, in the 0.1 M 

tetrabutylammonium hexafluorophosphate (Bu4NPF6) 

solution in acetonitrile (ACN) as a supporting 

electrolyte. As displayed in figure 2b, there is one 

oxidation peak in the voltammogram at the positive 

region (0.85 V) because of donor moiety of 

triphenylamine group. In addition, the peaks at the 

negative region in the voltammogram are correspond to 

π group (-1.00 V and -1.41 V) and acceptor group (-1.85 

V, originated from acceptor moieties of carboxylic 

acid). HOMO and LUMO levels of sensitizer were 

calculated vs. vacuum level according to equations 

below [31] from oxidation and reduction potentials, 

which were found as -5.25 eV and -3.40 eV.  

 

ELUMO = -e(Ered + 4.4)  (1) 

EHOMO = -e(Eox + 4.4)  (2) 

 

The electrochemical band gap was figured out as 1.85 

eV by subtraction between HOMO and LUMO energy 

levels. The optical and electrochemical properties of 

sensitizer in good agreement with before published 

studies about resemble D-π-A dyes [25-28, 32]. The 

whole optical and electrochemical parameters of D-π-A 

dye are given in the Table 1. 

 

 
 

Figure 2. (a) UV-Vis absorption spectra of dye in the 

THF and (b) cyclic voltammogram of dye by using 0.1 

M Bu4NPF6 solution in the ACN as supporting 

electrolyte. 

 

Table 1. Optical and electrochemical parameters of D-

π-A dye 

 

 Dye 

Absorption Wavelength (λ) / 

nm 
345 

Molar Absorption Coefficient 

(ε) / M-1 cm-1 
1800 

Oxidation Potential / V 0.85 

Reduction Potentials / V 
-1.00 / -

1.41 

HOMO energy level / eV -5.25 

LUMO energy level / eV -3.40 

 

3.3. Photoelectrochemical and photocatalytic 

hydrogen evolution 

 

Dye sensitized photochemical water splitting (WS) 

reactions is named as artificial photosynthesis in the 

literature studies due to the mimicking the Z-scheme of 

natural photosynthesis by solar energy into chemical 

energy [13]. In this study, D-π-A dye has been used as a 

visible light sensitizer in the both photoelectrochemical 

and photocatalytic hydrogen evolution reaction from 

WS. Herein, photochemical reactions have been carried 

out in the presence of scavenger electron donor 

triethanolamine (TEOA) in order to increase hydrogen 

generation by blocking oxygen evolution because it can 
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be reduced in the presence of generated O2 and inhibited 

H2 generation due to the more positive reduction 

potential (Eo
O2/H2O = 1.23 V and Eo

H+/H2 = 0.00 V vs. 

NHE). In this study, firstly, photoelectrochemical 

hydrogen evolution experiments have been carried out 

by linear sweep voltammetry (LSV) and 

chronoamperometry (CA) techniques by using TiO2 and 

D-π-A dye sensitized TiO2 coated FTO electrodes. 

Herein, dye sensitized TiO2 coated FTO, Pt plate and 

Ag/AgCl electrodes as working, counter and reference 

electrodes, respectively, under on/off illumination 

cycles in the oxygen-free aqueous 0.1 M Na2SO4 

(supporting electrolyte) / 5% TEOA (electron donor) 

solution. Herein, working electrode utilized as the 

photoanode because n-type semiconductor electrodes 

generally participate in photoanode preparation. In the 

photoelectrochemical system, D-π-A dye excited by 

light and generated holes and excited electrons. These 

excited electrons were transferred into Pt plate counter 

electrode (cathode) to generate hydrogen. Then, the 

holes in the D-π-A dye on TiO2 photoanode were 

refilled by scavenger electron donor TEOA to 

regenerate the photoelectrochemical system. The 

hydrogen evolution rates are associated with transient 

current density and it is directly based on efficiency of 

intramolecular charge transfer (ICT) properties and 

absorption of sensitizers on the TiO2 photoanode [12]. 

Photoelectrochemical properties of D-π-A dye 

sensitized TiO2 electrode was firstly investigated by 

linear sweep voltammetry (LSV) under visible light 

illumination with 2 s on/off cycles as shown in figure 

3a. The D-π-A dye sensitized TiO2 electrode displayed 

well-stability between +0.5 V and -0.4 V potential 

window. After that, CA experiments have been 

performed in the absence and presence of dye on the 

TiO2 electrodes. In the absence of dye, only TiO2 

electrode displays 1 μA cm-2 transient photocurrent 

density, which was also unstable and inefficient 

photocurrent character. However, enhancing and stable 

transient photocurrent density have been monitored by 

using dye sensitized TiO2 electrode, which was 

approximately 90 μA cm-2, during the on/off cycles 

(Figure 3a). These photoactivity and photostability can 

be originated from absorption of light and 

intramolecular charge transfer (ICT) properties of D-π-

A dye, respectively (vide supra). These results are in 

accordance with the photocatalytic experiment results 

(vide infra). 

 

 
Figure 3. Transient photocurrent response of TiO2 and 

D-π-A dye sensitized TiO2 coated FTO electrodes by 

using (a) LSV and (b) CA techniques. 

Photocatalytic HER properties of D-π-A sensitized TiO2 

have been examined in the aqueous TEOA solution 

(5%) at pH = 9, which is determined according to our 

previous studies with very familiar D-π-A dyes [25-28], 

under solar irradiation (λ  420 nm) with magnetically 

stirring for homogenous reaction condition. The 

amounts of hydrogen generation are shown against time 

by using Dye/TiO2 and Dye/TiO2/Pt, which Pt is 

occurred by photoreduction of H2PtCl6 on the Dye/TiO2 

photocatalyst, in figure 4. The HER rates of Dye/TiO2 

and Dye/TiO2/Pt were found as 0.52 mmol g-1 h-1 and 

1.95 mmol g-1 h-1, respectively. After eight hours of 

photocatalytic reaction 3.00 mmol g-1 and 19.23 mmol 

g-1 hydrogen were produced by using Dye/TiO2 and 

Dye/TiO2/Pt, respectively. These results displayed that 

very stable hydrogen generation rate in the absence and 

presence of Pt co-catalyst, which can be explained by 

well intramolecular charge transfer (ICT) of D-π-A type 

dyes [12]. 
 

 
 

Figure 4. Photocatalytic hydrogen evolution against 

time by using Dye/TiO2 and Dye/TiO2/Pt in the aqueous 

TEOA (5%) electron donor solution. 

 

The photocatalytic activities of different D-π-A dye 

sensitized TiO2 photocatalysts are compared in the same 

sacrificial media by changing different sensitizers 

according to our previous studies. These results display 

that D-π-A dye in this study gives comparable HER 

rates in the similar conditions.  
 

Table 2. The comparison of HER rates for D-π-A dye 

with other reported similar structured dye sensitized 

photocatalytic HER studies  

Photocatalysts 
HER Rates 

(μmolg-1h-1) 
References 

TiO2/MZ-235 531 
[25] 

TiO2/MZ-341 661 

TiO2/MC-32 121 
[26] 

TiO2/MZ-048 212 

TiO2/MK-3 427 
[27] 

TiO2/MK-4 675 

TiO2/MK-2 565 
[28] 

TiO2/MK-8 374 

D-π-A/TiO2  520 This work 
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3.4. Mechanism of HER 

 

The mechanism of dye sensitized hydrogen evolution is 

figured out by electron transfer mechanism, which 

generally explained by three main steps. First step is the 

absorption of light by D-π-A dye and electrons at the 

HOMO (0.85 V) level are excited to LUMO (-1.00 V) 

level. Then, the second step are that the photoexcited 

electrons are injected into conduction band of TiO2 (-0.5 

V). It can be favorable because CB of TiO2 more 

positive than LUMO level of dye. The last step is that 

the excited electrons (e-) on the CB of TiO2 reduced of 

adsorbed proton onto TiO2 photocatalyst to generate H2 

gas (or constitute Pt co-catalyst on the TiO2 in the 

presence of H2PtCl6), also the hole (h+) on the HOMO 

level of dye can be refilled in the same time by giving 

electrons by electron donor TEOA to regenerate the 

photocatalytic HER system (Figure 5). 

 

Dye  +  hv  →  e-
LUMO  +  h+

HOMO   (3) 

e-
LUMO  +  TiO2  →  TiO2*   (4) 

TiO2*  + H+  →  ½ H2  +  TiO2     (5) 

TEOA  +  h+
HOMO  →  TEOA+   (6) 

 

 
 

Figure 5. Proposed mechanism of photocatalytic HER 

by using D-π-A dye sensitized TiO2 

 

4. Conclusion 

 

A novel D-π-A dye was synthesized and its optical and 

electrochemical properties were investigated in order to 

determine light absorption characteristics and 

electrochemical band levels for explaining reaction 

mechanism. Photoelectrochemical and photocatalytic 

HER activities were investigated by D-π-A dye 

sensitized TiO2. Herein, advanced photochemical 

activity of Dye/TiO2 photocatalyst can be explained by 

ICT properties of D-π-A dyes for hydrogen evolution. 

In addition, Dye/TiO2 the photocatalytic activity of 

Dye/TiO2 photocatalyst was dramatically increased 

adding in situ photodeposited co-catalyst Pt. The 

stabilities of photocatalytic HER were maintained 

during the reaction by using both Dye/TiO2 and 

Dye/TiO2/Pt. This study brings on the novel energy 

application based on light absorption by D-π-A dyes. 
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Abstract 

 

Insect growth regulators are specific chemicals with hormonal effects on insects and these types of 

chemicals target to reduce the nonspecific effects of pesticides on nature and living things. In this 

study, we investigated the effects of one of the insect growth regulators, fenoxycarb which mimics the 

juvenile hormone action, on the growth of a harmful lepidopteran species Galleria mellonella, and it’s 

some developmental parameters. For this purpose, fenoxycarb was applied on day 0 of 7th instar 

larvae of the greater wax moth, Galleria mellonella. The treatment with 100 ng fenoxycarb had no 

developmental effect on Galleria mellonella larvae. The treatment with relatively high doses of 

fenoxycarb on day 0 induced the supernumerary larvae formation of 99% and larvae which molted 

extra larval instar formed healthy pupae in the ratio of 98-99%. Consequently, the effects of 

fenoxycarb on Galleria mellonella larvae occurred in a dose-dependent manner. Although fenoxycarb 

is a potent insect growth regulator, late Galleria mellonella larvae are not susceptible to this chemical, 

unlike some other Lepidopter insect species. 

 

Keywords: Development, Fenoxycarb, Galleria mellonella, Juvenile hormone. 

 

1. Introduction 

 

Insect growth regulators are produced to develop more 

specific chemicals against harmful insects that target to 

reduce the nonspecific effects of pesticides on nature 

and living things and they show hormonal effects on 

insects. Most insect growth regulators today are juvenile 

hormone (JH) analogues, which mimic the mechanism 

of action of JH. JH provides the continuity of larval 

characters for holometabolous insects [1]. JH or JH 

analogues applications disturb the endocrine balance of 

many insects and finally induces abnormal development 

[1-4]. No synthetic JH analogue can instantly kill the 

target organism with a direct toxic effect. Instead, it 

leads to developmental abnormalities, causing 

insufficiency in development and reproductive functions 

[5, 6]. Fenoxycarb, 0-ethyl N-(2-(4-phenoxyphenoxy) 

ethyl) carbamate, is one of the most effective chemicals 

among these JH analogues [1]. 

 

Galleria mellonella, the greater wax moth, is a harmful 

lepidopteran species that causes economic losses in the 

beekeeping industry because its larva feeds on combs, 

and also their larvae and pupae are one of the oldest  

 

experimental models used in insect physiology [7-10]. 

Until now, there has been no quantitative report that has 

examined the responses of the larvae of Galleria 

mellonella to treatments with fenoxycarb.  The present 

study attempted to clarify the response of Galleria 

mellonella to different doses (100 ng to 10 µg) of 

fenoxycarb during the last larval stage. For this purpose, 

molting, growth, and some survival parameters after 

treatments were evaluated and statistical analyses were 

carried out depending on application doses.  

 

2. Materials and Methods 

 

Galleria mellonella larvae were reared at 30 ± 0.5 °C, 

60 ± 5% relative humidity and constant darkness in the 

incubator on a diet containing bran (420 g), honeycomb 

(160 g), honey (150 ml), glycerol (150 ml) and distilled 

water (30 ml) modified from Bronksill [11]. 

 

Eggs were collected every day. During the feeding 

period, larvae were classified in every 24-hours. The 

first 24 hours were named as day 0 (Figure 1c- d). At 

larval-pupal metamorphosis, the classification of larval 

development was performed according to the 
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morphology and morphological characteristics of the 

migration of the pigments from the stemmata [12]. This 

retraction of pigments occurs in several stages (S1-S5) 

under hormonal factors [12, 13]. Also, the head capsule 

width of the larvae was measured by millimeter ocular 

and was statistically evaluated. After pupal molting, 

pupae were also classified every 24 hours.  

 

 
Figure 1. Different developmental stages of Galleria 

mellonella larvae; a) Galleria mellonella eggs, d) 

Feeding early larva of Galleria mellonella, c) 6th instar 

newly ecdysis larva, d) 7th instar newly ecdysis larva. 

 

On day 0 of 7. instar, every ten larvae were topically 

treated with eight different doses of fenoxycarb (100 ng, 

250 ng, 500 ng, 750 ng, 1 µg, 2 µg, 5 µg, and 10 µg) 

(Fluka, 34343) in 2,5 µl acetone (solvent) with a 

micropipette along the dorsal midline. Control larvae 

were treated with an equal amount (2.5 µl) of solvent 

without fenoxycarb. The groups treated with fenoxycarb 

were cultured in different incubators and laboratories to 

prevent any contamination with the control group. The 

larvae that remained in the 7th instar more than 20 days 

were defined as “dauer larvae” [1, 14]. Each 

experimental procedure was performed three times. 

 

Ten randomly selected larvae and/or pupae from groups 

were weighed from day 0 of the 7th instar to the end of 

the pupal stage in 24 hours intervals at the same time 

each day. Analyses of the data were carried out by using 

SPSS 20.00 software (IBM) (p<0.05 level Mann 

Whitney’s U-test). 

 

2. Results and Discussion 

 

Hemolymph JH levels are low at the beginning of the 

last larval stage to provide a pupal commitment of the 

insect body. Moreover, this period is extremely 

sensitive to JH applications [3, 15]. In this study, 

fenoxycarb was applied at the beginning of the last 

larval stage to evaluate the sensitivity of Galleria 

mellonella to the various levels of JH presence.  

Control group larvae were fed for three and a half days 

(78-84 hours) and then terminate feeding activity and 

reached the highest weight values (310 mg) at 78-84 

hour period from the beginning of the 7th instar (S1) as 

similarly reported by Beck [16]. Wandering and cocoon 

spinning (S1-S5) ranged from 2 and 3 days, 99% of the 

larvae developed normally to the pupal stage. A gradual 

decrease in weight was observed until the larval-pupal 

ecdysis. Increasing silk secretion, degeneration of 

tissues, and organs such as the silk gland and intestine 

which occupy large volumes and space in the body 

should be the main reasons for this decline. The pupal 

period lasted 7 days.  

 

No appreciable difference was found in insects treated 

with a dose of 100 ng fenoxycarb per larvae when 

compared with control larvae. Application of doses 

among 250-750 ng caused to stop feeding activity 

resulting in growth deficiency in 5% of larvae, 3% of 

larvae died in these groups. Extra larval molting 

occurred in the ratio of between 35-65% (Table 1). 27-

47% of larvae showed a prolonged larval stage of 1-2 

days and then pupated following a normal course 

(Figure 2a).  Previous studies showed that low and 

moderate doses of juvenoids caused a significant 

prolongation of the last larval stages in Holometabola 

[17] and also Galleria mellonella [2]. These differences 

may be due to differences in the greater wax moth strain 

used, the rearing conditions, or the chemical factors 

used because these factors have been shown to influence 

the actions of JH analogues [1]. 

 

The last larval stage of Galleria mellonella was 

sensitive to higher doses of fenoxycarb (1-10 µg) and 

caused supernumerary molt. 5 µg and 10 µg doses 

caused extra larval ecdysis occurred synchronously on 

day 5. Extra larval molting was observed between 95% 

and 97% (Figure 2b). 8th instar larvae pupated normally 

in the ratio of 99% and they were morphologically 

normal. (Table 1). Similarly, early in the last larval 

instar, the implantation of active corpora allata results in 

supernumerary larval ecdysis in Galleria mellonella 

[18]. The effect of JH and JH analogues is due to 

interference with the physiological programming of the 

secretory functions of the prothoracic glands and the 

modification of the prothoracic-tropic brain activity [2]. 

Fenoxycarb treatments may have caused ecdysteroid 

secretion, so that new larval-larval molting may have 

been triggered due to high levels of JH and 20-

hydroxyecdysone in the hemolymph. The larval-pupal 

intermediate form was detected in 1-2% of larvae 

(Figure 2c). After treatments of JH and JH analogues, 

prolongation of larval stages, larval-pupal intermediate 

formation, dauer larva formation, and mortality were 

observed in different ratios in Epiphyas postvittana [19], 

Ephestia kuehniella [5], Bombyx mori [1, 20]. Extra 

larval molting was stated in a ratio of 30% in Ostrinia 

nubilalis [21, 22]. 
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Table 1. Effects of fenoxycarb on the development of Galleria mellonella larvae 

Dosage 

(in 2.5µl 

acetone) 

Number 

of 

treated 

larvae 

Prolongation 

of last larval 

instar 

Dauer 

larvae 

(%) 

Darkened 

and dead 

(%) 

Poorly 

development 

and death (%) 

Extra 

larval 

molting 

(%) 

Pupation 

after extra 

larval 

molting(%) 

Controls 30 - - - - - - 

100 ng 30 - - - - - - 

250 ng 30 1-2 days 10 3 5 35 98 

500 ng 30 1-2 days 10 3 5 42 98 

750 ng 30 1-2 days - 3 5 65 98 

1 µg 30 - - 2 3 95 99 

2 µg 30 - - 2 3 95 99 

5 µg 30 - - 1 2 97 99 

10 µg 30 - - 1 2 97 99 

 
Figure 2. Galleria mellonella larvae and pupae; a) 

Normally pupated Galleria mellonella, b) 

Supernumerary larvae of Galleria mellonella, c) Larval-

pupal intermediate pupa formation after 8th instar, d) 

9th instar larva molted partially. 

 

The growth rate of larvae is defined during the 

development period by measuring the head capsule 

width of the samples taken from the population [8]. We 

determined that the last larval instar head capsule width 

is 2000 μm, similarly in Beck [8]. Measurements of 

2264.6 µm and 2667.1 µm of head capsule width in 

different developmental stages (extra larval stages) also 

proved that fenoxycarb could affect Galleria mellonella 

larvae by molting more than once (Student T-Test, 

p<0.05) (Figure 3a). 
 

 

Measuring the body weights of larvae is also an 

important parameter in determining the growth rate of 

larvae [8].  Larvae treated with 5 µg of fenoxycarb were 

fed for the first 4 days and total body weights gradually 

increased, but this increase was found to be statistically 

lower than the control group larvae (Mann Whitney’s 

U-test, p<0.05) (Figure 3). Feeding inhibition is a 

general behavior of insects that comes in contact with 

various harmful agents [23]. 

 

The larvae of the 8th instar were fed for 8 days actively 

and showed a continuous and significant increase in 

weight until the 8th day (8-8) (Figure 3c). Sehnal [24] 

reported similarly weight values in super larvae 

produced by corpora allata implantation. Between days 

8 and 11, their feeding activities decreased or stopped, 

and weight gain slowed statistically (Mann Whitney’s 

U-test, p<0.05). The deceleration in the weight gain is 

thought to be a result of suppression of nutritional 

activity with excessive growth in animal size and, also 

the tracheal system probably does not adapt to these 

changes [25]. The maximum bodyweight a larva can 

reach and the weight gain that can be achieved in a 

single larval stage are species-specific [2, 25] and this 

value is not affected by JH and JH analogues [2]. These 

phenomena restrict the growth of insects. Larvae, when 

they reached 200-300 mg cut off from the feeding in 

normal development [16], but in some records, this 

weight could be 590 mg [2, 8], and larval growth is 

terminated irreversibly [2]. In our study, the ecdysis of 

the larval-pupal was observed near the known upper 

limit. The average weight of the 8th instar larvae was 

596 mg and the lowest value was 410 mg. All these 

findings clarify the cause of feeding and growth 

inhibition and death in the 9th instar. 

 

Pigment migration, which is the main characteristic of 

the S1- S5 stages, was not observed in S1 and S2 in the 

8th larval instar larvae, which is why the distinction 

between S1 and S2 was not appropriate in this group. 

Their developmental stages in the graphs were edited 

every 24 hours up to S3.  At the end of day 11, the 

spinning behavior began following the gut purge and the 
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total body weight decreased continuously, for the same 

reason as the control group. The pupal bodyweight of 

the group treated with fenoxycarb was significantly 

higher than that of the control group all day (Mann 

Whitney’s U-test, p<0.05, Figure 3d). Pupal molting 

occurred within 2-3 days and the pupal stage lasted for 7 

days as in the control group.

 

 

Figure 3. Weight average and head capsule measurement of control and 5 µg fenoxycarb treated groups; a) Head 

capsule measurements of control and 5 µg fenoxycarb treated group, b) The average of control group weight, c) The 

weight average of 5µg fenoxycarb treated group, d) Similar developmental stages of the control group and 5 µg 

fenoxycarb treated group were compared according to their weight changes, e) Comparison of the control group and 

5 µg fenoxycarb treated group 7th instar values, T: Transition day from, the bars indicate standard errors. The 

asterisks indicate the statistically significant differences compared to the previous development stage (p<0.05). S1-

S5 represents the stages of development based on the retraction of pigments from stemmata, P0-7 represents the 

pupal days. 

 

3. Conclusion 

 

In comparison to other Lepidopteran species such as 

Bombyx mori and Ephestia kuehniella and when applied 

doses are considered, Galleria mellonella is found to be 

highly resistant to the fenoxycarb at the beginning of the 

last larval stage. Relatively high doses (5-10 µg) have 

possibly stimulated the secretion activity of the 

prothoracic glands and triggered the extra larval ecdysis. 

However, applications did not affect pupal development 

and resulted in healthy adults and a new generation 

developed from their eggs was also healthy. These 

results clearly showed that fenoxycarb will be not a 

suitable agent for the biological control of this insect. 
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Abstract 

 

AISI 304L stainless steel material was pack-borided with microwave hybrid heating method at 

temperatures of 850, 900 and 950 °C for 2, 4 and 6 hours. The morphology of the boride layer formed on 

the surface of the samples was examined by an optical microscope. The X-ray diffraction (XRD) analysis 

showed the presence of the FeB, Fe2B, Cr2B and Ni2B phases on the surface of the borided samples. The 

Daimler-Benz Rockwell-C adhesion test was carried out to evaluate the adhesive strength of the boride 

layer to the substrate material. The tests were repeated at least 3 times for each of the samples pack-

borided at all process temperatures and times. After the adhesion tests, macro and SEM images of 

indentation traces were taken. By analysing the indentation craters, it has been determined whether the 

damages are acceptable or not with reference to the VDI 3198 standard. The indentation craters formed on 

the surfaces of the samples were pack-borided at 850 °C for all process times, at 900 °C for 2 and 4 hours, 

and at 950 °C for 2 hours have the best adhesion quality in the HF1 category of the VDI 3198 norm. The 

pack-boriding treatment with microwave hybrid heating contributed positively to the adhesion strength, 

but in additions to this, the test results revealed that adhesion decreased with increasing boriding 

temperature and time. 

 

Keywords: Adhesion test, Daimler-Benz Rockwell-C, microwave hybrid heating, pack-boriding, VDI 

3198 norm. 

 

1. Introduction 

 

Boriding changes the microstructure and composition of 

the material surface by thermochemical diffusion of 

boron atoms to the material surface; creates a functional 

surface layer with optimum surface properties. High 

hardness and low friction coefficient are two important 

mechanical properties that the boride layer that forms as 

a result of boriding gives the material surface. Thanks to 

these features, the major problem that shortens or ends 

the service life of engineering materials, namely surface 

wear, is prevented. Morón et al. [1], in their study, 

reduced the friction coefficient of the AISI H13 steel, 

which was initially in the range of 0.64-0.71, to 0.10-

0.11 values, which they applied pack-boriding at 950 °C 

for 6 hours, and increased the abrasion resistance by 23 

times in the lubricated environment. Kayali et al. [2] 

achieved a 30-fold reduction in the abrasion rate of the 

AISI 316L stainless steel alloy that borided with 2 and 6  

 

hours of hold times at 800 and 900 °C. Material surfaces 

working in contact with each other are connected with 

micro-welds after a while. With the ongoing relative 

movement breaking these bonds, the relatively less hard 

material is transferred to the opposite element, thus 

creating gaps on the less hard material surface and 

protrusions on the other surface. This surface wear 

resulting in material loss is called adhesive wear. 

Surface hardening is the leading measure to be taken to 

increase the adhesive strength on the material surface. 

However, conventional surface hardening methods 

cannot be applied to austenitic stainless steels. Because 

they protect their austenitic microstructure from room 

temperature to high temperatures. For this reason, 

boriding is widely preferred in order to increase surface 

hardness due to its easy applicability and economy. In 

their study, Alias et al. [3] increased the surface 

hardness of AISI 304 austenitic stainless steel alloy 5 

times with the pack-boriding process at 850 °C and for 8 
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hours. In many studies in the literature, high surface 

hardness values have been obtained in different types of 

steels as well as austenitic stainless steels by applying 

boriding process [4-19]. Thanks to boriding, the surface 

hardness of the material not only increases; since the 

chemical reactivity of boron against oxygen is high, a 

thin oxide film forms on the boride layer. This layer acts 

as a solid lubricant, reducing the friction coefficient [20, 

21]. Boride layer has a low tendency to cold weld so it 

does not need to be oiled to prevent adhesive wear. 

Taktak ve Tasgetiren [22] subjected AISI H13 and AISI 

304 steels to boriding in a slurry salt bath at 800–950 °C 

for 3, 5 and 7 hours. The quality of adhesion strength of 

the boride layers formed on both steel materials borided 

at 800 °C is in the HF1 and HF2 category and is very 

high. However, it has been reported that the adhesion 

quality of the boride layer decreases as the process 

temperature and time increases. The increase in the 

quality of adhesion strength between the boride layer 

and the matrix material increases the adhesion 

resistance. As the adhesion quality deteriorates, crack 

formation starts due to internal stresses and progresses, 

resulting in delaminations on the material surface. 

Krelling et al. [23] applied pack-boriding process on 

AISI 1020 steel with a 4 hour retention time at 1000 °C. 

After Rockwell C indentation tests, they obtained HF1 

quality adhesion strength between the boride layer and 

the substrate and reported the result that the boriding 

gave a good adhesion resistance.  

 

This study aimed to increase the adhesion resistance by 

using a microwave hybrid heating system as a thermal 

energy source for pack-boriding process. The adhesion 

strength analysis of the boride layer formed on the 

surface of AISI 304L stainless steel samples, on which 

pack boriding was applied for 2, 4 and 6 hours at 850, 

900 and 950 °C temperatures with microwave hybrid 

heating methods, to the matrix material was evaluated 

by Daimler-Benz Rockwell-C adhesion test. 

 

2. Experimental Procedure 

2.1. Pack-boriding process with microwave hybrid 

heating 

 

The test specimens were manufactured from AISI 304L 

stainless steel material, whose standard chemical 

composition is given in Table 1, with a diameter of 

20mm and a height of 10 mm. The samples were ground 

up to 1200 grid and subjected to ultrasonic bath for 30 

minutes before the thermochemical treatment. The 

pack-boriding treatments were carried out in a 

microwave furnace at 850, 900 ve 950 ºC for 2, 4 and 6 

h, and the samples were allowed to cool in the open air 

at the end of the process. Commercial Ekabor-II powder 

was used as the boriding agent. The samples were 

placed in AISI 304 stainless steel containers and 

covered with boriding powder. The schematic picture of 

the microwave sintering furnace with the microwave 

hybrid heating mechanism where the pack-boriding 

process takes place is given in Figure 1. Heating in the 

microwave heating system is provided by both 

microwave radiation and convection heat transfer 

mechanisms. That's why hybrid heating is in question. 

Thanks to the microwave absorbing plates around the 

boriding crucible, which is heated volumetrically by 

microwave radiation, convection heat transfer 

accompanies it. This hybrid heating system, which 

increases thermal diffusion and saves energy with 

homogeneous heating and homogeneous temperature 

distribution, is an improvement innovation in the pack-

boriding process. The morphology of the boride layer 

formed on the sample surfaces after the boriding process 

was examined by optical microscope at x200 

magnifications, and the phases formed in the layer were 

determined by XRD. The samples for microstructural 

analyses were sanded with SiC abrasive paper up to 

1200 grid, polished with 1 μm diamond polishing 

solution, and etched with Glyceregia solution.  
 
2.2. Adhesion test and characterization 

 
The Daimler-Benz Rockwell-C adhesion test was used 

to evaluate the adhesion of boride layers. The Rockwell-

C indentation test is specified according to the VDI 

3198 norm, as a quality test for coated materials. In this 

test, the plastic deformation that occurs as a result of the 

penetration of the conical end indenter into the surface 

of the coated material determines the adhesion quality 

of the coating. The thickness of the sample must be at 

least 10 times greater than the indentation depth. The 

type and volume of damage to the coating gives 

information about the adhesion of the coating layer at 

first glance and the fragility secondly. The principle of 

the method and the quality categories of the adhesion 

strength of the damage in the coating layer after the test 

are shown in Figure 2. Grades between HF1-HF4 

indicate the presence of sufficient adhesion in the 

coating layer; the HF5 and HF6 categories indicate 

insufficient adhesion strength, ie failure of the coating 

[24, 25]. Indentation processes, BMS 200-RB brand 

Rockwell hardness measurement device in accordance 

with VDI 3198 indentation test standards, with 120° 

conical tip and 150 kg load after repeating 3 times, the 

craters formed on the sample surfaces were examined 

using a stereo microscope and SEM (scanning electron 

microscope). By analyzing the cracks, delaminations 

and fractures occurring in the boride layer of each 

sample, it was determined whether the damages were 

acceptable by referring to the damage categories (HF1-

HF6) of the VDI 3198 indentation test standard in 

Figure 2. 
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Table 1. AISI 304L stainless steel material chemical composition 

Element C Mn P S Si Cr Ni N 

Wt % ≤ 0.030 ≤2.00 ≤0.045 ≤0.030 ≤0.75 18-20 8-10 ≤0,10 

 

Figure 1. Schematic picture of microwave sintering furnace 

 

Figure 2. VDI 3198 indentation test adhesion quality classification [24] 

 

3. Results and Discussion 

3.1. The Characterization of Boride Layers 

 

In the optical microscope images, the boride layers 

formed after boriding on the cylindrical samples of AISI 

304L stainless steel are bilayer (Fe2B + FeB) and can be 

clearly distinguished from the base material. As can be 

seen from Figure 3, the increase in process temperature 

and retention time increased the boride layer thickness. 

Due to the high amount of alloying elements in the 

structure of AISI 304L stainless steel material, the 

boride layer formed on its surface has flat and smooth 

morphology. In Figure 4, XRD analysis showed the 

presence of Cr2B and Ni2B phases in the boride layer 

besides Fe2B and FeB phases. 
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850 °C – 2 h 

 
850 °C – 4 h 

 
850 °C – 6 h 

 
900 °C – 2 h 

 
900 °C – 4 h 

 
900 °C – 6 h 

 
950 °C – 2 h 

 
950 °C – 4 h 

 
950 °C – 6 h 

Figure 3. Optical microscope images of AISI 304L samples pack-borided at process temperatures and times with 

microwave hybrid heating: x200 magnification 
 

 
 

Figure 4. XRD pattern of the pack-borided AISI 304L steel at 900 °C for 6 hours 
 

3.2. The adhesion resistance of boride layer 

 

Macro and SEM images of the indentation traces taken 

after the adhesion tests on AISI 304L stainless steel 

samples pack-borided with microwave hybrid heating 

method are given in Figure 5-18. Whether the 

appearance of damage occurring in the adhesion test 

results is acceptable or not was evaluated according to 

the VDI 3198 norm. In Figure 5, the indentation craters 

formed on AISI 304L stainless steel sample surfaces, 

which are pack-borided at 850 °C for all process 

periods, at 900 °C for 2 and 4 hours, and at 950 °C for 2 

hours by microwave hybrid heating method, are as in 

the HF1 category of the VDI 3198 and are acceptable. 

HF1 has the best adhesion quality. Therefore, the 

adhesion strength of the samples pack-borided at these 

process temperatures and times is quite good. However, 

as can be seen in Figure 6, the boride layer on the 

surface of one of the samples, which was pack-borided 

at 900 °C for 6 hours, was broken up during the 

indentation test, and in another there are spallings. A 

spalling was observed in the boride layer of one of each 

sample which was pack-borided at 950 °C for 4 and 6 

hours. Damages in these samples are of HF5 quality and 

are unacceptable. 
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850 °C-2 h 850 °C-4 h 850 °C-6 h 

   
900 °C-2 h 900 °C-4 h 900 °C-6 h 

   
950 °C-2 h 950 °C-4 h 950 °C-6 h 

Figure 5. Macro images of the crater formed after the adhesion test on AISI 304L samples pack-borided with 

microwave hybrid heating 

   
900 °C-6 h  950 °C-4 h 950 °C-6 h 

Figure 6. Boride layer removals occurring after the adhesion test in AISI 304L samples pack-borided with 

microwave hybrid heating 

 

When the SEM images of the indentation traces of the 

boride layers of AISI 304L stainless steel samples pack-

borided with microwave hybrid heating method in 

Figure 7-11 and Figure 14 are examined, it is more 

clearly seen that the acceptable damage in these samples  

 

are HF1 quality micro cracks. These micro cracks are in 

the form of lateral cracks and generally capillary, and 

belong to the best quality category according to the VDI 

3198 norm. Figure 12 shows the SEM image taken after 

the adhesion test of one of the AISI 304L samples pack- 

borided with microwave hybrid heating method at 900 

°C with a retention time of 6 hours. It is seen that the 

adhesion strength quality belongs to the HF3 category 

due to the curvilinear cracks and occasional spallings in 

the boride layer on the surface of this sample. The SEM 

image taken after the adhesion test of another sample 

pack-borided at the same process temperature and time 

is given in Figure 13. There are spallation and wear 

debris in the boride layer of the sample. The adhesion 

strength of this sample between the boride layer and the 

base material is HF5 quality and is in unacceptable 

category. 
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Figure 7. SEM images of the traces and micro cracks 

formed after the adhesion test on the AISI 304L sample 

pack-borided at 850 °C for 2 hours with microwave 

hybrid heating 

 

 

Figure 8. SEM images of the traces and micro cracks 

formed after the adhesion test in AISI 304L sample 

pack-borided at 850 °C for 4 hours with microwave 

hybrid heating 

  
 

Figure 9. SEM images of the traces and micro cracks formed after the adhesion test on the AISI 304L sample pack-

borided at 850 °C for 6 hours with microwave hybrid heating 
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Figure 10. SEM images of the traces and micro cracks 

formed after the adhesion test in AISI 304L sample 

pack-borided at 900 °C for 2 hours with microwave 

hybrid heating 

 
 

Figure 11. SEM images of the traces and micro cracks 

formed after the adhesion test in AISI 304L sample 

pack-borided at 900 °C for 4 hours with microwave 

hybrid heating 
 

  
 

Figure 12. SEM images of the traces and micro cracks formed after the adhesion test on the AISI 304L sample 

pack-borided at 900 °C for 6 hours with microwave hybrid heating 
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Figure 13. SEM images of the fracture formed after the 

adhesion test in AISI 304L sample pack-borided for 6 

hours at 900 °C with microwave hybrid heating 

 
 

Figure 14. SEM images of the traces and micro cracks formed 

after the adhesion test of AISI 304L samples pack-borided at 

950 °C for 2 hours with microwave hybrid heating 

 

The indentation craters belonging to one of the pack-

borided samples with microwave hybrid heating at 950 

°C for 4 hours are shown in Figure 15. There are 

abrasion scratches and burrs in the boride layer after the 

adhesion test. This damage is of HF3 type and is 

acceptable.  

 

The damage appearance after the adhesion test of 

another sample, which is pack-borided with microwave 

hybrid heating at 950 °C for 4 hours, is shown in Figure 

16. Delaminations occurred in the boride layer of the 

sample. According to the VDI 3198 indentation test 

principles, this damage is of the HF5 type and is 

unacceptable.  

The damage appearance after the indentation test of one 

of the samples pack-borided with microwave hybrid 

heating at 950 °C for 6 hours is given in Figure 17. 

Mosaic cracks and wear lines were formed in the boride 

layer. This damage is in the HF3 category and is 

acceptable.  

 

The SEM image showing the damage appearance after 

the adhesion test of another sample that is pack-borided 

with microwave hybrid heating at 950 °C for 6 hours is 

given in Figure 18. Local spallation and delaminations 

occurred in the boride layer of the sample. According to 

the VDI 3198 indentation test principles, this damage is 

of the HF5 type and is unacceptable.
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Figure 15. SEM images of the traces and micro cracks 

formed after the adhesion test of AISI 304L samples 

pack-borided at 950 °C for 4 hours with microwave 

hybrid heating 

 
 

Figure 16. SEM images of the delaminations and cracks 

formed after the adhesion test of AISI 304L samples 

pack-borided at 950 °C for 4 hours with microwave 

hybrid heating 

 

  
 

Figure 17. SEM images of the traces and cracks formed after the adhesion test of AISI 304L samples pack-borided 

at 950 °C for 6 hours with microwave hybrid heating 
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Figure 18. SEM images of the spallation and delaminations formed after the adhesion test of AISI 304L samples 

pack-borided at 950 °C for 6 hours with microwave hybrid heating 

 

4. Conclusions 

 

Optical microscope examinations showed that both FeB 

and Fe2B phase thicknesses increased with the increase 

of process temperature and retention time in pack-

boriding processes performed with microwave hybrid 

heating method. Uniform and homogeneous boride 

layers were obtained. However, boride layers formed by 

the effect of alloying elements are not saw-toothed but 

flat structure. 

 

XRD pattern analysis showed the presence of FeB, 

Fe2B, Cr2B and Ni2B phases in the boride layer. 

 

As a result of the Daimler-Benz Rockwell-C adhesion 

tests carried out, the adhesion strength of the boride 

layers-substrate of all samples is high, except for the 

samples that are pack-borided for 6 hours at 900 °C, and 

at 950 °C for 4 and 6 hours with microwave hybrid 

heating because the adhesion has decreased with 

increasing boriding temperature and time. The main 

reason for the low adhesion strength in these samples is 

the delamination and spallation of the boride layer as a 

result of the increase in the thickness of the brittle FeB 

phase due to the increase in the temperature and 

retention time of the pack-boriding process. 
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Abstract 

 

Fractional order circuit elements are successfully used to model circuits and systems in the last few 

decades. There are different types of fractional derivatives. Recently, another one named “the 

conformable fractional derivative” (CFD) has been introduced and shown to give good results for 

modeling supercapacitors. It is imperative to know how circuit elements behave for different current and 

voltage waveforms in circuit theory so that they can be exploited at their full potential. A CFD capacitor is 

not a well-known element, and its usage and circuit solutions are rarely addressed in the literature. In this 

study, it is examined how a CFD capacitor would behave under DC and AC excitations when it is fed by 

not only a current source but also a voltage source.  

 

Keywords: Fractional Order Derivatives, Circuit Analysis, Circuit Theory, Energy Analysis, Circuit 

Modeling 

 

1. Introduction 

 
Fractional derivative (FD) is a branch of mathematical 
analysis [1, 2]. A differential operator can be of any 
arbitrary order within it. It has first appeared in the 17th 
century [3]. In the last decades, Fractional Calculus has 
emerged as a popular research area because of its 
applicability in many different fields [4-5]. The self-
taught Oliver Heaviside has used fractional calculus to 
find the solution of the telegrapher's equation around 
1890 [3]. The fractional-order circuit elements are used 
to model circuit elements such as capacitors, inductors 
and memristors [6-10]. Filters, controllers and 
oscillators which are based on fractional-order circuit 
elements are made or can be used to model systems [4-
5, 8-9, 11-14]. Another FD is suggested in [15]. It is 
named as “the conformable fractional derivative” 
(CFD). Its definition is built on the conventional limit 
definition of the derivative of a function. It casts off the 
other FD definitions [15]. This makes it simpler and 
advantageous than the other FDs. The CFD is 
elaborated in [16]. However, a CFD is actually not an 
FD: it can be described as a first-order derivative time a 
power function of the independent variable [15, 16]. 
This new definition is a broadening of the ordinary 
derivative. It is also distinct from the other FDs. The 
CFD is able to accommodate the common features of 

FDs. Well-known calculus theorems such as product 
rule, Rolle’s Theorem, Average Value Theorem, 
partial integration, Taylor series can be easily extended 
or applied to the CFD. The conformal fractional 
derivative has a very important property: while the 
Riemann-Liouville FD of a constant is not zero, the 
CFD of a constant is zero. Due to these properties, the 
conformal fractional derivative has become a hot 
research area. The conformal derivative has also the 
advantage of being physically interpretable compared to 
the other types of fractional derivatives [17]. Usage of 
the FDs in electric circuits has been examined in [18]. 
Supercapacitors have been modelled using fractional-
order models in [19-22]. The oscillation of impulsive 
conformable fractional differential equations has been 
inspected in [23]. Electric circuits modelled with FD 
circuit elements under sinusoidal excitation have been 
analyzed with the enhanced fractional derivative 
method, which is called Caputo FD generalizing the 
differential equations and ordinary integrals are not 
necessary to describe the fractional-order initial 
conditions like Riemann-Liouville FD [24-25]. Several 
electric circuits characterized by CFDs have been 
solved in [26]. Other circuits modelled with the CFD 
have been examined in [27]. The conformable fractional 
derivative has been used to analyze an electric circuit 
containing a supercapacitor in [28]. Analytical solutions 
of electrical circuits described by fractional conformable 
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derivatives in Liouville-Caputo sense is given in [29]. 
Electric circuits of the CFDs with and without singular 
kernels have been solved in [30]. 
 
It is important to analyze new circuit elements for 
different current and voltage waveforms so that they can 
be exploited at full potential. In this paper, the 
conformal fractional derivative capacitor model for DC 
and sinusoidal waveforms have been solved. CFD 
capacitor has been fed with not only voltage sources but 
also for current sources. The analytical solutions were 
given with incomplete gamma function for sinusoidal 
voltage case. The discussions are provided in the 
conclusion section. 
 
The rest of the paper is structured as follows. The CFD 
capacitor model is given in the second section. Its 
analysis for DC and AC signals are given in the third 
section. Op-amp-based differentiator and integrator 
circuits with a CFD capacitor are examined in the fourth 
section. Finally, the paper is concluded in "Conclusions" 
section.  
 
2. Conformal Fractional Derivative and CFD 

Capacitor Constitutional Law 

 

The CFD is described in [15] as the follows: 

Definition 1. Let :[0, )+ →f R  and 0t . The CFD 

for 0 1   is described as 

 
(1 )

0

( ) ( )
( ) lim

−

→

+ −
=

p

f t p f t
D f t

p


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(2.1) 

 

For t>0 and the conformable fractional derivative at 0 is 

defined as 
0

(0) lim( )( )
+→

=
t

D f D f t  . If it is 

differentiable then 
1 '( ) ( )−=D f t t f t

              
(2.2) 

Definition 2. Let (0,1] . The conformable fractional 

integral of a function :[0, )+ →f R of order a is 

denoted by ( )I f t  and is defined as 
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( ) ( ).−= 
t

I f t s f s ds



                        

(2.3) 

               

' 1 1( ) ( )
( )

d f t df t
f t t t

dt dt


 



− −= =
             

 (2.4) 

 
More information about CFD can be found in [15-17]. 
If a capacitor can be modelled using CFD [28], its 
constitutive law can be written as  
 

                        

( )
( ) C

C

d v t
i t C

dt



 
=

                         
(2.5) 

 

Where ( )Ci t , ( )Cv t and C  are CFD capacitor current, 

CFD capacitor voltage and CFD capacitor coefficient, 
respectively.  

3. The CFD Capacitor Fed by a Current Source 

 

In this section, the solutions of a CFD capacitor is found 

if it is fed by a current source as shown in Figure 1 for 

the cases: (a) the current source being constant and (b) it 

being sinusoidal. 

 

 
Figure 1: The CFD capacitor fed by a current source 

 

3.1 Constant Current Solution 
 
If the current source has a constant magnitude or the 
CFD capacitor current is constant; 
 

                   

1( )
( ) ( ) C

s c dc

dv t
i t i t I C t

dt





−= = =
      

(3.1) 

 
By arranging both sides, 
 

          
1 1

( )
( )C dc dc

C

dv t I I
dv t dt

dt C t C t 

 

− −
= → =

     

(3.2) 

 
Its voltage can be found as 
 

                

1

1
( ) dc dc

C

I I
v t dt t dt

C t C





 

−

−
= =             (3.3) 

   

( ) dc
C

I t
v t K

C




= +              (3.4) 

 
Where K is the integration constant and the capacitor 
voltage at 0t =  is used to find K;  

 

  

0
(0) (0)dc

C C

I
v K K v

C




= + → =

            

(3.5) 

 
Using the integration constant, the CFD capacitor 
current can be obtained as; 
 

   

( ) (0)dc
C C

I t
v t v

C




= +              (3.6) 

 

3.2 Sinusoidal Current Solution 
 

If a sinusoidal current of ( )( ) coss mi t I t = +  is 

applied to the CFD capacitor, its voltage can be 
calculated with the following steps: 

 



 

             Celal Bayar University Journal of Science  

             Volume 17, Issue 2, 2021, p 193-198 

             Doi: 10.18466/cbayarfbe.757813                                                                                                    U. Palaz 

 

195 

( ) 1( )
( ) ( ) cos C

s c m

dv t
i t i t I t C t

dt



  −= = + =      (3.7)          

 

By arranging both sides of the equation, the CFD 

capacitor voltage is written as 

 

( )
1

cos( ) mC
I tdv t

dt C t 



 
−

+
=                                        (3.8)                         

( 1)( ) cos( )m
c

I
v t t t dt

C





  −= +                            (3.9) 

 
Using Wolfram Alpha [31], the solution of the integral 
is found as 
 

2 2( )
(( ) (cos( ) sin( )) ( , )

( ) 2

( ) (cos( ) sin( )) ( , ))

− 
− − −  + 

=
 
 +  − + 

m
c

t t
i t i a i tI

v t
C

i t i a i t K

 





   

   

(3.10) 

 
Using the following identities:  

cos( ) sin( )

cos( ) sin( )

i

i

e i

e i





 

 −

= +

= −

             (3.11) 

The capacitor voltage turns into; 
 

2 2( )
(( ) ) ( , )

( ) 2

( ) ) ( , ))

−
− 

− −  + 
=

 
  − + 

i

m
c

i

t t
i t e a i tI

v t
C

i t e a i t K

 
 

 


 

 

 (3.12) 

 
In mathematics, the upper incomplete gamma function 
is a transcendental function that appears as solutions to 
diverse problems such as definite integrals. 
 
When splitting the incomplete gamma function at s 

point 0x , two types of the incomplete gamma 

functions called upper and lower are obtained. 

The definition of the upper incomplete gamma function 

intervals are explained from x to . 

 

1( , )



− − = 
s t

x

s x t e dt               (3.13) 

 
If the initial condition is used at t=0, 
 

 (0) 0 (0)= + → =m
c c

m

I C
v K K v

C I





             (3.14) 

 
Using the integration constant, the CFD capacitor 
voltage can be obtained as 
 

2 2( )
( ) (( ) ) ( , )

2

(( ) ) ( , )) (0)

−
−= − −  +

 − +

im
c

i

c

I t t
v t i t e a i t

C

i t e a i t v

 
 



 


 

 

  (3.15) 

 

Numerical methods can be used to calculate the CFD 
capacitor voltage since the solution requires the upper 
incomplete gamma function which is also evaluated 
numerically.  
 
4. The CFD Capacitor Fed by a Voltage Source 

 

In this section, the solution of the CFD capacitor fed by 

a voltage source shown in Figure 2 is found for both of 

the cases: the voltage source being a constant (a) and a 

sinusoidal (b). 

 

 
Figure 2. The CFD capacitor fed by a voltage source 

 

4.1. Constant Voltage Solution 

 

If a step function voltage is applied to the CFD 

capacitor at time being 0t : 

 

0( ) ( )C dcv t V u t t= −                  (4.1) 

 

The CFD capacitor current becomes  

 

( )01 1
( )( )

( )
dcC

c

d V u t tdv t
i t C t C t

dt dt

 

 

− −
−

= =     (4.2) 

1 1

0 0 0( ) ( ) ( )c dc dci t C V t t t C V t t t 

  − −= − = −         (4.3) 

 

Where 0( )t t −  is the Dirac-delta function [32] shifted 

to time being 0t .
 

 

 
Figure 3. The CFD capacitor fed by a voltage source 
and depends on the time. 
 
 
A CFD capacitor without a series resistor withdraws a 
Dirac pulse as a linear time-invariant resistor does. 
However, its current magnitude depends on the time the 
voltage is applied opposite to the case in which an LTI 
(Linear Time-Invariant) capacitor current pulse 
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magnitude is constant not depending on the time the 
step function is applied as shown in Figure 3. 
 

    
Figure 4. The CFD capacitor voltage and current vs. 
time when it is fed by a constant voltage 
 

4.2. Sinusoidal Voltage Solution 

 

If a sinusoidal voltage of ( ) 0( ) sin ( )C mv t V t u t t = + −

is applied to the CFD capacitor at time being 0t , its 

current is found as 
 

( )01 1
sin( ) ( )( )

( ) − −
−

= =
mC

c

d V t u t tdv t
i t C t C t

dt dt

 

 


 (4.4) 

1

0( ) ( cos( ) sin( ) ( ))−= + −c mi t C V t t t t t

         (4.5) 

 

When the Dirac-delta function rule 

0 0 0( ) ( ) ( ) ( )− = −f t t t f t t t  is used, the CFD capacitor 

current can be written as: 
 

1 1

0 0 0( ) cos( ) sin( ) ( )− −= + −c m mi t C V t t C V t t t t 

       (4.6) 

 

The circuit waveforms are drawn with MatlabTM. The 
CFD capacitor current and voltage for this case is 
shown in Figure 5 and 6. The CFD capacitor current 
magnitude is not constant and varies with time due to 

the term 
1t −

 as shown in Figure 4. When 5=mV V ,

1 = rad/s, 0 = rad/s and 1C =
1/F s −

values are 

used, the CFD capacitor current graph in Figure 6 is 
sketched for three different alpha values.  
 

 
Figure 5. The CFD capacitor voltage vs. time when it is 
fed by a sinusoidal voltage 

 
Figure 6. The CFD current vs. time when it is fed by a 

sinusoidal voltage 

 
All real capacitor models have series and parallel 
resistors used in their equivalent circuit to model their 
losses. In this study, the capacitors are assumed to be 
ideal, ie. without losses and that’s why no resistor is 
used in the analysis. The CFD capacitor current goes to 

infinity due to the term 
1t −

 as seen in Figure 6 because 

of this. Such a situation would not appear in a more 
realistic capacitor model when a series resistor is used. 

 

5. Conclusions 

 
Supercapacitors or ultra-capacitors are becoming more 
common each day. They cannot be modelled with 
capacitor constitutive law. Therefore, easier and robust 
models are needed for their usage and analysis in the 
circuits. Only then, such capacitors can be fully 
exploited. 
 
The conformal fractional derivative provides an easier 
solution than the fractional derivatives such as Caputo 
and Riemann Liouville. Some capacitors can be 
modelled using fractional-order derivatives. In this 
study, the conformal fractional derivative is used to 
model a capacitor. Every circuit element should be 
examined for the basic waveforms such as DC and 
sinusoidal signals. The solutions of the CFD capacitor 
for the waveforms are given. Only in the case when it is 
fed by a current source, its voltage is found using a 
transcendental function the incomplete gamma 
functions. The solutions can be used in the analysis of 
the circuits with a CFD capacitor if a supercapacitor is 
found to be modelled with a good accuracy using 
experimental data. In comparison to the prior studies, 
the CFD derivative is more practical and analytical 
solutions are found to be possible while it has been not 
possible for other fractional derivatives. The analysis 
given here can also be used in modelling renewable 
energy systems or inverters with supercapacitors in the 
future. This paper can also be used as a tutorial for the 
researchers who have just been introduced to the 
research area. 
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Abstract 

 

Distributed generation (DG) sources are becoming more important in electrical networks due to the 

increase of electrical energy demands. However, DG sources can have a profound effect on network 

power loss. Hence, optimal placement and size of DGs are extremely important. This study presents an 

efficient heuristic algorithm based on optimal placement and size of multiple DGs within distribution 

systems in order to reduce power loss. This algorithm is backtracking search algorithm (BSA). Two main 

DGs, photovoltaic and synchronous compensator, are integrated in two different radial distribution 

systems (RDS), IEEE 33-bus system and IEEE 69-bus system. To demonstrate the effectiveness of the 

proposed method, the results obtained by BSA are compared with a genetic algorithm (GA) as well as 

other results in the literature.  

 

Keywords: BSA,  DG placement, DG size, power loss. 

 

1. Introduction 

 

The integration of a solar power plant in distribution 

network is an important challenge, and it is one of the 

ways to reduce the environmental pollution that is 

produced by fossil fuel-based energy generation. Thus, 

much research has been concentrated on the optimum 

integration of solar panels in distribution networks in 

recent years. 

 

Optimal reactive power flow is necessary to maintain 

power system reliability. It is achieved by minimizing 

power losses in the transmission line under the 

constraints of the physical system, using power flow 

equations. Valuable articles have dealt with this subject 

for the purpose of reducing power losses. Kansal et al. 

[1] proposed particle swarm optimization (PSO) to solve 

for the placement and size of different types of DG’s, 

taking the power loss as an objective function. Kayal et 

al. [2] presented different types of DG’s with different 

modes, using PSO. Their objective was power loss 

minimization and voltage stability improvement. Kollu 

et al. [3] proposed a harmony search algorithm (HSA) 

for multi-DG placement to reduce power loss, and 

enhance the voltage profile. García et al. [4] employed  

 

modified teaching–learning based optimization 

(MTLBO) to solve the problem of placement and sizing 

of multiple DG’s with the single objective of reducing 

power loss. Injeti et al. [5] used simulated annealing 

(SA) for a DG placement and size to reduce the power 

loss, and improve the voltage stability. Manafi et al. [6] 

presented dynamic PSO for optimal placement of a DG 

to minimize power loss. Moradi et al. [7] proposed 

PSO/GA hybrid algorithms as a solution for sizing and 

placement of a DG to improve voltage regulation, and 

minimize power loss. Aman et al. [8] employed a PSO 

algorithm to solve a function with the multiple objectives 

of maximizing voltage stability and minimizing power 

losses, and found the optimal DG allocation, weakest 

link in the network, and the most sensitive voltage bus. 

Ates et al. [9] examined the impact of hybrid DG on 

power losses, voltage improvement, and electricity bill 

in distribution network by using the ETAP. Turan et al. 

[10] proposed the integration of a solar plant to a PEV 

parking lot to reduce power consumption and losses 

considering various operating conditions. Hemeida et. al. 

[11] implemented a new optimization algorithm to the 

optimal integration of a DG for power loss minimization. 

Memarzadeh et al. [12] applied a new approach for DG 

placement in order to improve voltage stability index and 

file:///D:/A.FBE/dergimizan/17-2/waleedfadel@gau.edu.tr
https://orcid.org/0000-0002-5061-6474
https://orcid.org/0000-0002-5706-5767
https://orcid.org/0000-0002-2763-1625
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the system reliability. This approach has been tested in 

various RDS. Kansal et al. [13] proposed a hybrid of 

heuristic and analytical methods of the PSO (H-PSO) 

algorithm to determine the optimum places and the best 

types of DGs. 

 
In this work, we have considered 3 scenarios. In 
Scenario 1, the tested systems are integrated by active-
power DGs (photovoltaic) only, where only one active-
power DG can be placed in a given bus. In Scenario 2, 
one active-power DG and one reactive-power DG 
(synchronous compensator) are paired and connected 
together in a bus, where only one pair can be placed in a 
given bus. In Scenario 3, while in some buses one active-
power DG and one reactive-compensator DG are paired 
and connected as a single pair per bus, in other buses 
either one active-power DG or one reactive-power DG is 
placed singly –only one DG per bus. References [2, 5, 6, 
7, 8 and 13] dealt only with scenario 1. Ref. [1] dealt 
with scenarios 1 and 2, but not 3. None of the references 
used the BSA in their optimizations. In this paper, we 
applied the BSA on 33-bus as well as 69-bus systems in 
cases where multiple DGs (up to a total of 16 DGs and 
13 buses) are used. As understood from the Ref. [1-8] 
mentioned above, heuristic algorithms are successfully 
applied to solve the optimization problem in RDS. In this 
study, we used the BSA to solve the optimization 
problem of DG placement and sizing, such as to 
minimize system power loss in RDS.  
 
This paper is arranged as follows: problem formulation 
is in Section 2, the proposed algorithm in Section 3, 
simulation results and discussion in Section 4, and the 
conclusion in Section 5. 
 
2. Problem formulation 

 
In this paper, active power loss is selected as an 
objective function. To minimize the objective function, 
the proposed algorithm is applied in two RDSs under 
both equality as well as inequality constraints. 
Minimization of power loss is an optimization problem, 
mathematical equations of which is well known and is 
defined as follows, 

Minimize             ( )uxf ,  

Such that             ( ) 0, =uxg                                    (1) 

                            ( ) 0, uxh   
 

where f , g , and h  are the fitness function, the 

equality constraint, and the inequality constraint, 

respectively. Here, x  is the vector of control variables, 

while u is the vector of state variables. The control 

variables are the size and the place of DG active power, 

and of the reactive compensators. The state variables are 

active and reactive power of the feeder, load, bus 

voltage, and the line current. 

 

 

2.1. Objective Function 

 

In this work, power loss is selected as an objective 

function.  The power loss can be demonstrated as 

equation (2) [14]. 
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2.2. Equality constraints 

 

Load balancing constraint formulas as follows: 
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2.3. Inequality constraints 

 

Voltage limits: 

The allowable range for all buses is given in equation 

(5),  

maxmin

iii VVV                            Ni ,,1=                   

(5) 

Unit constraints of DGs: 

The following constraint is the allowable active power 

and reactive power sizes of DGs. 

max

,,

min

, iDGiDGiDG PPP               DGNi ,,1=                 

(6) 

max

,,

min

, isciscisc QQQ          SCNi ,,1=                   (7) 

Line capacity constraints: 

The current limitation of the distribution lines of the 

system is given by [15]. 

max

ijij II    Ni ,,1= , Nj ,,1=  and ji        (8) 

3. Back-tracking Search Algorithm 

 

BSA is an evolutionary algorithm (EA) introduced by 

Civicioglu in 2012 [16]. BSA has been applied to solve 

different optimization problems in various fields such as 

energy, geophysics, and magnetism [17-19]. The most 

significant property of BSA that it is not sensitive to the 

initial values. Selection, mutation, and crossover 
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operators are used in BSA. The MATLAB® code of 

BSA can be found in [16]. The basic steps of BSA are 

outlined as follows [17]. 

Initialization 

   Repeat 

          Selection-1 

             Generation of Trial-Population 

                Mutation  

        Crossover 

             End 

          Selection-2 

   Until stopping conditions are met. 

 

3.1. Initialization 

 

In the beginning, two different populations ( Pop and

oldPop ) are formed as follows: 

jiPop ,  ~ ( )jj uplowRand ,  N1 ,...,Si = Dj ,....,1=         (9) 

jioldPop ,
 ~ ( )jj uplowRand ,  N1 ,...,Si = Dj ,....,1=    (10) 

3.2. Selection-I 

 

In this section, the old population ( oldPop ) in the 

initiation stage is formed using, 

end    PopoldPopbaif = :    ,  | ba, ~ ( )1,0Rand     (11) 

In equation (11), := is the update operator. This operator 

randomly transfers the Pop  individuals’ variables to 

oldPop  individuals’ variables. Then, equation (12) is 

used to randomly change individuals in the oldPop . 

)(: oldPopRandshuffoldPop =                                     (12) 

where Randshuff  is a random mixing function [15]. 

3.3. Mutation 

The mutation process is formed as 

( )mutantPop Pop W oldPop Pop= + −
 
                 (13) 

 

In equation (13), W controls the amplitude of the search 

line matrix. 3W randn=  is proposed in the Ref.[16]. 

However, we observed that the performance of 4 is 

better that of 3. The function “ randn ” randomly 

generates numbers between 0 and 1 according to the 

standard normal distribution [17]. 

 

3.4. Crossover 

  

In this section, the trial population (Tpop ) is formed 

using equation (14). The crossover process consists of 

two stages. In the first stage, the binary number system 

is fully valued, and produces SN D  size of a matrix 

(map). This matrix is used to determine whether or not 

we have to modifyTpop , one row at a time (“individual 

by individual” in heuristic terms). The second stage, the 

following equation is obtained from the matrix after its 

formation. 

end    mutantPopTpop    else     PopTpop   then   mapif ji,ji,jiji,ji === ,, 1   

                                                                       (14) 

3.5. Selection-II 

 

All the “individual” fitness values produced is 

calculated in this section. Individuals are sorted 

according to their fitness values, from best to worst. 

Then, the SN of them are carried to the next iteration

Pop . The remaining ones are omitted. In this way, the 

best “individuals” among the whole population are 

transferred to the next generation. 

 

4. Simulation Results and discussion 

 

In this work, two types of DG are integrated in two 

different RDS. These systems are 33 and 69 bus 

systems. All nodes integrated of DGs are selected as PQ 

mode. The results are compared with GA and other 

recent works.  

DG resources are divided into 4 types, determined by 

ability to deliver active and reactive power. The DG 

types are:  

Type I: Generating active power (Photovoltaic system). 

Type II: Generating reactive power (Synchronous 

compensation). 

Type III: Generating active and absorbing reactive 

power (Wind power) 

Type IV: Generating active and reactive power 

(Synchronous generator). 

Type I and Type II are performed in our work. 

 

Scenarios and cases 

In this study, 3 scenarios and 5 cases are examined. All 

scenarios are considered under the 5 cases, and the 

differences between cases, depend on the number of 

DGs. In the following tables Case1 is base case for 

IEEE 33- bus system and IEEE 69- bus system. 

 

Scenario1: All DGs are type I, one per bus. 
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Scenario2: Any pair of DGs (one of type I & one of 

type II) is connected in the same bus, only one pair per 

bus. 

 

Scenario3: Some DG pairs (one of type I & one of type 

II) are connected in the same bus, one pair bus, while 

single DGs (type-I or type-II) are connected in different 

buses, one DG per bus. 

 

4.1. IEEE 33-bus system 

 

The IEEE 33-bus system is selected, with a system 

voltage base of 12.66 kV for all cases, and base 

apparent power of 100 MVA for all cases. The test 

system has total active and reactive loads of  3.715 MW 

and 2.300 MVAr, respectively. The data for the line 

reactance and resistances, and for the loads connected to 

buses, are given in [20]. 

 

     Scenario1:    In scenario1, 4 cases are constructed 

considering DG number. One, two, three and four DGs 

are integrated in Case2, 3, 4, and 5, respectively, to 33-

bus system. In the following tables, all sizes of DGs 

type I are in (MW), while size of DGs Type II are in 

(MVAr).  

 

The obtained results using BSA for all cases of 

Scenario1 are given in Table 1. The power loss for 

Case2, 3, 4, and 5, respectively are 211, 103.966, 

87.1669, 72.7878 and 67.67kW. When we compare 

power loss of all cases, it is concluded that Case2 is 

better than Case1, Case3 is better than Case2, Case4 is 

better than Case3, and Case5 is the best for Scenario1. 

 

Power loss reduction (considering Case1) comparison of 

the proposed algorithm, GA, and other results for all 

cases of scenario1 are given in Table 2. It is noticed 

that, the obtained results by the proposed algorithm for 

all cases are the best among all results. 

 

 

Table 1. Results by BSA of all cases in Scenario 1 for IEEE 33- bus system 

 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Power loss 211 103.966 87.1669 72.7878 67.76 

Placement 

and size of 

DG Type I 
- 

 

2.5753(6) 0.8516(13) 

1.1576(30) 

0.8000(13) 

1.0880(24) 

1.0523(30) 

0.8400(7) 

0.6468 (14) 

0.7307(25)  

0.8112(31) 

 

 

Table 2. Comparison of power loss reduction (%) by BSA and  others for Scenario 1 of IEEE 33-bus system 

 

Case Ref. 

[1] 

Ref. 

[2] 

Ref. 

[5] 

Ref. 

[6] 

Ref. 

[7] 

Ref. 

[11] 

Ref. 

[13] 
GA BSA 

2 45.36 - - 39.73 - 47.37 47.31 45.6 50.73 

3 - - - 54.54 - 58.68 58.64 58.65 58.69 

4 - 27.82 61.12 56.14 - 65.45 65.46 65.31 65.50 

5 - - - - 67.68 - - 67.50 67.89 

 

     Scenario 2:    The obtained results using BSA for all 

cases of Scenario2 are given in Table 3. The power loss for 

Case2, 3, 4, and 5, respectively are 211, 67.739, 28.593, 

12.2118 and 8.5364 kW. When we compare power loss of 

all cases, it is concluded that Case2 is better than Case1, 

Case3 is better 

than Case2, Case4 is better than Case3, and Case5 is the best 

for Scenario2. 

Comparison of power loss reduction of BSA and other for 

all cases of scenario2 are given in Table 4. It is noticed that 

the obtained results by BSA for all cases of scenario2 are the 

best among all results. 

 

Table 3. Results by BSA of all cases in Scenario 2 for IEEE 33- bus system 

 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Power loss 211 67.739 28.593 12.2118 8.5364 

Placement 

and size of 

DG Type I 
- 

 

2.5566(6) 0.3964(13) 

1.0276(30) 

0.8534(13) 

0.9229(24) 

0.3437(30) 

0.4350 (7) 

0.7180(14) 

1.0174(24)  

1.0151(30) 

Placement -  0.7537(13) 0.3676(13) 0.5289(7) 
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and size of 

DG Type II 

1.7580(6) 0.9009(30) 

 

0.4642(24) 

0.1949(30) 

0.2477 14) 

0.5040(24)  

0.8370(30) 

 

 

 

Table 4. Comparison of power loss reduction (%) by 

BSA and others for Scenario 2 of IEEE 33-bus system 

 

Case  Ref. [1] GA BSA 

2 67.79 67.89 67.89 

3 - 86.44 86.45 

4 - 93.00 94.21 

5 - 95.56 95.95 

 

Scenario 3:  The obtained results by BSA for all cases 

of Scenario3 are given in Table 5. The power loss for 

Case2, 3, 4, and 5, respectively are 211, 29.8235, 

13.8957, 8.7463 and 7.4533kW. When we compare 

power loss of all cases, it is concluded that Case2 is 

better than Case1, Case3 is better than Case2, Case4 is 

better than Case3, and Case5 is the best among all cases 

in Scenario3. 

 

In Table 5, all values in bold font indicate that DG pairs 

(one of type I & one of type II) are connected in the 

same bus, while others are connected in different buses. 

Power loss reduction of BSA and GA results for all 

cases of scenario3 are given in Table 6. It is noticed that 

the obtained results by the proposed algorithm for all 

cases are better than GA results. 

 

Table 6. Comparison of power loss reduction (%) by 

BSA and others for Scenario 3 of IEEE 33-bus system 

 

Case  GA BSA 

2 83.28 85.87 

3 93.00 93.41 

4 94.51 95.86 

5 95.67 96.47 

 

Table 5. Results by BSA of all cases in Scenario 3 for IEEE 33-bus system 

 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Power loss 211 29.8235 13.8957 8.7463 7.4533 

 

 

Placement 

and size of 

DG Type I 
- 

 

 

 

0.6247(29) 

0.6755(14) 

1.0070(24) 

0.6972(30) 

0.7833(13)  

0.3295(30) 

0.5724 (3) 

0.4820(12) 

0.4270(27) 

0.3781(13)  

0.9094(24)  

0.7673(30) 

0.2647(25) 

0.3866(26)  

0.3918(31) 

0.7962(13) 

0.1000(21) 

0.6283(24)  

0.2068(28) 

0.1734(31) 

 

 

Placement 

and size of 

DG Type II 
- 

0.1000(30) 

0.3781(14) 

0.2393 (8) 

0.1261(14) 

0.2076(13)  

0.9685(30) 

0.3194(4) 

0.1321(10) 

0.3987(31) 

0.1000(13)  

0.3871(24) 

0.6595(30) 

0.3439(23) 

0.4105(27)  

0.5653(30) 

0.2732(13) 

0.1393(21) 

0.1000(24)  

0.2093(28) 

0.1000(31) 

 

4.2.  IEEE 69- bus system 

 

The IEEE 33-bus system is selected, with system 

voltage base of 12.66 kV for all cases, and base 

apparent power of 100 MVA for all cases. The test 

system has total active and reactive loads of 3.802 MW 

and 2.694 MVAr, respectively. The data for the line 

reactance and resistances, and for the loads connected to 

nodes, are given in [20]. 

 

Scenario 1:   The obtained results using BSA for all 

cases of Scenario1 are given in Table 7. The power loss 

for Case2, 3, 4, and 5, respectively are 225, 83.0704, 

71.567, 69.3767 and 67.84 kW. When we compare 

power loss of all cases, it is concluded that Case2 is 

better than Case1, Case3 is better than Case2, Case4 is 

better than Case3,  

 

and Case5 is the best for Scenario1. Comparison of 

power loss reduction of BSA and other for all cases of 

scenario1 are given in Table 8. It is noticed that, the 

obtained results by BSA for all cases of scenario1 are 

the best among all results. 

Table 7. Results by BSA of all cases in Scenario 1 for 

IEEE 69-bus system 
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 Case 1 Case 2 Case 3 Case 4 Case 5 

Power 

loss 
225 83.0704 71.567 69.3767 67.84 

Place-

ment and 

size of 

DG Type 

I 

- 
1.8710 

(61) 

0.5291 
(17) 

1.7820 
(61) 

0.5885 

(11) 
0.3445 

(20) 
1.7338 

(61) 

0.5448 (11) 
0.3572 (20) 

0.7188 (50)  
1.7181 (61) 

 

Scenario 2:   The obtained results by BSA for all cases 

of Scenario2 are given in Table 9. The power loss for 

Case2, 3, 4, and 5, respectively are 225, 23.133, 7.7836, 

5.7156 and 2.0784 kW. When we compare power loss 

of all cases, it is found that Case2 is better than Case1, 

Case3 is better than Case2, Case4 is better than Case3, 

and Case5 is the best for Scenario2. 

Power loss reduction comparison of the proposed 

algorithm, GA, and other results for all cases of the 

scenario2 are given in Table 10. It is noticed that, the 

obtained results by BSA for all cases are the best among 

all results. 

 

 Table 8. Comparison of power loss reduction (%) by BSA and others for Scenario 1 of IEEE 69-bus 

system 

 

Case Ref. 

[1] 

Ref. 

[5] 

Ref. 

[11] 

Ref. 

[12] 

Ref. 

[13] 
GA BSA 

2 62.94 - 63.01 63.02 62.95 63.08 63.08 

3 - - 68.14 - 68.09 68.19 68.19 

4 - 65,68 69.14 - 69.09 69.07 69.17 

5 - - - - - 69.80 69.85 

 

Table 9. Results by BSA of all cases in Scenario 2 for IEEE 69-bus system 

 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Power loss 225 23.133 7.7836 5.7156 2.0784 

Placement 

and size of 

DG Type I 
- 2.0275(61) 

0.5280(15) 

1.7266(61) 

0.3037(19) 

1.6533(61) 

0.1501(66) 

0.2774(11)  

0.2575(18) 

0.5289(49)  

1.1995(61) 

Placement 

and size of 

DG Type II 
- 1.4447(61) 

0.4654(15)  

1.2207(61) 

0.2203(19) 

1.1344(61) 

0.3391(66) 

0.5206(11)  

0.3569(18) 

0.7771(49) 

1.6666(61) 

 

Table 10. Comparison of power loss reduction (%) by 

BSA and others for Scenario 2 of IEEE 69-bus system 

 

Case  Ref. [1] GA BSA 

2 89.01 89.72 89.72 

3 - 96.23 96.54 

4 - 96.48 97.46 

5 - 97.37 99.08 

Scenario 3:  The obtained results by proposed algorithm 

for all cases of Scenario3 are given in Table 11. The 

power loss for Case2, 3, 4, and 5, respectively are 225, 

7.3167, 4.1776, 3.6989 and 1.8875kW. When we 

compare power loss of all cases, it is noticed that Case2 

is better than Case1, Case3 is better than Case2, Case4 

is better than Case3, and Case5 is the best for Scenario3. 

In Table 11, all values in bold font indicate that DG 

pairs (one of type I & one of type II) are connected in 

the same bus, while others are connected in different 

buses. 

 

In Table 12, comparison of power loss reduction of the 

proposed algorithm and GA for cases of scenario3 is 

given. It is noticed that the obtained results by BSA for 

all cases of scenario3 are better than GA results. 

 

Table 12. Comparison of power loss reduction (%) by 

BSA and others for Scenario 3 of IEEE 69-bus system 

 

Case  GA BSA 

2 96.64 96.75 

3 97.63 98.14 

4 97.94 98.36 

5 99.01 99.16 
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Table 11. Results by BSA of all cases in Scenario 3 for IEEE 69-bus system 

 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Power loss 225 7.3167 4.1776 3.6989 1.8875 

 

 

Placement 

and size of 

DG Type I 
- 

0.5126(17) 

1.7805(61) 

0.4080(17) 

0.3148(50) 

1.8000(61)  

0.3387(66) 

0.6224(8)  

0.1440(17) 

0.6551(50) 

0.2630(21)  

0.7848(61) 

0.8759(62) 

0.2696(4)  

0.3414(19)  

0.2383(53) 

0.3477 (12)  

0.5359 (50) 

0.1000(61)  

1.2000(62) 

0.3674(64) 

 

 

Placement 

and size of 

DG Type II 
- 

0.3400(16) 

1.2483(61) 

0.1000(15)  

0.6084 49) 

1.1792(61)  

0.4645(66) 

0.3180(12) 

0.2186(40)  

0.3273(53) 

0.1000(21) 

0.2400(61) 

0.8745(62) 

0.2734(2)  

0.1314(15)  

0.1757(49) 

0.3036(12)  

0.3654(50) 

0.3094(61)  

0.5464(62)  

0.3532(64) 

 

Variation of fitness function versus iteration number of 

IEEE 33- and 69-bus system for Scenario-3 are shown 

in Fig.1 and 2, respectively. In Fig.1, the value of fitness 

nearly at 62nd, 50th, 45th and 52nd iteration for Case2, 3, 

4, and 5, respectively; in Fig.2, the value of fitness 

nearly at 74nd, 46th, 52th and 53th iteration for Case2, 3,  

 

4, and 5, respectively are approached to the optimal 

solution. 

 

It can be seen from the figures that all fitness values are 

reached the optimal solution before 75th iteration and 

there is no change after that.    

 
Figure 1. Fitness variation with iteration number for 33 

bus system with scenario3 

 

 
 

Figure 2. Fitness variation with iteration number for 69 

bus system with scenario 3 

 

Summary:  According to the obtained results by BSA 

for all scenarios and cases of both test systems, it is 

noted that power loss reduction gradually increases as 

the number of DGs is increased, as well as by changing 

the DG type, as shown in Fig. 3 and 4. It is clearly 

observed that the results of Case 5 of each scenarios 

offer the greatest power loss reduction for both the 

IEEE 33- and 69-bus system. The noticeable increase in 

power loss reduction under Scenario-3 is better than 

those in other scenarios. So, it is better to integrate some 

DGs, as in Scenario-3, in order to increase the power 

loss reduction. The location, size, type, and the number 

of DGs are the basic steps for planning improvements in 

system performance, especially the system power loss. 

 

 
 

Figure 3. Demonstrate power loss (kW) in each 

scenario with their different cases for 33 bus system 
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Figure 4. Demonstrate power loss (kW) in each 

scenario with their different cases for 69 bus system 

 

5. Conclusion 

 

In this work, the BSA is successfully applied in RDS to 

find optimal size, number, type, and location of DGs. 

These DGs are connected to the test systems and 

minimized their power loss. The DGs are integrated 

under 3 scenarios and 5 cases in each scenario. Under 

Scenario-3 (Case5), power loss is reduced by 99.16%, 

96.47%, respectively for 33 and 69 bus systems. It’s 

noticed that it is better to select suitable DG type to 

minimize power loss to a considerable amount. But the 

best way is to put DG type, and number in 

consideration.  

 

It is concluded that an optimal size, type, number of DG 

with suitable location can reduce the power losses by 

considerable amounts.  

 

In future work, Type III: Generating active and 

absorbing reactive power (wind power) and Type IV: 

Generating active and reactive power (synchronous 

generator) will considered by using the BSA. 

 

Nomenclature 

 

DG 

 

Distributed generation 
f  Fitness function 

g  Equality constraint 

h  Inequality constraint 

x  Control variables 

u  State variables 

lossP  Total power loss 

feederP  Feeder active power 

feederQ  Feeder reactive power 

iDGP ,
 DG active power output at 

thi  

bus 

iLoadP ,
 Active load at 

thi  bus 

iLoadQ ,
 Reactive load at 

thi  bus 

N  Total bus number 

DGN  Total number of DG 

SCN  Total number of SC 

iCF  Status (on/off) of the feeder 

iCDG  Status (on/off) of the distributed 

generation at 
thi  bus 

iCSC  Status (on/off) of the 

synchronous compensator at 
thi  

bus 

iV  Voltage magnitude at 
thi  bus 

ij  The voltage angle difference 

between buses i  and j  

iscQ ,
 SC reactive power output at 

thi  

bus 

ijG  Transfer conductance between 

buses i  and j  

SC Synchronous compensator 
SN  Number of population size 

D the number of optimization 

parameters 
Randshuff

 
random mixing function 

( )uplowRand ,

 
produce a random number 

between low and up 
Pop  Population 
oldPop

 
Old population 

~ Produce 

Tpop
 

Trial population 

min

,iDGP
 

Minimum DG active power 

output at 
thi  bus 

max

,iDGP
 

Maximum DG active power 

output at 
thi  bus 

ijI
 

Current magnitude at branch ij  

max

ijI
 

Allowable maximum current 

magnitude at branch ij  

ba,  ( )1,0Rand
 

=:  Update operator 
Popmutant

 
Population of mutation 

W  Value 

randn  Generates numbers between 0 , 

1 
map

 Matrix ( SN D ) 
min

,iscQ
 

Minimum SC reactive power 

output at 
thi  bus 

max

,iscQ
 

Maximum SC reactive power 

output at 
thi  bus 

ijB
 

Transfer susceptance between 

buses i  and j  
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Abstract 

 

Deep learning has become a way of solution for the realization of complex computations. As electronic 

communication starts to use more complex channels, the systems need to handle tough computations.  For 

this reason, research on the use of deep learning in communication has increased recently. These 

researchers aim to realize many applications used in communication with deep learning. Frame detection 

is one of the first things a receiver must handle, and it may require a lot of hard computations. Deep 

learning-based frame detection can be an alternative approach. This study aims to build models that 

perform frame detection with deep learning. The proposed models provide the performance of correlation-

based frame receivers commonly used for frame detection. The mean square root error of the prediction 

deviation is used as an evaluation metric to compare the proposed model to classic systems.  

 

Keywords: Communication, correlator, deep learning, frame detection, neural network 

 

1. Introduction 

 

Many modern communication systems transmit 

information in the form of a packet or frame in order to 

share the transmission medium. Frame structure usually 

contains information that determines its start and 

endpoint. The receiver must detect these points 

correctly. This process is called frame detection [1–2].  

Frame detection is vital to the performance of the 

system. The error to be made in frame detection can 

cause a lot of other synchronization problems in the 

system such as symbol, frequency, and etc. which in 

turn reduces the performance of the system. 

 

Mostly, the good frame detection depends on the 

algorithm used and the structure of the frame. A well-

designed frame should not increase the overhead 

information while facilitating frame detection, nor 

should it be in a format that costs more processing time 

and energy. 

 

The use of neural networks, which is the most primitive 

version of the deep learning model, is not new. [3] and 

the references within summarize these studies. These 

studies cover many important topics for communication 

systems such as modulation, demodulation, detection, 

synchronization, coding. These studies have not 

produced very successful results. However, the deep 

learning models obtained with multi-layered neural  

 

networks succeeded in producing successful results in 

communication systems. [4–6] are some of the review 

papers examine many excellent applications of deep 

learning to electronic communication. [7–14] show very 

successful machine learning-based communication. [9] 

combines all communication blocks in one entity and 

put forward a different approach for digital 

communication. [7] implements deep learning-based 

communication with software defined radio on AWGN 

channels. Generally, these papers try to optimize overall 

performance of the digital systems and do not let us 

know if deep learning can handle some very important 

receiver tasks such as frame detection individually and 

how good it is in these tasks. This motivates us to 

examine a deep learning-based frame detection. In this 

study, we will consider received signals that contains a 

frame in various noise levels. The proposed models 

detect frame beginning for various size of preamble 

information in various level of signal to noise ratio and 

the performance of the models compared to the 

correlation-based detector.    

 

2. Deep Learning Foundation 

 

Deep learning is performed with deep neurol network 

(DNN) that is very similar the shallow neural network 

(NN) in structure. Unlike NN, DNN generally have 

many layers. The connection between these layers may 

differ from NN and can be very complicated. DNN has 
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different approaches than NN that help to create many 

successful applications to the various field. The 

calculation in NN is done by a neuron. Being the most 

basic unit of NN, a neuron does a simple calculation on 

the given input given as 𝑧 = 𝑤𝑇𝑥 + 𝑏. The output is 

estimated with an activation function 𝑎 = 𝑔(𝑧) [15-17]. 

The activation function, 𝑔(.), is generally non-linear. 

Some of them are named as “relu, tanh, sigmoid” etc. 

These non-linear function gives power to the model for 

non-linear output estimation. The structure that 

combines many neurons named layer. The neurons in a 

layer do not have inner connection and works 

independently.  

 

The machine learning generally subcategorized in two. 

They are supervised and unsupervised learning. In this 

study we only consider supervised learning. The 

supervised learning is performed based on known input 

and output. The model sets the inner parameters by 

itself to get desired outputs for the given inputs. This is 

done on many samples that is known as training 

samples. The best inner parameters are saved and used 

for validation data that is used to understand the model 

training mood. If the model is not undertrained nor over 

trained, it becomes ready to use for prediction on new 

datasets. For satisfactory result, the network must be 

provided enough training examples (𝑥(𝑖), 𝑦(𝑖)). The 

samples can be applied the model on vector based 

known feature vector. The computation of a neuron for 

the input features vector 𝑥 is given as , 

where 𝑤 is weighting vector and b is constant, hence a 

layer output given as is , where 𝑊 is a 

matrix, b is a constant vector. After calculation 

nonlinear output of neurons with the one of mentioned 

activation functions, the output is applied to next layer. 

In this calculation, 𝑊 and b are randomly initialized to 

small numbers. That calculation goes on until the last 

layer. The last layer of model must have neurons as 

many as the number of classes in classification problem. 

In other words, each class is represented with a neuron 

on last layer where the calculated values are converted 

to probability by using softmax function etc. In general, 

a NN is mapping of 𝑁𝑖dimension of input to 𝑁𝑜 

dimension of output given as 𝑓(𝑥; 𝑊, 𝑏): 𝑅𝑁𝑖 →
 

𝑅𝑁𝑜
. 

The difference between real output and model output is 

calculated with a cost function.  

 

    (2.1) 

 

The cost function is chosen according to the need. (2.1) 

shows a cost function for binary classification named as 

logistic regression log likelihood [18].  

 

The cost function can be maximized using gradient 

decent that is called the training of network. The more 

on deep learning, such as multinomial classification, 

softmax and etc. can be found in [19]. 

3. Frame Detection Model 

 

A frame is generally a joint structure of the preamble 

and an information message. A preamble known as 

marker is mostly a predesigned sequence of bits while 

the information message is a random sequence of 

symbols from the used alphabet. Sometimes the 

preamble itself can be made from the message to be 

transmitted for reducing waste of resources as given in 

[20]. Frame detection can be examined in two basic 

categories without loss of generality. These are 

correlation-based receiver (CBR) and maximum 

likelihood-based receiver (MLR)[2]. In the CBR, the 

received sequence is correlated with the local preamble 

and the correlation peak is used to determine starting 

position of the frame. The weaknesses of CBR can be 

considered as long processing time, saving a copy of 

preamble locally and sensitivity to frequency variation. 

The MLR shows better performance in the case of 

frequency deviation but considered as a costly way of 

handling frame detection.  

Figure 1. The samples of received signals. 

 

In this study, we consider the frame detection with deep 

learning and examine the different models and compare 

their performance to the basic correlator-based detector. 

The two are compared in terms of the deviation from the 

actual frame starting position by evaluating the 

deviation as a mean squared estimation error. The 

received signal is corrupted by the noise that reduces 

signal-to-noise ratio. The Fig.1 shows four signals 

received by a receiver at different time with various 

signal to noise ratio. This information could be 

considered a preamble to actual message signal to be 

transmitted. Since the message is a sequence of random 

symbols, it is preferred not to show in the figure for the 

sake of better visualization clarity. The receiver has to 

find where the frame starts. We consider the correlation-

based frame detector against the deep learning-based 

frame detector. While the deep learning-based receiver 

does not need to know what kind of preamble is sent, 

the correlation-based receiver needs to know the exact 

preamble. Therefore, the preamble between the receiver 

and the transmitter must be agreed beforehand which 

can be considered handicap of correlated-based 

receiver. Further, the CBR may require long processing 
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time. For the deep learning, it only requires a good 

training before it is used.  

 

The CBR correlates the received information with 

locally saved one and used the peak point as the starting 

position of the frame. The proposed DL model uses a 

softmax layer at the output and calculates the 

probability of every possible position for the preamble 

in the received corrupted sequence and choses the 

highest probability as the starting position of the frame. 

The input to model is the received sequence. As it could 

be possible to consider real and imaginary part 

separately, only the real part is considered in this study 

which turns out to provide satisfactory results.  

 

The proposed deep learning-based receiver uses fully 

connected layers. It has 6 hidden layers, dropout=0.2, 

number of neurons per layer 512, training size between 

100000-150000. While it is possible to provide deeper 

and larger NN, to have moderate training time, 

parameters are used. First, we provide the figures that 

shows the model neither overfits nor underfits. The 

overfitting and underfitting are two important issues in 

the training process of a NN model. The loss and the 

accuracy for the validation and the training datasets are 

considered to decide a well-fitting model. In Fig.1 

accuracy and loss graphs are given for various signal to 

noise ratio against number of the epochs. It is clearly 

seen that different signal to noise ratio requires different 

number of epochs. For example, 5 epochs are enough 

for -10dB while it becomes 30 epochs for 5dB. 

Generally, it requires more epochs around 0-10dB.  

 

The expected outcome for the model to generalize well 

is that the accuracy should be on the rise while for the 

loss is getting smaller and the gap between the 

validation and the training set should be moderately 

close for both as the number of the epochs increase. It is 

understood from the graphs on Fig.2 that around 15 

epochs are enough for well generalized model. The 

proposed model is trained for various SNR and 

preamble size. The Fig.3 shows DL model prediction 

versus CBR prediction error in terms of mean squared 

deviation. The two compared for the various preamble 

size in the range of 5 to 40 symbol for the signal to 

noise ration from -15dB to 10dB. It is seen from the 

figure; DL model can put so close performance to CBR 

with even a simple model given above.  Both receivers 

give zero deviation error above 10dB. 

 

Deep learning model can be in various forms. Some 

forms show better performance than others. The wisdom 

behind it cannot be explained mathematically. Hence, 

developing a good deep learning model is achieved 

through trial and error. The number of neurons used in 

model is considered part of parameters used in a model. 

Apart from the total number of neurons, their 

distribution can be matter. In the study the distribution 

of neurons to the hidden layers are considered as one of 

the parameters to adjust. Hence, we try to find out the 

best distribution to the hidden layers. Several 

distribution approaches are tested with various size of 

preamble. After many trainings of these models, we 

have seen that even distribution is the best choice in 

term of classification accuracy. The even distribution 

means that all the hidden layers have same number of 

neurons. The output of the proposed model is shown in 

Fig.4 that is tested for two different preamble sizes in 

the range of -15dB to 15dB signal to noise ratio. The 

Fig.4 shows the performance of the model with even 

and uneven distribution of neurons to the hidden layers 

for preamble size 5 and 10. The model with the even 

distribution generally shows better performance

 

Figure 2. The loss and the accuracy of deep learning-based receiver. 
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Figure 3. The Deep Learning-based and the correlator-based detector performance. 

Figure 4. Distribution of neurons 

 

4. Conclusion 

 

A deep learning model is designed to make frame 

detection. This model has been shown to be well-fitting. 

For this purpose, loss and accuracy graphs in validation 

and training datasets are given by simulation. Then, 

frame detection performances of these models were 

compared with correlation-based system. The mean 

square error of deviation is used as comparison metric. 

Then, some parameters of the model are adjusted and 

the best performing model for frame detection is 

formed. The model is observed to be successful in 

comparison to correlator-based detector. The deep 

learning-based detector is considered to superior to 

correlator-based detector since the second must have the 

preamble beforehand for detection while the first does 

not need to know it. This is considered as one of the 

proposed model superiorities to the correlator-based 

detector. The second superiority is that the correlator- 

 
 

 

based detector has to do heavy correlation calculations 

for every detection while the deep learning-based  

detector needs only offline training. This helps to reduce 

processing time and memory requirements seriously, 

requires less computing power and less power 

consumption at the receiver. These advantages come 

from the fact that DL based model just need to save 

weighted parameters that is used in some simple 

mathematical calculation to estimate the frame position. 

Observing the contribution of deep learning-based 

model frame detection, the conclusion we arrive is that 

the future communication systems must consider to use 

the DL based technologies.     
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Abstract 

Species of Carlina corymbosa L., Carthamus dentatus Vahl. and Picnomon acarna (L.) Cass. are 

belonging to Asteraceae family. The purpose of the study is to determine the anatomical structures of 

these species in the same tribe and to compare the features. Samples of root, stem and leaf of each species 

were collected, fixed and examined using a light microscope. In addition, some anatomical features were 

measured. Secondary growth was observed in the root cross section of each species. Secretory ducts were 

determined in all species. While the pith is filled with xylem elements in C. corymbosa and C. dentatus, 

the pith of P. acarna consists of different shaped parenchyma cells. Periderm was observed in the stem in 

all species. All species contain bicollateral vascular bundles in stem. In all species, glandular and non-

glandular trichomes were observed on the leaf cross section, on the surface of the adaxial and abaxial 

epidermis. While C. corymbosa has dorsiventral mesophyll, unifacial mesophyll is observed in other 

species. There is bicollateral vascular bundle in C. corymbosa whereas collateral vascular bundle was 

identified in C. dentatus and P. acarna. Also, C. corymbosa and C. dentatus have only one vascular 

bundle in the midrib but P.acarna has three vascular bundles. 

Keywords: Anatomy, bicollateral, collateral, dorsiventral, secretory duct, unifacial. 

 

1. Introduction 

 

Carlina corymbosa L., Carthamus dentatus Vahl. and 

Picnomon acarna (L.) Cass. are member of Asterales 

order, Asteraceae family, Carduoideae subfamily and 

Cardueae tribe [1]. 

 

The Asteraceae family is represented in the world with 

about 1911 genera and 32913 species [2]. In Turkey, 

there are 133 genera and 1156 species belonging to this 

family and tribe of Cardueae includes 39 genera and 

approximately 500 taxa [3-4]. 

 

The taxa belonging to Cardueae have morphological 

similarity features and these similarities cause problems 

in classification. In taxonomic studies, it is seen that 

only the use of morphological characters is insufficient 

and therefore, the necessity of anatomical, cytological, 

molecular, palynological studies etc. is revealed [5]. 

 

There are anatomical differences in the species 

belonging to Asteraceae family. In this family, the 

secretory structures (cavities, idioblast, ducts and 

trichomes etc.) are important anatomical characters and 

these structures are used for identification the species. 

For example, the micromorphology of trichome is a 

feature that can be used in the systematics of the 

Asteraceae [6]. Glandular and non-glandular trichomes 

are used as distinguished [7]. 

 

The aim of this research is to determine the anatomical 

features of Carlina corymbosa L., Carthamus dentatus 

Vahl. and Picnomon acarna (L.) Cass., which are 

members of the Cardueae tribe. 
 

2. Material and Methods 

2.1 Study areas and selected species 
 

Carlina corymbosa L., Carthamus dentatus Vahl. and 

Picnomon acarna (L.) Cass. were collected in August 

2018 from natural environments in Milas, Muğla 

(Figure 1). Their collection localities were as follows: 

Carlina corymbosa and Picnomon acarna, N 

37º21'52.503'', E 27º48'11.386'' 62 m.; Carthamus 

dentatus,  N 37º19'49.851'',  E 27º45'39.420'' 80 m.  

The taxonomic descriptions of all species were made 

according the Flora of Turkey [1].   
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2.2  Sampling 
 

Root, stem and leaves of species were fixed in 70% 

ethanol for the anatomical studies. Cross sections were 

taken from each plant material by using razor blade and 

sections were stained with hematoxylin.  

Well-stained sections were examined with BAB Image 

Analysing Systems Microscope (BAB-95) and 

photographed with BAB Microscope Camera. 

Anatomical structures were measured using BAB 

measurement program. 

 

Figure 1. a) Carlina corymbosa, b) Carthamus dentatus, c) Picnomon acarna 

3. Results and Discussion 

3.1 Carlina corymbosa 

 

In root cross section, secondary growth was observed. 

On the outermost, there is thick and multi-layered 

periderm. There are secretory ducts in the secondary 

cortex. The cambium cells, which between phloem and 

xylem, and the sclerenchyma tissues are clearly 

distinguished. Pith rays consist of distinct and 2-4 

layered cells. Pith is filled with metaxylem (Figure 2). 

The stem of C. corymbosa is almost circular. Uniseriate 

epidermis, consisting of rectangular-shaped cells 

surrounded by thick cuticle, is observed in cross section 

of the stem. The periderm layer consist of different 

sized and shaped cells. Endodermis and vascular 

bundles can be clearly distinguished. Sclerenchyma 

consists of 4-8 layered cells and the cambium is not 

very distinguishable. Phloem and xylem are well 

developed. The stem contains bicollateral vascular 

bundles. The pith is filled by oval and different sized 

parenchyma cells. In addition, calcium oxalate crystals 

are found in pith (Figure 3).  

 

In cross section of C. corymbosa leaf, there is a 

uniseriate epidermis with thin cuticle on adaxial and 

abaxial surfaces. Surface of both epidermis are covered 

with trichomes. Glandular and non-glandular trichome 

types are present. Uniseriate filiform trichome with 

elongated apical cells and capitate stalked trichomes are 

observed. Another trichome (bulbiferous flagellate 

trichome) feature of the observed was as follows: stalk 

2-celled, the lenght of the cells more than the width, 

second stalk cell swollen; apical cells long, flagellate. 

Dorsiventral mesophyll and bicollateral vascular 

bundles are observed in leaf. The midrib has only one 

vascular bundle. The adaxial parenchyma cells are 3-4 

layered and abaxial parenchyma cells are 1-2 layered in 

midrib (Figure 4).  
 

Figure 2. Root anatomy of C. corymbosa (ca: cambium;  p: periderm; ph: phloem; pr: pith ray; pt: pith; sc: 

sclerenchyma; sd: secretory duct; trc: tracheid; v: vessel; xy: xylem) 

c 

 a  b  c 
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Figure 3. Stem anatomy of C. corymbosa (ca: cambium; cr: calcium oxalate crystals; cu: cuticle; ep: epidermis; en: 

endodermis; p: periderm; pe: pericycle; ph: phloem; pt: pith; sc: sclerenchyma; sd: secretory duct; trc: tracheid; v: 

vessel; xy: xylem) 

 

 

Figure 4. Leaf anatomy of C. corymbosa (le: lower epidermis; me: mesophyll; ph: phloem; pp: palisade 

parenchyma; sc: sclerenchyma; sp: spongy parenchyma; t: trichome; ue: upper epidermis; vb: vascular bundle; xy: 

xylem

3.2 Carthamus dentatus 

Periderm and partially crushed epidermis are observed 

in the outermost part of the root cross section obtained 

from C. dentatus. There are secretory ducts in cortex 

and it is observed multi-layered sclerenchyma above the 

phloem. The cambium is clearly distinguished. Xylem is 

well developed and there are 2-5 layered pith rays. In 

addition to this, the pith is filled by xylem elements 

(Figure 5). 
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Figure 5. Root anatomy of C. dentatus (ca: cambium; co: cortex; p: periderm; ph: phloem; pr: pith ray; sc: 

sclerenchyma; trc: tracheid; v: vessel; xy: xylem) 

In the stem cross section taken by C. dentatus, the 

epidermis is determined as monolayered which is 

composed of rectangular or oval cells. The epidermis 

contains multicellular non-glandular unbranched and 

multicellular glandular trichomes. The periderm, 

consisting of different sized and shaped cells, is located 

underneath the epidermis. The cortex cells are observed 

flattened in a narrow region. There are resin ducts in the 

cortex and also cambium is distinguishable between 

phloem and xylem. Sclerenchyma which between cortex 

and vascular bundles, consists of 4-10 layered cells. 

Vascular bundles are bicollateral. Pith rays consist of 1-

2 layered oval and rectangular cells. The pith is filled 

with by hexagonal and oval parenchyma cells. Calcium 

oxalate crystals are present in pith (Figure 6). 

 

 

 

Figure 6. Stem anatomy of  C. dentatus  (ca: cambium; cr: calcium oxalate crystals; ep: epidermis; p: periderm; ph: 

phloem; pr: pith ray; pt: pith; rd: resin duct; sc: sclerenchyma; trc: tracheid; v: vessel; xy: xylem) 

In the cross section of leaf, there is a uniseriate 

epidermis with thin cuticle on adaxial and abaxial 

surfaces. Surface of both epidermis are covered with 

multicellular eglandular and multicellular glandular 

trichomes. Many different types of trichomes were 

identified in the leaf cross section. The trichomes were 

multicellular nonglandular unbranched and multicellular 

glandular. Trichomes are observed as uniseriate and 

biseriate. The trichomes observed are as follows: long 

stalked capitate, one cell shriveled multicellular non 

glandular, conical, biseriate pedunculata glandular, 

biseriate vesicular glandular, short stalked capitate, 

sessile two-celled glandular, uniseriate multicellular 

non-glandular trichome. Collateral vascular bundles are 

observed in unifacial leaf. The midrib has only one 

vascular bundle and vascular bundle is surrounded by a 

sheath of sclerenchyma. Small collateral vascular 

bundles are observed in the mesophyll (Figure 7)
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Figure 7. Leaf anatomy of C. dentatus (cl: collenchyma; le: lower epidermis; me: mesophyll; ph: phloem; pp: 

palisade parenchyma; sc: sclerenchyma; t: trichome; ue: upper epidermis; xy: xylem) 

3.3. Picnomon acarna  

In the root cross section, periderm layer consisting of 

multi-layered, irregularly shaped cells are observed on 

the outermost and the partially crushed epidermis is 

identified. Secretory ducts are observed in the cortex. 

The endodermis appears as a thin line and is not easily 

distinguishable. Cambium cells located between phloem 

and xylem are distinct. The pith consists of differently 

shaped parenchyma cells (Figure 8).

 

Figure 8. Root anatomy of P. acarna (ca: cambium; en:endodermis; p: periderm; ph: phloem; pr: pith ray;pt: pith; 

sc: sclerenchyma; sd: secretory duct; trc: tracheid; v: vessel; xy: xylem) 

 
There is a thick periderm layer, consisting of different 

sized and shaped cells, on the outermost surface of the 

stem. A narrow cortex is observed in the cross section 

and secretory ducts in cortex are present. The central 

cylinder is surrounded by an endodermis and pericycle  

 

 

is clearly distinguishable. Multi-layered pith ray are 

observed between bicollateral vascular bundles. The 

cambium is distinguishable between phloem and xylem. 

Sclerenchyma consists of 3-10 layered cells. The pith 

contains large polygonal and hexagonal 

parenchymatous cells (Figure 9).



Celal Bayar University Journal of Science  

Volume 17, Issue 2, 2021, p 215-222 
Doi: 10.18466/cbayarfbe.785328                                                    U.Öz 

220 

 

 

Figure 9. Stem anatomy of P. acarna (ca: cambium; en: endodermis; p: periderm; pe: pericycle; ph: phloem; pt: 

pith; pr:pith ray; sc: sclerenchyma; trc: tracheid; v: vessel; xy: xylem) 

 

In the cross section of leaf, there is a uniseriate 

epidermis with thin cuticle on adaxial and abaxial 

surfaces. Epidermis cells are observed square or 

rectangular. Surface of both epidermis are covered with 

whip-like and flagellate-filiform trichomes. Unifacial  

 

mesophyll are observed in leaf. Vascular bundles are 

observed in the middle part of parenchyma tissue in the 

mesophyll. The midrib has three collateral vascular 

bundles. The upper and lower parts of the vascular 

bundles are surrounded by sclerenchyma (Figure 10). 

 

 

Figure 10. Leaf anatomy of P.acarna (le: lower epidermis; ph: phloem; pp: palisade parenchyma; sc: sclerenchyma; 

sp: spongy parenchyma; t: trichome; ue: upper epidermis; xy: xylem) 
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Table 1. Measurements of anatomical structures of species 

Cross section of plants 
Carlina corymbosa Carthamus dentatus Picnomon acarna 

Root 

Root diameter (µm) 5753.75±400.52 2880.76±327.65 6919.89±1453.54 

Periderm thickness (µm) 300.06±62.41 120.22±25.83 230.36±71.22 

Phloem thickness (µm) 125.56±23.57 162.61±10.50 373.10±45.99 

Xylem thickness (µm) 1847.16±157.75 832.06±99.93 1561.37±186.44 

Vessel diameter (µm) 39.38±13.81 42.83±12.48 38.30±8.91 

Stem  

Vascular bundles number 12 23-24 26-27 

Periderm thickness (µm) 106.14±21.75 70.16±22.72 69.72±14.00 

Thickness of sclerenchyma (µm) 95.56±15.63 72.51±12.17 147.63±38.99 

Phloem thickness (µm) 163.81±18.58 200.85±36.84 198.64±42.36 

Xylem thickness (µm) 471.77±52.14 963.90±204.43 909.24±145.92 

Vessel diameter (µm) 29.58±6.75 35.94±10.42 51.61±14.65 

Pith diameter (µm) 429.20±52.86 1145.85±88.75 1727.55±277.26 

Leaf  

Adaxial epidermis thickness (µm) 18.75±2.61 16.92±2.45 13.94±1.80 

Abaxial epidermis thickness (µm) 21.08±2.54 16.39±3.20 12.15±2.02 

Mesophyll thickness (µm) 412.19±34.99 311.73±61.67 188.69±19.55 

Midrib thickness (µm) 668.65±14.91 757.07±115.87 652.31±32.99 

Number of vascular bundles in midrib  1 1 3 

µm: micrometer  

The root, stem and leaf anatomical features of all 

species are given as above. In addition, some anatomical 

characters of these species were measured and indicated 

Table 1 

 

The species belonging to the Asteraceae family have 

different anatomical structures [8].Trichomes are 

important characteristic in phylogenetic studies related 

to the Asteraceae family [9-11]. In a study investigating 

the anatomy of the C. dentatus [12], it was stated that 

this species has glandular and non-glandular trichome, 

but the trichome types are not mentioned in detail. Long 

stalked capitate, one cell shriveled multicellular non 

glandular, conical, biseriate pedunculata glandular, 

biseriate vesicular glandular, short stalked capitate, 

sessile two-celled glandular, uniseriate multicellular 

non-glandular trichomes has been identified in this 

research. C. corymbosa contains uniseriate filiform, 

capitate stalked and bulbiferous flagellate trichomes 

whereas P. acarna has whip-like and flagellate-filiform 

trichomes. One of the distinguishing features of 

Asteraceae is the presence of secretory ducts [13-

14].The secretory ducts are observed in all species used 

in the research.  

 

Similar results were obtained when these species 

belonging to the same tribus were examined. In the root 

cross sections, the best secondary growth was observed 

in the C. corymbosa and periderm was thicker than 

others. However, in the root section of P. acarna, the 

pith was filled with parenchyma cells as different from 

the others and root diameter is highest in the this 

species.  In the Asteraceae family, the vascular bundles 

and leaf midrib differences are also valuable anatomical 

features [15-19].The maximum number of vascular 

bundle in the stem was determined in P. acarna. 

Bicollateral vascular bundle was observed in the stem of 

all species used in the study. While collateral vascular 

bundle was determined in the leaf cross sections of C. 

dentatus and P..acarna, bicollateral vascular bundle was 

detected in the C. corymbosa. Also, C. corymbosa and 

C. dentatus have only one vascular bundle in the midrib 

but P. acarna has three vascular bundles.  

 

There are calcium oxalate crystals in the tribe Cardueae. 

In a study of Cardueae [20], it was stated that C. 

dentatus contains prismatic and styloid crystals. 

Likewise, calcium oxalate crystals were observed in the 

pith of stem in all species in this study.  
 

4. Conclusion 
 

This study gives information about the anatomical 

features of the root, stem and leaf sections of Carlina 

corymbosa, Carthamus dentatus and Picnomon acarna. 

In the study, it was determined trichomes with different 

characteristics and this trichome diversity will 

contribute to the trichome micromorphology of 

Asteraceae. In addition, the results obtained from the 

study will constitute resource for the another research 

related to the anatomy of the Cardueae.  
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Abstract 

 

Liquid crystals (LC) are phases of matter that possess long range orientational order while maintaining 

fluidic properties. LCs have been shown to provide a medium that result in self-assembly of the 

colloidal particles through elastic interactions. One parameter that affects the positioning of the particles 

in LC medium is the edge sharpness of the particles. Simulation studies in the literature suggests that the 

edge sharpness of the particles directly affect the LC director profile at the vicinity of the particles, and 

playing a critical role in the formation and the shapes of the topological defects. This article presents a 

systematic study to show the effects of the edge sharpness on the orientation and the defect structure 

around the cubic shaped particles. The particles were shown to orient with their diagonal preferably 

parallel to the direction of the far field nematic director when the particles mediate planar anchoring. 

Whereas the particles with homeotropic anchoring did not exhibit strong preference in their orientation. 

We also showed defect structures to form around the particles with homeotropic surface anchoring. The 

defect structure around the particles with round edges were ring shaped, whereas the defects with S-

shapes were formed around sharp-edged or truncated particles. The findings herein were found to be 

consistent with the simulations present in literature. The findings would find use in next generation 

materials for optics, photonics and responsive systems. 

 

Keywords: Alignment, Colloids, Defects, Liquid Crystals. 

 

1. Introduction 

 

Liquid crystals (LCs) are the phases of matter that 

exhibit both fluidic properties and molecular ordering 

which are currently being developed for emerging 

applications.[1–3] In the nematic phases, the molecules 

exhibit orientational order along a unique direction 

called the director.[1] When colloidal particles are 

dispersed in a LC medium, the director profile is 

affected due to the interfacial interactions, which leads 

to useful observations that are unique to LCs.[4, 5, 14–

16, 6–13] These interfacial phenomena can be described 

using three generalized concepts, which can be 

classified as surface anchoring, elasticity and the 

formation of the defects.[2] When a LC medium is in 

contact with a surface, the interaction of the mesogenic 

molecules at the interface results in a preferred 

orientation of the LCs, called the easy axis, which is the 

outcome of the maintained minimum energy state. This 

orientation can then be shifted due to the external fields, 

which is penalized with a surface anchoring energy. The  

 

long-range orientation of the LCs underlies the 

existence of the elastic properties of the LCs. When the 

natural orientation of the LC medium is affected by a 

geometric constraint, for example the presence of the 

colloids or surfaces, the director is strained that results 

in an energetic penalty. When LCs cannot satisfy the 

present surface anchoring in its medium via just elastic 

deformations, topological defects occur, which are 

defined as the local regions of low orientational 

ordering, or singularity. These three concepts were used 

in the current literature to define the positioning of the 

colloidal species dispersed in LC medium. 

 

Studies in the literature showed that the surface 

anchoring and the director field around a particle is 

critically important in their positioning, and their 

interaction with the colloidal particles in a LC media.[4, 

7, 11] For example, Poulin and Weitz demonstrated that 

the chaining of the spherical particles, which mediate 

planar anchoring of LCs on their surfaces, in a direction 

that is around an angle of 30° from the far-field 

mailto:emrebuk@metu.edu.tr
https://orcid.org/0000-0003-2624-548X
https://orcid.org/0000-0002-3128-059X
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director.[7] Musevic and collaborators showed that 

spherical particles with homeotropic surface alignment 

which causes the formation of a satellite point or a 

Saturn ring to maintain straight chain or as kinked 

chains, respectively.[17] These different symmetries of 

the aggregates can be explained by the minimization of 

the elastic energy free energy. 

 

The effect of particle shape on particle organization in 

LCs has not yet fully been studied in the literature.[5, 8, 

9, 11, 18, 19] Recently, the experimental studies of 

Lapointe and his collaborators and the simulation 

studies of Hung and Bale demonstrated that the 

interaction of the particles that have different shapes 

(cube, triangle and pentagonal prism) is strongly related 

to the orientation of these particles towards each 

other.[9, 20] This effect varies depending on the 

orientation of the particles with respect to the far field 

director and the strain of the LC ordering at the vicinity 

of the particles. As a result, the organization of the 

particle in LC media is strongly affected. Lapointe and 

his collaborators also showed that these particles can 

form assemblies as the multiple (double and triple) 

organizations, with their shapes to critically effect the 

symmetry of the interactions. Thus, the studies 

presented in the literature highlights the critical 

importance of the particle shapes on their individual 

orientation and their interaction symmetry. Although the 

studies showed the importance of the particle shapes on 

their positioning, the experimental studies are currently 

limited to the particles with planar surface anchoring.[9] 

A recent simulation study by Beller et al. showed that 

the colloidal particles with homeotropic anchoring to 

mediate defect structures that are critically dependent on 

the shapes and sharpness of the particles.[21] For 

example, the cubic shaped particles maintain minimum 

energy state with their surface normal orientation of 45 

with respect to the far field nematic director. In 

addition, the particles with curved edges maintain a 

ring-shaped defect, where increasing the sharpness of 

the edges resulted in the formation of the S-shaped 

defects that follow the sharp edges of the particles. The 

studies followed in this article would also be considered 

as an experimental that mimics a similar system to these 

simulation studies. 

 

In this study, we experimentally investigated the 

positioning of the cubic shaped particles in nematic LC 

medium. We determined the effect of surface anchoring 

and the edge sharpness of the particles on their 

alignment in LC medium. In addition, we characterized 

the shapes of the defects formed around the colloidal 

particles dispersed in nematic medium. The study 

highlights the importance of the details of the particle 

geometry on their positioning in LC medium and 

suggests routes for the design of the self-assembled 

colloidal particles in LCs. 

2. Materials and Methods 

2.1. Materials 

 

A room temperature nematic liquid crystal 4-cyano-4′-

pentylbiphenyl (5CB) was purchased from HCCH 

Jiangsu Hecheng Chemical Materials Co., Ltd. 

(Nanjing, China). Dimethyloctadecyl [3-

(trimethoxysilyl) propyl] ammonium chloride 

(DMOAP), polyvinyl alcohol (PVA), and anhydrous 

ethanol were obtained from Sigma-Aldrich Co. Ltd. (St. 

Louis, USA) and used without further purification. 

Glass slides were obtained from Marienfeld GmbH 

(Lauda-Königshofen, Germany). The cubic shaped 

zeolite A particles were obtained from Prof. Halil 

Kalıpçılar and Prof. Berna Topuz. 

 

2.2. Methods 

2.2.1. DMOAP Functionalization of the Particles 

 

Approximately 2% wt particle (zeolite 4A) in 1 mL 

deionized water was prepared and placed into ultrasonic 

bath for 10 minutes to disperse the particles. Then, 100 

µl of DMOAP was added and the solution was kept in 

ultrasonic bath for another 10 minutes. The particles 

were then rinsed three times with deionized water and 

water was substituted with ethanol. 

 

2.2.2. Functionalization of the Glass Surfaces 

 

PVA coated surfaces were used for planar anchoring. 

Glass surfaces were coated with 5% wt PVA in water 

using a spincoater (5000 rpm for 2 minutes) and then 

rubbed with a velvet cloth to maintain unidirectional 

surface anchoring of LCs. DMOAP functionalization 

was used for the homeotropic anchoring. Before 

functionalization of the glass surfaces, O2 plasma 

etching was applied to the glass slides using a Diener 

Electronics, Zepto Plasma Unit. Then, DMOAP was 

deposited on the glass surfaces from 10 minutes 

incubation in its 1% wt aqueous solution. The glass 

slides were finally rinsed with water and dried with 

nitrogen stream. 

 

2.2.3. Preparation of the Liquid Crystal-

Microparticle Suspensions 

 

The particles (about 1 g/L) were dispersed in 5CB using 

a vortex mixer. 5CB, the particles and anhydrous 

ethanol was mixed in the isotropic phase until 

homogenous suspension is maintained. Then, ethanol 

was evaporated under vacuum to obtain a nematic 

suspension at room temperature.  The suspension is then 

filled between two glass slides in the nematic phase and 

equilibrated for about an hour before the imaging. 

 

2.2.4. Optical Microscopy 

 

Optical characterizations of the films were performed 

using Olympus BX50 and BX53 microscopes (Olympus 
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Inc., Japan) equipped with a polarizer and an analyzer 

filter. Three independent samples were prepared to 

determine angle distribution of the particles. An average 

of around 100 images were collected from each sample. 

The images were analyzed using angle analysis of Fiji 

imagej, an open source image processing software. 

 

2.2.5. Scanning Electron Microscopy 

 

Quanta 400F Field Emission series scanning electron 

microscope was used to characterize the shapes of the 

particles at higher resolution. 

 

3. Results and Discussion 

 

We used cubic shaped particles to study the effect of the 

edge sharpness on the alignment and the LC director 

profiles around the particles. For the systematic studies, 

we obtained cubic shaped zeolite 4A particles with 

round, truncated and sharp edges as shown in the 

scanning electron micrographs in Figure 1. As shown, 

the sizes of the particles were in the range of 1 m to 6 

m. This range is important and useful when 

considering the range 1 m to 10 m, where the 

interplay of the elasticity and the surface anchoring 

usually occur.[2] Although the sizes of the particles are 

within a range of interest in the field, the particles used 

in this study is not common in studying such 

interactions. Thus, we first performed studies to 

understand the surface anchoring of LCs on bare and 

functionalized particles in the first section below. Then, 

the next two sections are dedicated to the alignment and 

positioning of the particles in LCs and the investigation 

of the defect structures around the particles, 

respectively. 

 

 

Figure 1. Scanning electron micrographs of zeolite 4A 

with (A) rounded edge, (B) truncated edge, (C) sharp 

edges. Insets showing the magnified images of the 

representative particles. 

 

3.1. Determination of Surface Anchoring of LCs on 

the Surfaces of the Microparticles 

 

The anchoring condition on the surface of the particles 

is one of the important parameters affecting the 

alignment of the particles in liquid crystalline media. 

Thus, we first analyzed the anchoring of the LCs on the 

surfaces of these particles since the anchoring of 5CB 

on the surfaces of the zeolite particles was not readily 

available in the literature. For this purpose, we dispersed 

zeolite 4A into 5CB in its nematic phase and collected 

images of the particles within the range of 2-6 m using 

a polarized microscope equipped with crossed polarizers 

and a first order retardation plate (FOP). As seen in 

Figure 2A, the far field director of the nematic 5CB was 

in the direction of one of the polarizers (shown as R, far 

from the particles), thus, dark appearance was observed 

under polarized light. However, the distortion of the 

nematic director around the particles due to the 

anchoring condition at the surface of the particle 

resulted in a bright transmitted light as shown by white 

arrows in the polarized micrographs of Figure 2A-ii. 

Also, when FOP was inserted into the light path, red and 

blue colors were observed (shown by blue and red 

arrows in Figure 2A-iii).[22] This coloring was 

consistent with the planar alignment of LCs at the sides 

of the particles. Using this characterization, the LC 

anchoring on particle surface was determined as planar 

and a sketch of the ordering profile of the LCs at the 

vicinity of the particles was shown in the right panel of 

Figure 2A-iv. Here we note that we observed ~80% of 

the zeolite 4A particles exhibited planar anchoring of 

the LCs on their surfaces.  

 

 

Figure 2. Optical characterizations of the (A) bare and 

(B) DMOAP functionalized zeolite particles. Brightfield 

(i), polarized light (ii) and polarized with first order 

retardation plate (iii) micrographs of single particles 

dispersed in nematic 5CB). The sketch in the right panel 

shows the schematic representation of the LC director 

profile around the particles determined from the 

micrographs. Double headed arrow indicates the 

rubbing direction of the two glass slides, R indicates the 

far field nematic director. Scale bars: 5 µm. 

 

We then modified the LC surface anchoring of the 

particles with dimethyloctadecyl[3-

(trimethoxysilyl)propyl] ammonium chloride (DMOAP) 

for the expectation of a homeotropic surface anchoring. 

After functionalization, we checked the anchoring from 

polarized light micrographs as shown in Figure 2B. The 

far field director in the images shown in Figure 2B-ii is 

perpendicular to the imaging plane (in-plane), so dark 

appearance was observed under polarized light. 

However, the distortion of the nematic director around 

the particles due to the anchoring condition at the 

surface of the particle resulted in a bright appearance as 

indicated by white arrows in the polarized micrographs 

of Figure 2B-ii. Also, when FOP was inserted, red and 

blue colors were observed (Figure 2B-iii), which is with 

a different symmetry compared with that of the planar 
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particles. When we compared the FOP micrographs of 

DMOAP coated particles and bare particles, it was seen 

that the red and blue colors around the particles were 

located at different sides that pointed out the difference 

in the anchoring conditions on the surface of the 

particles. This coloring suggested a homeotropic 

anchoring of LCs at the surfaces of particles, which 

would appear dark if particle surface mediated planar 

anchoring. Using this characterization, the LC 

anchoring on particle surface was determined as 

homeotropic and a sketch of the ordering profile of the 

LCs at the vicinity of the particles was shown in the 

right panel of Figure 2B-iv. We note that we observed 

~90% of the zeolite 4A particles exhibited homeotropic 

anchoring of the LCs on their surfaces. 

 

3.2. Particle Alignment in Nematic Liquid Crystals 

 

After characterizing the surface anchoring of LCs on the 

surfaces of bare and DMOAP functionalized zeolite 4A 

particles, we next characterized the orientation of 

particles in nematic 5CB. For the analysis, orientations 

of the single zeolite 4A particles were examined by 

measuring the angles that the particles maintain in 5CB. 

When we analyzed bare zeolite 4A particles with sharp 

edges in planar and homeotropic cells, we evidenced the 

particles to maintain a position with an angle of 0° in 

planar medium whereas there was no significant 

tendency in the case of particles in homeotropic cells as 

shown in Figure 3.  

 

 
Figure 3. Angle distribution of the bare single zeolite 

4A particles with sharp edges in a) planar cell b) 

homeotropic cell and schematic representation of 

orientations of the particles. β indicates the angle that 

the particle oriented in LC media.  

 

As shown in Figure 3, the particles exhibited a preferred 

orientation along the nematic director, which was 

expected due to the elastic effects of the LC medium. 

However, that elastic anisotropy is missing in the 

direction orthogonal to the nematic director due to the 

lack of the elastic force anisotropy. Consistent with this, 

we also observed the same trend in the relative 

orientation of the DMOAP coated particles with respect 

to the far field nematic director. 

 

In order to investigate the effect of the edge sharpness 

of the particles on their orientation in nematic medium, 

zeolite 4A with rounded and truncated edges were also 

used. When we analyzed the orientation of the single 

bare zeolite 4A with truncated edges (Figure 4, red data) 

and round edges (Figure 4, green data), we observed 

that the single particles dispersed in planar medium to 

generally maintain an orientation with an angle around 

0 with respect to the far field nematic director, 

consistent with the observations described above for the 

particles with sharp edges. However, when compared 

among the three types of the particles, the frequency of 

the round-edged particles to maintain an angle of 0 is 

significantly lower than that of the other two particle 

shapes. This is expected when considering the loss of 

the shape anisotropy with the rounding of the edges of a 

cubic particle. 

 

 

 

Figure 4. Angle distribution of (A) the bare and (B) the 

DMOAP coated single zeolite 4A particles with sharp, 

truncated and rounded edges in planar LC medium. The 

schematic representation of orientations of the particles 

are shown as insets where β indicates the angle that the 

particle oriented in LC media. 
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When the orientation of the DMOAP functionalized 

particles were quantified in nematic 5CB, we did not 

observe a significantly pronounced orientation of the 

particles with respect to the far field nematic director, 

independent of the particle shapes. As shown in Figure 

4B, the particles maintaining an average orientation of 0 

to 5 with respect to the nematic director were almost 

half of those observed in particles with planar surface 

anchoring. We reasoned that this significant difference 

in the distribution of the orientation of the particles 

would be due to the formation of defects around the 

particles with surfaces mediating homeotropic 

orientation, which we detailed below. 

 

3.3. Defect Structures Around Cubic Particles 

Suspended in Nematic Medium 

 

The literature suggested a range of defect shapes that 

could form around the cubic shaped particles.[21] 

Interestingly, simulation studies suggested that at the 

vicinity of the cubic particles mediating homeotropic 

orientations, defect loops form that wraps the 

particles.[21] When the sharpness of the particles at 

their edges are increased, they have found that the ring 

shapes of the defects were deformed and maintained 

shapes that follows the edges of the particles. Herein, 

we collected images of the three types of the DMOAP 

coated particles under the microscope to provide 

evidence of whether or not there are defects present, and 

whether or not their shapes are affected by the sharpness 

of the cubic particles.  

 
 

 

Figure 5. Brightfield (BF) and polarized light (PL) 

micrographs of DMOAP-coated zeolite 4A particles 

with (A) rounded, (B) truncated and (C) sharp edges and 

the corresponding schematic illustrations of the nematic 

director field and the shapes of the defects around the 

particles in nematic planar cell. Red arrows in 

micrographs indicate the defects around the particles. 

Dashed and solid red lines in schematic illustrations 

represent the director field and defects, respectively. 

Scale bars: 5 µm 

Figure 5A-B demonstrates the representative 

micrographs of the particles with round, truncated and 

sharp edges, respectively. Evidently, defect structures 

around DMOAP coated particles with rounded edges 

were in the shape of a ring (Figure 5A). Defects with S-

shapes were formed around DMOAP coated, truncated 

particles (Figure 5B). As the sharpness of the particles is 

high (Figure 5C), the shapes of the disclinations 

(indicated with solid red lines) are deformed and 

maintained a shape that wrapped the edges of the 

particles. These observations of the sharpness-

dependent shapes of the defects formed around the 

cubic particles provides the first experimental evidence 

to the findings of the simulations.[21] 

 

After finding the evidence of the formation of the 

defects around particles mediating homeotropic surface 

anchoring, we revisited the alignment of the particles in 

nematic medium shown in Figure 4. When we 

compared the distributions of the alignments of the 

DMOAP coated particles, we did not observe a 

significant difference in their alignment with respect to 

the defect structures. However, when the alignment of 

the particles mediating homeotropic orientation were 

compared with that of the particles mediating planar 

anchoring, we found that the particles with homeotropic 

anchoring not to exhibit a strong preference in the 

alignment with respect to the far field nematic director. 

There exists a slight preference of the angles close to 0 

and 45, which is consistent with the literature.[21]  

However, it does not appear to be strong when 

compared with the planar particles.  
 

4. Conclusion 

 

We have investigated the positioning of the cubic 

shaped microparticles with different edge sharpness in 

nematic liquid crystals. Our results of this study are 

two-folds. First, we found a relationship between the 

edge sharpness and the alignment of the particles with 

respect to the far field director. Specifically, the planar 

particles with sharp edges to preferentially align with 

their diagonal parallel to the far field nematic director, 

which was lowered with the rounding of the particle 

edges. Second, from the imaging of the particles with 

homeotropic surface anchoring in the nematic LCs, we 

found that the defect structure around the particles to be 

affected by the edge sharpness of the particles. The 

defect structures observed around the rounded particles 

were close to a ring shapes, whereas the defects around 

the cubic particles with sharp edges to maintain a 

deformed ring with line defects following the proximity 

of the edges. The observations reached in this study is 

consistent with the simulations performed on similar 

systems in literature. The findings would find use in 

next generation materials for optics, photonics and 

responsive systems. 
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Abstract 

 

Fiber-reinforced composite materials have many advantages in various engineering applications when 

compared to traditional materials such as glass, metals, ceramics, and unreinforced plastics. Recently, 

textile-reinforced composites are increasingly used in various industries including aerospace, 

construction, and automotive. This study aims to investigate the geometric characteristics of three-

dimensional (3D) woven preforms which are used as reinforcement materials in composites. To this 

end, 3D woven preforms with three different weave types were produced namely 3D orthogonal, 3D 

plain z-orthogonal, and 3D satin z-orthogonal. The effect of weave pattern and the number of layers 

on the geometric characteristics of the produced fabrics was investigated. For this purpose, yarn-yarn 

distances and density, yarn lengths, and yarn angles were measured. The effect of the number of layers 

on the geometric parameters was limited. Yarn-to-yarn distances in plain-weave fabrics were found to 

be greater when compared to other types of fabrics whereas the yarn density decreased in plain woven 

fabrics due to a large number of interlacements. This shows that in composite form, the fiber volume 

fraction in the filling and z-directions will be lower in the semi-interlaced fabrics when compared to 

the non-interlaced orthogonal structures. It was also shown that filling and warp angles are a function 

of weave type while z yarn angle is associated with the weaving operations such as beat-up, multi-

layer filling insertion, and warp yarn let off. 

 

Keywords: Geometric characterization, Jute fiber, Natural fiber composites, Three dimensional (3D) 

woven preform. 

 

1. Introduction 

 

Fiber–reinforced composites have many advantages 

over traditional materials such as metals, glass, 

ceramics, and plastics. These advantages include high 

strength and stiffness, low weight, tailorability, fracture 

toughness, and corrosion resistance. Fibers are the main 

load-bearing element in a composite system due to their 

high strength and stiffness whereas the matrix 

determines the final shape of the composite and protects 

the fibers against harmful environments. The matrix 

phase is also responsible for homogenously dispersing 

applied loads to reinforcing fibers. Fiber and matrix 

type, fiber orientation/architecture, and fiber volume 

fraction determine the mechanical properties of a 

composite material.  

 

 

 

Textile-reinforced composites are a group of materials 

that use a textile form as reinforcement such as yarns, 

woven, knitted, braided, nonwoven, and multiaxial 

fabrics. Textile fabrics can be manufactured in two-

dimensional (2D) and three-dimensional (3D) forms. 

The main difference between the two is the use of 

through-the-thickness or z-yarns in the latter. The type 

and parameters of textile structure determine the fiber 

architecture and orientation as well as fiber volume 

fraction in composite materials.  

 

The first application of textile fabrics was in the 

aerospace industry where carbon-carbon composites 

were produced using layered 2D textile fabrics. These 

composites were produced by simply stacking 2D 

woven fabrics one on top of the other and impregnating 

with the resin using one of the composite manufacturing 

methods. These composite structures were prone to 

mailto:*nesrin38@gmail.com
https://orcid.org/0000-0001-9555-7044
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delamination and showed poor damage tolerance due to 

a lack of through-the-thickness reinforcement (z-yarns). 

The solution to these problems of layered structures was 

the development of 3D fabric manufacturing processes 

which incorporated z-yarns in the thickness direction to 

bind the fabric layers and create a compact 3D structure 

which has good interlaminar strength and damage 

tolerance [1]. Moreover, 3D fabrics eliminate the labor-

intensive layering step in composite processing reducing 

the overall cost and allow net-shape manufacturing. For 

all these reasons, 3D textile-reinforced composite 

structures have been used in the aerospace industry 

since the 1960s. Nowadays 3D textile composites are 

used in various industries including aerospace, civil 

engineering, automotive, and sports [2]. 

 

In recent years, natural fibers have attracted 

considerable attention as composite reinforcement due 

to increased environmental concerns such as global 

warming and environmental pollution as well as 

economic reasons such as rising petroleum prices and 

depletion of fossil fuels. Natural bast fibers such as jute, 

hemp, flax, and kenaf are increasingly being used as 

reinforcement materials due to their low density and 

high strength/stiffness. Natural fibers are 

environmentally friendly, sustainable, renewable, and 

biodegradable [3-7]. Owing to these distinct advantages, 

natural fibers can compete with glass fibers in various 

composite applications [8-11]. 

 

A literature survey showed that the number of studies 

on the geometric parameters of 3D woven natural fiber 

fabrics is limited. This study aims to investigate the 

geometric characteristics of 3D woven jute preforms as 

a potential candidate as reinforcement in composites. 

For this purpose, non-interlaced and semi-interlaced 3D 

woven preforms with three different weave types were 

produced namely 3D orthogonal, 3D plain z-orthogonal, 

and 3D satin z-orthogonal. The effect of weave pattern 

and the number of layers on the geometric 

characteristics of the produced fabrics was investigated. 

For this purpose, yarn-yarn distances and density, yarn 

lengths, and yarn angles were measured. The results 

were evaluated taking into account the corresponding 

composite properties. 

 

2. Materials and Methods 

2.1. Materials Used 

 

3D weaving requires three yarn sets such as warp, 

filling and, z-yarns (through-the-thickness yarns). In this 

study jute yarns with a linear density of 250 tex were 

used as warp, filling and z-yarns to make 3D woven 

preforms. Jute yarns were provided by Erkollar Ltd. 

(Gaziantep, Turkey).  
 

 

 

2.2. 3D Woven Fabric Production 

 

An in-house developed 3D weaving apparatus was used 

to produce the 3D woven jute fabrics. Two main groups 

of fabrics were produced such as a) Non-interlaced 

orthogonal and b) Semi-interlaced orthogonal fabrics. In 

non-interlaced fabrics, warp, filling, and z-yarns run 

along the length (x-axis), width (y-axis) and thickness 

(z-axis) of the fabric respectively without making 

interlacements with other yarn sets (Figure 1(a) and 

2(a)). The production of this fabric requires six distinct 

steps such as warp let-off, 2D shedding, multilayer 

filling insertion, z-yarn insertion, beating, and fabric 

take-up [12]. Figure 3 shows 3D orthogonal weaving 

principle schematically.  The second group of 3D 

fabrics produced in this study i.e. semi-interlaced 

fabrics were produced using two distinct weave patterns 

such as plain-weave and satin-weave. These patterns 

were chosen due to the fact that plain-weave fabrics 

contain a large number of interlacements when 

compared to satin-weave making it easier to observe the 

effect of any geometrical differences on fabric 

properties. In these fabrics, warp and filling yarns make 

interlacements according to 1/1 plain (Figure 1(b), 2(b)) 

and 1/4 satin (Figure 1(c), 2(c)) weave patterns while z-

yarns run along the thickness of the fabrics between 

adjacent warp yarns without making any interlacements 

with other two yarn sets. Fabric production started with 

warp let-off. Then, z-yarns are divided into two groups, 

such that an odd number of yarns are laid in the +z 

direction while an even number of yarns are laid in –z 

direction. Then the filling yarn makes interlacements 

with warp yarns according to the weave pattern in every 

layer. Then z-yarns move in alternate directions to their 

first position such that an odd number of yarns are laid 

in the -z direction while an even number of yarns are 

laid in +z direction. This cycle of movements was 

repeated to make preforms. Two different number of 

layers such as 2 and 4 layers were used for the 

production of all the fabrics in this study. Table 1 lists 

the produced 3D fabric samples together with their 

sample codes. 

 

Table 1. Produced 3D fabric samples. 

 

Fabric Type 
Number 

of Layers 
Sample Code 

Orthogonal 

 

2 
3DWO 

4 

Semi-

interlaced 

Plain 
2 

3DWP-ZO 
4 

Satin 
2 

3DWS-ZO 
4 
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Figure 1. Two-layer fabric samples and their computer 

drawings (a) 3D orthogonal fabric; (b) 3D plain-weave 

z-orthogonal fabric; (c) 3D satin-weave z-orthogonal 

fabric. 

 

Figure 2. Four-layer fabric samples and their 

computer drawings (a) 3D orthogonal fabric; (b) 

3D plain-weave z-orthogonal fabric; (c) 3D satin-

weave z-orthogonal fabric. 

 

 

 

 
 

Figure 3. 3D orthogonal weaving principle [13]. 

 

 

 

2.3. Computer Modeling 

 

The produced fabric samples were modeled using NX-

Unigraphics 7.5 software to clearly demonstrate the 

yarn paths and interlacements in 3D structures and for 

future analysis. 

 

2.4. Determination of Fabric Dimensions 

 

In 3D woven fabrics, fabric length (Sl), width (Sw), and 

thickness (St) were measured. The fabric length was 

limited to 20 cm in all the fabrics. Figure 4 shows the 

fabric dimensions and yarn sets on actual fabric and 

computer model. 

 

 

 

 
 

Figure 4. Demonstration of the fabric dimensions and 

yarn sets on computer model and actual fabric sample. 
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2.5. Determination of Yarn-to-Yarn Distances and 

Yarn Density 

 

Yarn-to-yarn distances of adjacent yarns were measured 

on the 3D woven fabric samples. Warp-warp (w-w), 

filling-filling (f-f), and z-yarn-z-yarn (z-z) distances 

were measured on top side (x-y plane), side (x-z plane), 

and cross-section (y-z plane). Figure 5 highlights the 

yarn-to-yarn distances and other related parameters for 

measurements. 

 

Yarn density measurements were carried out for warp, 

filling, and z-yarns on top, side, and cross-section 

planes of the fabrics. The number of yarns in 5 cm was 

considered for yarn density measurements. 

 

 
 

Figure 5. The illustration of the parameters considered 

in yarn-to-yarn distance measurements. 

 

2.6. Determination of the Yarn Lengths 

 

Uncrimped yarn lengths were measured in 3D woven 

fabrics. In fabric structure, especially at the 

interlacement points, warp, filling, and z-yarns follow 

curved paths and the yarns become curved. This is 

referred to as the “yarn crimp”. The length of the path 

that warp, filling, and z-yarns follow in the fabric 

structure is hence called the “uncrimped yarn length”. In 

this study, guide yarns were used in order to be able to 

measure the uncrimped yarn lengths. First, the guide 

yarn was inserted in the structure following the exact 

same yarn path as the yarn (i.e. warp, filling or z-yarn) 

whose uncrimped length is to be measured. Then the 

ends of this guide yarn were marked before it is 

withdrawn from the structure.  

 

The distance between the markings on the straightened 

guide yarn gives the uncrimped yarn length. Uncrimped 

warp yarn length (lw), uncrimped filling yarn length (lf), 

and uncrimped z-yarn length (lz) were measured for all 

fabric types (Figure 6).  

 

 
 

Figure 6. Illustration of uncrimped warp, filing, and z-

yarn length on the computer model. 

 
2.7. Determination of the Yarn Angles 

 

The following yarn angle measurements were carried 

out in 3D woven fabric structures: 

 

a) The filling angle between the filling yarn and warp 

yarn in the fabric width direction (y-axis) (θf) (Figure 

7(a)) 

 

b) The filling trajectory angle between the filling yarn 

and z- yarn in the fabric thickness direction (z-axis) 

(θfz) (Figure 7(a)) 

 

c) The warp angle between the warp yarn and filling 

yarn in the fabric length direction (x-axis) (θw) (Figure 

7(b)) 

 

d) The warp trajectory angle between the warp yarn and 

z- yarn in the fabric thickness direction (z-axis) (θwz) 

(Figure 7(b)) 

 

e) The z-yarn angle between the z-yarn and warp yarn in 

the fabric length direction (x-axis) (θz) (Figure 8) 

 

f) The z-yarn trajectory angle between z-yarn and warp 

yarn in the thickness direction (z-axis) (θzw) (Figure 8) 

 

 
 

Figure 7. Demonstration of (a) θf and θfz angles (b) θw 

and θwz angles. 

 

 
 

Figure 8. Demonstration of θz and θzw angles. 
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3. Results and Discussion 

 

In the current study, the geometric characterization of 

3D woven jute fabrics was carried out for their possible 

application in fiber-reinforced composites. For this 

purpose, 3D orthogonal, 3D plain z-orthogonal, and 3D 

satin z-orthogonal woven fabrics were produced (Figure 

9). 

 

 

Figure 9. Fabric types produced in the current study. 

 

3.1. Yarn-to-Yarn Distances and Yarn Density 

 

Figure 10 shows the relation between the fabric type 

and the yarn-to-yarn distances measured on the fabric 

side (xz-plane). Filling-filling and z-yarn-z-yarn 

distances were found to be the same with each other and 

greater than the warp-warp distance. The number of 

layers did not have a significant effect on the yarn-to-

yarn distances. When the semi-interlaced fabrics were 

compared with the non-interlaced structures, filling-

filling and z-z yarn distances were found to be similar in 

satin-weave and non-interlaced orthogonal fabrics. In 

plain-weave fabrics, however, filling-filling and z-z 

yarn distances were found to be greater than other types 

of fabrics. This was attributed to relatively large number 

of warp-filling interlacements in plain-woven fabrics 

which prevent the adjacent filling yarns from 

approaching each other during the beat-up action. The 

same can be stated for the z-yarns. This effect was 

limited in satin-woven fabrics due to a smaller number 

of interlacement points in satin fabrics. Hence filling-

filling and z-z distances were similar to those of the 

non-interlaced fabrics. When composite properties are 

considered, directional fiber volume fractions in filling 

and z directions will be lower in semi-interlaced 

structures when compared to non-interlaced fabric 

composites. 

 

Figure 11 shows the relation between the fabric type 

and the yarn-to-yarn distances measured on the fabric 

cross section (yz-plane). Filling-filling, warp-warp and 

z-z distances measured on fabric cross section plane 

were in a narrow range of 0.2 to 0.6 cm. As the number 

of layers was increased, warp-warp distance was found 

to decrease. Warp-warp and filling-filling distances 

(distances between the adjacent layers) were lower in 

semi-interlaced structures due to the more compact 

nature of the fabrics resulting from a large number of 

interlacements. z-z distance increased as the number of 

layers was increased. On the other hand, z-z distances 

were greater in semi-interlaced structures. In these 

structures, warp- filling interlacement points prevent the 

adjacent z-yarns from approaching each other, thus 

increasing the z-z yarn distances. 

 

 
 

Figure 10. The relation between the fabric type and the 

yarn-to-yarn distances measured on the fabric side (xz-

plane). 

 

 

 
 

Figure 11. The relation between the fabric type and the 

yarn-to-yarn distances measured on the fabric cross 

section (yz-plane). 

 

Figure 12 shows the relation between the fabric type 

and the filling and z-yarn densities measured on the 
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fabric side (xz-plane). It was observed that the filling 

and z-yarn density values are very similar to each other.   

(Figure 12). Filling-filling and z-z yarn densities were 

lower in plain-weave semi-interlaced fabrics in line with 

the increment observed in filling-filling and z-z yarn 

distances in these structures. As explained above, warp-

filling interlacement points in plain-weave semi-

interlaced fabrics prevent the adjacent filling yarns from 

approaching each other, thus increasing the yarn-to-yarn 

distances and lowering the yarn density values. 

However, the effect of warp-filling interlacements was 

minimized in satin-weave semi-interlaced fabrics due to 

a lower number of warp-filling interlacements in satin 

structure. Accordingly, yarn density values were similar 

to those of the non-interlaced fabrics and higher than 

those of the plain-weave fabric samples. 

 

Figure 13 shows the relation between the fabric type 

and the warp and z-yarn densities measured on the 

fabric cross-section (yz-plane). Warp yarn density 

values were found to be twice as higher as the z-yan 

densities (Figure 13). This is an expected result because 

one z yarn is placed between two adjacent warp yarns 

when producing 3D fabric structures. The measured 

yarn densities are indicative of a successful 3D fabric 

weaving operation which resulted in uniform fabric 

structures.  In semi-interlaced fabrics, z-yarn densities 

were lower due to increasing z-z distance. z-directional 

fiber volume fraction in these structures should be 

expected to be lower. 

 

 
 

Figure 12. The relation between the fabric type and the 

filling and z-yarn densities measured on the fabric side 

(xz-plane). 

 

 
 

Figure 13. The relation between the fabric type and the 

warp and z-yarn densities measured on the fabric cross-

section (yz-plane). 

 

3.2. Yarn Lengths 

 

Table 2 shows the uncrimped warp yarn length (lw), 

filling yarn length (lf), and z-yarn length (lz). Figure 14 

shows the relation between the fabric types and various 

yarn lengths. Uncrimped warp and filling yarn lengths 

were greater in semi-interlaced plain and satin-woven 

fabrics when compared to non-interlaced structures. In 

non-interlaced fabric structure, warp and filling yarns 

run along x and y axes respectively without making any 

interlacements with other yarn sets and preserving their 

straight form. However, in semi-interlaced plain and 

satin fabrics, warp and filling yarns make interlacements 

with each other according to the weave pattern and 

become curved. Therefore, the uncrimped warp and 

filling yarn lengths are greater in semi-interlaced fabrics 

as expected. Uncrimped z-yarn lengths were found to be 

greater in plain-woven fabrics compared with satin-

weave due possibly to an increased number of yarn 

interlacements which increase the yarn crimp. 

 

Table 2. The uncrimped warp yarn length (lw), filling 

yarn length (lf), and z-yarn length (lz) in 3D fabrics. 

 

Sample 

code 

Num

of 

layers 

lw 

(/20 cm) 

lf 

(/9 cm) 

lz 

(cm) 

3DWO 
2 20.0 9.0 2.1 

4 20.0 9.0 2.5 

3DWP-

ZO 

2 21.1 9.6 2.3 

4 21.3 9.8 3.1 

3DWS-

ZO 

2 21.2 9.5 2.2 

4 21.3 9.6 2.7 

 



 

              Celal Bayar University Journal of Science  
              Volume17, Issue 2, 2021, p 121-128 

              Doi: 10.18466/cbayarfbe.826090                                                                             N. Şahbaz Karaduman 

 

127 

 
 

Figure 14. The relation between the fabric types and 

various yarn lengths. 

 

3.3. Yarn Angles 

 

Figure 15 shows the relation between the fabric type 

and various yarn angles. ±θz angle was found to be 

greater compared with other angles (θw and θf). θz 

angle was found to be greater in non-interlaced 

orthogonal fabrics compared with semi-interlaced 

structures due to the fact that filling-filling and z-z yarn 

distances are greater in semi-interlaced structures. θz 

angle generally increases as the number of layers is 

increased. In non-interlaced fabrics, θf and θw angles 

are equal to 0˚ due to the fact that these fabric 

structures, warp and filling yarns run along x and y axes 

respectively without making any interlacements with 

other yarn sets and preserving their straight form. θw 

angle is greater in satin woven fabrics compared with 

the plain weave. This was attributed to the fact that 

filling-filling distance measured in xz plane is lower in 

satin woven fabrics compared with the plain-weave 

(Figure 10). θf angle was found to be greater in 2-layer 

satin fabrics when compared to 2-layer plain fabrics. 

However, the θf angle was greater in the case of 4-layer 

plain woven fabrics when compared to satin-weave. 

This result is also in parallel with yarn distances 

measured in the yz-plane (Figure 11). Accordingly, θf 

angle increases as the distance between the adjacent 

warp yarns measured in the yz plane decreases.  

 

It can be concluded that θf and θw angles are generally 

affected by weave pattern whereas θz angle is generally 

influenced by weaving operations such as warp let-off, 

multilayer filling insertion, and beat-up. 

 

  
 

Figure 15. The relation between the fabric type and 

various yarn angles. 

                         

4. Conclusion 

 

Mechanical properties of a composite material are 

dependent upon the fiber type, matrix type, fiber 

orientation/architecture, and fiber volume fraction. For 

3D textile reinforced composites, the weave pattern, 

number of layers, yarn angles and other parameters are 

the main factors determining the fiber orientation and 

architecture and hence the directional and overall fiber 

volume fractions. In this study, geometric 

characterization of 3D woven jute fabrics was carried 

out. For this purpose, two main types of 3D fabrics were 

produced such as non-interlaced and semi-interlaced 

fabrics. The semi-interlaced fabrics were produced 

using two different weave patterns such as plain and 

satin weave. Two different numbers of layers i.e. 2 and 

4 layers were used for all types of fabrics produced in 

the study.    

 

Yarn-to-yarn distances and yarn densities: Increasing 

the number of layers did not have a significant effect on 

yarn-to-yarn distances. Filling-filling and z-z yarn 

distances were found to be greater in plain-woven semi-

interlaced fabrics when compared to satin-weave semi-

interlaced fabrics and non-interlaced orthogonal fabrics 

due to a large number of interlacements in plain-weave 

structure. It can be expected that the filling and z-

directional fiber volume fractions would be lower in 

semi-interlaced fabric reinforced composite structures. 

Yarn density values were also found to be in parallel 

with the yarn-yarn distance results. 

 

Yarn lengths: The uncrimped warp and filling yarn 

lengths were greater in semi-interlaced plain and satin 

fabrics compared with those of non-interlaced 

structures. Uncrimped z-yarn lengths were greater in 

plain-woven fabrics when compared to the satin-weave 

due to larger number of yarn interlacements and hence 

the yarn curviness in plain-weave.  
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Yarn angles: z yarn angle was found to be greater than 

other angles. z yarn angle was greater in non-interlaced 

fabrics compared with semi-interlaced fabrics due to the 

fact that filling-filling and z-z yarn distances were 

greater in semi-interlaced fabrics. z yarn angle increased 

as the number of layers was increased for all fabric 

types. Warp yarn angle was greater in satin fabrics 

compared to plain-woven structures. Filling and warp 

angles are generally affected by weave pattern whereas 

z yarn angle is influenced by weaving operations such 

as warp let-off, multilayer filling insertion, and beat-up.         

The findings of this study will shed light on the effect of 

3D fabric type and geometry on the properties of natural 

fiber reinforced 3D woven composites. 
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Abstract 

 

Pipe flow problems are important in transportation of wastewater, oil lines and supply of water. In this 

study, a non-Newtonian fluid model is discussed and a CFD solution is presented for flow geometry. The 

effects on velocity, pressure, dynamic viscosity and cell Reynolds number are discussed for different 

parameters of flow inside the pipe. Power Law function is considered in the analyses. The velocity profile 

increased and get more parabolic distribution when flow behaviour index, n was increased. That supports 

lower pressure profile in the pipe flow. The lowest n value causes to increase the sensitivity for viscous 

effects. The increased flow consistency index, K causes to increase dynamic viscosity but decreases the 

Re number. Results are given in different graphs and contours. 

 

Keywords: non-Newtonian fluid, power law, CFD. 

 

1. Introduction 

 

Fluid flow in pipes is used in many areas of mechanical 

and civil engineering. Heating and cooling applications 

and fluid distribution networks can be cited as common 

usage areas for liquid and gas flow. Many fluids, 

especially liquids, are transported by circular pipes. The 

reason why circular pipes are used is that they can 

withstand large pressure differences between inside and 

outside without deterioration. 

 

Several researchers have analysed the problems of 

boundary layer flow of non-Newtonian fluids past 

different geometries in the past. [1-6]. 

 

Power-Law fluid model has been carried out by many 

scientists [7-13]. Gupta [14] carried out a new 

approximate solution for laminar flux of power-law 

fluid. Flow model is considered for pipe and straight 

channels. The results of different methods for pipe and 

channel flow are compared according to parameters 

such as pressure, velocity, and length of the boundary 

layer. Alexandrou et al. [15] have examined the steady 

state of the non-Newtonian fluid in the Herschhel-

Bulkley model by considering the expansion of the 

canal in three dimensions at different rates. 

 

 

Cebeci et al.[16] and Acrivos et al. [17] have compared 

laminar boundary layer of non-Newtonian fluid made 

by approximate solution of the equations by asymptotic 

method with numerical solution of the equations of 

power law flux. 

 

Hornbeck [18] worked laminar flow of a compressible 

fluid in the inlet of a pipe numerically and his numerical 

technique allows a closer approximation to the basic 

equations of fluid motion than has been possible in 

previous investigations. Yapıcı and Albayrak [19] 

studied the temperature distributions inside the pipe 

wall and fluid for uniform and non-uniform heat fluxes. 

Two different mean flow velocities are considered, and 

the stress distribution is presented inside the pipe wall. 

Yıldırım et al. [20] examined the wave motion at the 

interface of two fluids and investigated wavelength, 

wave number, frequency, amplitude, wave and growth 

rate in 2D numerical analysis, taking into account the 

Kelvin-Helmholtz (KH) type instability. 

 

Kırmızıgöl et al. [21] studied both steady-state and 

time-dependent (transient) computational fluid 

dynamics (CFD) analysis of the cooling channels and 

the die cooling system, both in conjugate and solid-only 

models, performed and compared the pipe flow part of 

the results with the available experimental data. 

mailto:pinar.cavdar@idu.edu.tr
https://orcid.org/0000-0002-5892-0075
https://orcid.org/0000-0002-1989-4759
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Sorgun et al. [22] analysed pipe roughness influences on 

frictional pressure losses of water with CFD. Batool and 

Nawaz [23] investigated thermal enhancement of non-

Newtonian fluid in micropolar fluid structures. The 

increased viscosity parameter shifted great vortices to 

the top wall. Mehryan et al. [24] studied melting process 

of a non-Newtonian fluid inside a metal foam and 

determined the effect of power-law index on melting 

process. Jamshidzadeh et al. [25] studied gas holdup 

conditions in mixer systems with non-Newtonian fluid. 

Khan et al. [26] used non-Newtonian Casson fluid to 

investigate y-shaped fin. Nguyen et al. [27] checked 

Boltzmann equation to simulate non-Newtonian flow 

using power law magnetic Reynolds number. Eberhard 

et al. [28] investigated non-Newtonian fluid in 

disordered porous structure with local viscosity effects. 

Studies on non-Newtonian fluids have made great 

improvements, especially in recent times. Since the 

working area of these fluids is quite wide. They vary for 

their characteristics and flow parameters. Studies can be 

experimental, theoretical or comparative. In this study, a 

numerical analysing method is used, and the results are 

compared. 

 

2. Materials and Methods 

 

A circular pipe having a diameter (D) of 0.1 m created. 

The length of pipe has 15D. A circular 2.5 mm thick 

obstacle is created 5D far away from the fluid inlet. The 

obstacle closes partially as a length of 40 mm. 

Computational fluid dynamics is used in the analyses. 

The isometric view of geometry is given in Figure 1.  

 

 

Figure 1. Isometric view of cylinder geometry (all 

dimensions are in m). 

 

A closer view of the CFD model is also illustrated. The 

prepared CFD model was checked with mesh 

independence test for maximum velocity in pipe for n=2 

and K=0.1 power law constants. The coarse and fine 

mesh variation was found at steady state approximately 

at 560,000 elements which total mesh quality was 

detected as 0.79. 

 

2.1. Modelling and Boundary Conditions 
 

Non-Newtonian fluid flow is analysed by considering 

Power Law function. Viscosity is the critical parameter 

and can vary with the flow conditions. The basic form 

of the shear stress (𝜏) is given in Eq (.2.1). 

𝜏 = 𝐾 × (
𝑑𝑢

𝑑𝑦
)
𝑛

   (2.1) 

K= flow consistency index 

n=flow behaviour index 
𝑑𝑢

𝑑𝑦
= shear rate 

 

Effect of n and K is investigated with a constant density 

of 1000 kg/m3. The inlet flow is selected as 0.01 m/s. 

Inside pipe surfaces are defined as wall. Laminar flow 

model is used with respect to non-Newtonian 

parameters and low inlet velocity.  

 

3. Results and Discussion 

 

 

 

 

 

Figure 2. Velocity contours of various “n” values with a 

constant value of K=0.1 

 

In Figure 2, the velocity contours are taken from a 

vertical section plane at the centre of pipe. The results 

show that the viscous flow dominantly interacts on the 

wall. As a result of the increased n coefficient, the low 

or zero velocity profile interacting with the wall is more 

common. It was determined that there is a dead flow 

zone at the front and rear of the obstacle. The dead flow 

zone is greater behind the obstacle. The flow velocity 

increases in the transition section due to the narrowing 

of the cross section. With the increasing number of n, 

the flow tended to accelerate and showed a more 

n=0.25 

n=0.5 

n=1 

n=2 

x 
5D 



 

              Celal Bayar University Journal of Science  

              Volume 17, Issue 2, 2021, p 129-136 

              Doi: 10.18466/cbayarfbe.865261                                                                                          P.Sarı Çavdar 

 

131 
 

parabolic high velocity structure in the pipe centre. This 

situation is also seen at the entrance to the pipe. 

 

In Figure 3, velocity profile is given at 5D. There is no 

flow or velocity profile at the first 40 mm distance due 

to obstacle. That obstacle decreases the cross-section 

area of fluid pass and increases the velocity at the 

opened section. An asymmetrical velocity distribution 

profile is formed. Flow velocity profile is formed with a 

sharper and higher parabolic curve as a result of 

increasing n coefficient. 

 

 

Figure 3. Velocity profiles of various “n” values with a 

constant K value of 0.1 at 5D. 

 

In Figure 4, velocity profiles are given for n = 0.25, 0.5, 

1, 2. The flow has stabilized and shows a symmetrical 

distribution. This situation shows that the flow is not 

affected by the obstacle effect. As the value of n 

increases in the non-Newtonian fluid, the maximum 

velocity increases. 

 

 

Figure 4. Velocity profiles of various “n” values with a 

constant K value of 0.1 at 10D. 

 

When the results obtained along the whole channel in 

Figure 5 are examined, it is seen that the entire flow 

velocity increased as a result of the increasing n 

coefficient. There is an instantaneous speed jump at the 

point where the obstacle flow is located. Considering 

the results of this instant speed jump, the value of n = 2 

with the highest velocity and the value of n = 1 velocity 

reached the same value. The sudden increase in flow 

velocity has reached its former steady state one diameter 

ahead of the obstacle. 
 

 

Figure 5. Velocity profiles of various “n” values with a 

constant K value of 0.1 from inlet to outlet centre. 
 

In Fig. 6 the pressure profile is shown for different n 

coefficients. It was determined that the pressure 

decreased due to the increase in flow velocity after the 

obstacle. The lowest pressure profile is seen at n = 2 

where the velocity is the highest. There is about 2 times 

the difference between the highest and low pressures. 
 

 

Figure 6. Pressure profiles of various “n” values with a 

constant K value of 0.1 at 5D. 
 

 

Figure 7. Pressure profiles of various “n” values with a 

constant K value of 0.1 at 10D. 
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Figure 8 shows the pressure graph for different n 

coefficients along the length of the pipe. The graph 

starting with 3.5 Pa for the n=2 value entered the pipe 

with a pressure 2 times higher for the value n=0.25. 

Pressure drop is observed instantaneously at the point 

where the obstacle is located. At this point the velocity 

increased. 

 

 

Figure. 8. Pressure profiles of various “n” values with a 

constant K value of 0.1 from inlet to outlet centre. 

 

Figure 9 shows the effect of dynamic viscosity. The 

viscous effect behaved predominantly on the part of the 

wall with the obstacle. At n=1 and n=2, the wall 

interaction with dynamic viscous effect is not seen as 

dominant. 

 

 

Figure 9. Dynamic viscosity profiles of various “n” 

values with a constant K value of 0.1 at 5D. 

 

In Figure 10, the dynamic viscosity effect is shown at 

10D for the condition where the flow develops. For n = 

0.25 and n = 0.5, viscosity is effective. However, the 

dynamic viscosity value has decreased 3 times in the 

fluid that travels the distance between 5D and 10D. 

 

 

Figure 10. Dynamic viscosity profiles of various “n” 

values with a constant K value of 0.1 at 10D. 

 

 

Figure 11. Dynamic viscosity profiles of various “n” 

values with a constant K value of 0.1 from inlet to outlet 

centre. 

 

Figure 11 shows the dynamic viscosity change along the 

pipe. The dynamic viscosity effect varies significantly 

within the pipe for coefficients n = 0.25 and 0.5. 

Dynamic viscosity of n=0.25 behaves more precisely to 

intra-channel flow conditions. 

 

The cell Reynolds number is shown in Fig. 12. As a 

result of the effect of increasing speed and low dynamic 

viscosity, the Reynolds number reached the highest 

value at n=2. At n=0.25, it instantly increases the 

Reynolds number at the corner of the obstacle. It is a 

factor that the viscosity of n = 0.25 is higher than the 

other values of n coefficients. 
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Figure 12. Cell Reynolds number profiles of various 

“n” values with a constant K value of 0.1 at 5D. 

 

In Figure 13, in 10D, the Reynolds number increased at 

the centre when n=1 and n=2 coefficients are used. Bu 

However, in n = 0.25 and n = 0.5 results, Re in the 

centre line decreased. 

 

 

Figure 13. Cell Reynolds number profiles of various 

“n” values with a constant K value of 0.1 at 10D. 

 

 

Figure 14. Cell Reynolds number profiles of various 

“n” values with a constant K value of 0.1 from inlet to 

outlet centre. 

 

 

 

In Fig. 14, it is seen that the Re number is very 

dominantly high at n = 0.25. It was determined that the 

number of Re was low in the obstacle region. The Re 

number was more sensitive for n = 2. 

 

Effect of K on pressure is given in Fig. 15. Whole 

various K distributions are similar, only its value 

changes. It was observed that the pressure increased 

rapidly with the K coefficient and it was determined that 

the flow needed higher pressure under these conditions. 

Velocity profile and magnitude is not affected and same 

as the first contour profile in Fig. 2. 

 

 

K=0.1 

 

K=0.5 

 

K=1.0 

 

K=2.0 

 

Figure 15. Pressure contours of various “K” values with 

a constant value of n=0.25 

 

In Fig. 16, the effect of K coefficient is shown in the 

obstacle region. Pressure values increased with the 

increase of K. The corner of the barrier has a reduction 

effect. 

 

 

Figure 16. Pressure profiles of various “K” values with 

a constant n value of 0.25 at 5D. 
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Figure 17. Pressure profiles of various “K” values with 

a constant n value of 0.25 at 10D. 

 

Figure 17 shows the pressure values at 10D distance. 

The pressure, which is 56 Pa at K = 2, decreases as a 

result of the increase in the K value. 

 

The results of Fig. 18 show a high-pressure requirement 

for K = 2. The pressure of the flow decreases with the 

decrease of the K value. 

 

 

Figure 18. Pressure profiles of various “K” values with 

a constant n value of 0.25 from inlet to outlet centre. 

 

 
Figure 19. Dynamic viscosity profiles of various “K” 

values with a constant n value of 0.25 at 5D. 

 

 

The effect of K coefficient on dynamic viscosity is 

shown in the obstacle line in Fig. 19. An instantaneous 

great value was observed at the obstacle-wall corner 

where there was dead flow. Dynamic viscosity showed 

an unstable state. 

 

Figure 20 shows the effect of dynamic viscosity in the 

10D region. More stable results were obtained in this 

region where the barrier effect is not dominant. While 

the dynamic viscosity was above 300 Pa.s for the K = 2 

value, it decreased to 20 Pa.s for K = 0.1. 

 

 

Figure 20. Dynamic viscosity profiles of various “K” 

values with a constant n value of 0.25 at 10D. 

 

Figure 21 shows the dynamic viscosity effect along the 

entire pipeline. The dynamic viscosity was reduced in 

all K coefficient results due to the obstacle. The highest 

results were obtained at K = 2 and the lowest results at 

K = 0.1. 

 

 

Figure 21. Dynamic viscosity profiles of various “K” 

values with a constant n value of 0.25 from inlet to 

outlet centre. 

 

Re number results for different K coefficient are shown 

in Fig. 22. The highest results were obtained with a 

value of K = 0.1. The lowest result was obtained at K = 

2. 
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Figure 22. Cell Reynolds number profiles of various 

“K” values with a constant n value of 0.25 at 5D. 

 

Figure 23 shows the results of the Re number in the 

region of 10D. The increasing K number decreased the 

Re number. Results showed a wavy profile. The lowest 

values were observed in the centre of the pipe. Moderate 

results are seen near the pipe surface. The highest values 

were obtained between the wall and the pipe centre. 

 

 

Figure 23. Cell Reynolds number profiles of various 

“K” values with a constant n value of 0.25 at 10D. 

 

 

Figure 24. Cell Reynolds number profiles of various 

“K” values with a constant n value of 0.25 from inlet to 

outlet centre. 

 

Figure 24 shows the Re number along the entire pipe 

direction. With the decrease in the K number, there was 

an increase in the Re number. The Re number is 

determined as the highest in the front and rear of the 

obstacle. Some decrease in Re number was observed 

during the flow passing the obstacle. 

 

4. Conclusion 

 

Non-Newtonian flow analysis was carried out in a pipe 

with obstructed flow. The effect of different n and K 

coefficients was examined in the study using numerical 

analysis method. Results are shown in contours and 

graphics.  
 

In summary; 

While the number of K was constant, increasing the 

number of n caused the flow velocity to increase. 

As a result of the velocity increase, a more parabolic 

flow velocity profile was formed. 

Flow velocity of 0.01 m/s increased up to 0.023 m/s 

when n=0.25. 
 

At the moment of passing the obstacle, the velocity in 

front and back of the obstacle instantly decreased at n = 

2, and the other n values did not decrease. 
 

As a result of the increasing n value, a lower pressure 

profile has occurred in the pipe. This shows that flow 

can be achieved with a lower pressure. 
 

Dynamic viscosity effect was more dominant at n=0.25 

and n=0.5 coefficients. However, a lower Re number 

was obtained. 
 

Different K coefficients were examined for the n = 0.25 

coefficient, where the viscous flow exhibits a more 

sensitive state. 
 

With the increase of the K coefficient, higher-pressure 

values were obtained in the solutions. It appears that a 

higher pressure is required for the pipe flow. 
 

When K = 2, dynamic viscosity has the highest value. 

However, Re number was obtained as the lowest. 
 

While the Re number reached the highest value at the 

front and rear of the obstacle, a momentary decrease 

was observed in the area where the flow passed the 

obstacle. 
 

Throughout a diameter in front and behind the obstacle, 

this effect continues predominantly. 
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Abstract 

 

Identifying the authors of a given set of text is a well addressed and complicated task. It requires thorough 

knowledge of different authors’ writing styles and discriminating them. As the main contribution of this 

paper, we propose to perform this task using machine learning and deep learning methods, state-of-the-art 

algorithms, and methods used in numerous complex Natural Language Processing (NLP) problems. We 

used a text corpus of daily newspaper columns written by thirty authors to perform our experiments. The 

experimental results proved that document embeddings trained via neural network architecture achieve 

cutting edge accuracy in learning writing styles and identifying authors of given writings even though the 

dataset has a considerably unbalanced distribution. We represent our experimental results and outsource 

our codes for interested readers and natural language processing (NLP) enthusiasts as a GitHub 

repository. They can reproduce and confirm the results and modify them according to their own needs. 
 

Keywords: Natural Language Processing, Document Embeddings, Logistic Regression, Support Vector 

Machines, Author Identification. 

 

1. Introduction 

 

The rapid increase in the number of digital texts has 

triggered academic research to identify and verify the 

authors from a given set of a text corpus. By applying 

computational learning approaches, authors’ writing 

styles and their thematic interests can be captured with 

an accuracy comparable with human-level performance 

(HLP). For a predefined set of given authors, 

determining the most probable author for the given text 

is author identification [1] that can be considered as a 

multi-class text categorization problem from a machine 

learning (ML) and deep learning (DL) perspective [2]. 

The author identification is generally performed in a 

closed domain. However, the numbers of texts from 

selected authors do not always have to be balanced [3]. 

ML/DL based author identification can effectively be 

used in disputed authorship cases [4] and literary 

analysis studies [5]. Like in any other DL study, the 

heterogeneous distribution of sample data is a problem 

for author identification. This problem is addressed 

thoroughly in [6]. Despite the significant amount of 

work devoted to author identification of a text, 

researchers still struggle to deal with cross-domain texts 

and imbalanced datasets. 

 

 

 

One of the fundamental steps in author identifications is 

stylometry, which refers to discovering the most 

specific features representing an author’s writing 

characteristics [7]. Earlier approaches focused on 

generating metrics to describe function word or part-of-

speech frequencies to assess the vocabulary’s diversity. 

A detailed review of these approaches is represented in 

[8] to highlight the importance of extracting features.  

In this study, the author identification framework is 

proposed to generate a text’s specific features by 

combining ML and DL methods commonly used in 

natural language processing (NLP) literature. The 

author identification procedure is performed by 

discovering features, thematic interests, unique 

characteristics of an author, and writing styles. Most 

accurate results are achieved with Doc2Vec D-BOW 

[9,10] model with a C-SVC [11] classifier. 

 

The rest of the paper is organized as follows: Section 2 

describes the materials and methods applied for this 

study. Experiments and results are presented in Section 

3. Section 4, as the final section, conclusions and future 

research suggestions are given.  

 

 

mailto:sukruozan@adresgezgini.com
https://orcid.org/0000-0002-3227-348X
https://orcid.org/0000-0002-7788-0478
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2. Materials and Methods 

2.1 Dataset 

 

A famous Turkish news portal, subsuming more than 50 

authors, has been scrutinized to build a corpus. The 

authors are of different ages, genders. Moreover, their 

writing themes are from different genres, such as 

politics, sports, health, and literature. We randomly 

picked 30 of the authors. Figure 1 shows the number of 

articles per author, which represents an unbalanced 

distribution. We intentionally kept the author names 

hidden and used numbers representing Author IDs. 

After selecting the authors, we scraped the website and 

gathered all of their articles labeled with author IDs. 

 

2.2 Data Preprocessing 

 

Data pre-processing is an essential step in NLP methods 

since it is vital to use clean text data that is free from 

characters and symbols that may introduce bias and 

errors during the learning process.  The data is scraped 

directly from the news portal website; hence, it has 

punctuation symbols and many HTML related tags. 

There are various text pre-processing methods, 

including but not limited to converting capital letters to 

lowercase letters (case folding), clearing symbols, and 

punctuation marks [12].  We used a 70-30 split scheme 

for training and validation data sets after the data pre-

processing operations.  

 

 

Figure 1. The number of articles per author can be seen in this figure. Authors’ names are intentionally hidden and 

represented as ID numbers. 

 

2.3 Doc2Vec  Embeddings 

 

Usage of using Doc2Vec for text classification tasks has 

gained well-deserved popularity in NLP literature. We 

used the Gensim [13] implementation of the Doc2Vec 

method [14]. The method can generate the same 

embedding sizes for input text with different sizes. The 

method relies on two main learning models: Distributed 

Memory (DM) and Distributed Bag of Words (D-

BOW). In our experiments, we used both models and 

compared their performances in the results section.  

 

2.3.1 Distributed Memory (DM) 

 

DM model, depicted in Figure 2a., has a similarity with 

the Skip-Gram method of Word2Vec [14]. The CBOW  
 

 

model can predict a center word based on the context 

words in a small neighborhood. DM uses a similar 

approach to randomly sample some context words from 

an article and predict a word using both the context 

words and the article ID. 

 

2.3.2 Distributed Bag of Words (D-BOW) 

 

D-BOW model, depicted in Figure 2b., uses the whole 

article as input and tries to predict consecutive Word 

chunks from the article having a meaningful context. 

One advantage of the D-BOW model is that it requires 

less memory during training time. Activation function 

weights are enough to be stored for D-BOW to operate. 
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Figure 2. a) Distributed Memory model, where classifier predicts a word as an output parameter and words 

concatenate as word vectors and paragraph vector. b) Distributed Bag of Words model, where paragraph vector is 

trained to predict the words inside a small window. 

 

2.4 Classifiers 

 

With either model, DM, and D-BOW, the Doc2Vec 

method generates a fixed-size embedding vector for 

each article. These vectors can capture the meaning, 

syntax, writing style, and other linguistic features of a 

given text in hyperdimensional space.   

 

Together with the author ID information, the 

embeddings can be used to train a classifier. In this 

study, we preferred two different classifiers. 

Conventionally logistic regression classifier (LRC) is a 

common choice for the classification of 

multidimensional data [15]. LRC is proven to be an 

adequate method, especially for binary classification 

problems where the number of classes is limited (i,.e. N 

= 2). On the other hand, our problem is a multi-class 

classification problem with 30 classes (i.e., N > 2). 

Multinomial logistic regression classifier MLRC [16] 

generalizes the binary classification idea of standard 

LRC to multi-class classification. Once the coefficients 

are determined after running the MLRC, the probability 

of predicting an author’s class can be done using 

Equation 2.1, where k is the class number, x is the 

embedding vector, and βk is the coefficient vector of 

class k. Hence, MLRC models the probability of a given 

data belonging to a class using log-likelihood estimation 

as given in Equation 2.1. 
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We used MLRC as our first classifier, and it achieved 

good accuracies on both training and validation datasets. 

However, we repeated our experiments also by using 

support vector machines (SVM) based classifier (C-

SVC) [11].  This classifier creates hyperplanes in a 

multidimensional space that can be efficient for 

classification and regression tasks.  

It finds the best hyperplane that demonstrates the largest 

segregation between the two classes. The error of this 

classifier is correlated with the size of the margin [11].  

C-SVC uses kernels with different mathematical 

models. For this study, we used the linear kernel, in 

Equation 2.2, where K is the kernel function, D is the 

decision function, yi, b, and αi are indicator vector, 

equation constant, and dual parameter, respectively.  C-

SVC classifier achieved even better results than MLRC,  
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2.5 F1 Score as an Accuracy Metric 

 

To better identify the algorithms’ classification 

accuracy, we calculated the F1 Score for each class. F1 

Score, which calculates harmonic mean between recall  
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and precision values, can be calculated using Equation 

2.4; in this equation, TP, FP, and FN represent true 

positive, false positive, and false negative values, 

respectively. Definition of Precision (Pr), Recall (Re) 

can be calculated using Equation 2.3. The F1-Average 

score can be calculated using Equation 2.5 for each 

class. In this equation, macro average values are 

represented with M. Hence, PM  and RM represent macro 

averaged precision and recall values.  

 

3 Results and Discussion 

 

From the NLP perspective, the classification task 

becomes challenging where the number of classes 

exceeds 20. Moreover, the data’s unbalanced nature 

makes it even harder for an ML/DL-based algorithm to 

achieve a good generalization for the whole dataset. In 

our study, we have both situations. 

 

We started our experiments with hyperparameter tuning 

of the Doc2Vec model. The parameters, which affect 

the result most are the embedding size and the number 

of epochs. By keeping the remaining model parameters 

constant, we tried different embedding sizes to detect 

the optimal size. The constant parameters and their 

default values can be seen in Table 1. We observed the 

classification accuracy in Table 2 after one epoch of 

training by trying different embedding sizes.  

 

Table 1. Constant Parameters for Doc2Vec Model 

Model 

Parameters* Value 
Model 

Parameter 
Value 

window 10 alpha 0.0061 

negative 5 Min_alpha 0.0001 

Min_count 1   
* Other model parameters set to default 

 

We used MLRC to calculate the training and validation 

accuracies. Since the number of classes is considerably 

high, we achieved the optimum result with a 500-

dimensional embedding size. We did not get a 

significant performance increase after 500. After fixing 

the embedding size to 500, we tried different epochs and 

different classifiers. The results of these experiments are 

given in Table 3. We further observed that both DM and 

D-BOW methods start to overfit after a few epochs. 

Hence, we limited the number of epochs to 10 for each 

experiment.  

 

As it can be interpreted by looking at Table 3., we 

achieved the best accuracies for the validation data set 

for 500-dimensional vector size at the 4th epoch of D-

BOW training using the C-SVC classifier.  It is also 

possible to grasp the success of this result by visually 

examining the embedding vectors. Since the 

embeddings are in hyperspace, we used the UMAP 

projection method [17] to visualize them in 2D. Figure 3 

shows how the embeddings belonging to seven of the 

authors are successfully clustered together. 

 

The overall clustering performance of the algorithm can 

also be shown with a confusion matrix. In Figure 4, the 

confusion matrix of the classification for 30 authors can 

be seen. The confusion matrix can also be used to 

calculate the F1 Score for each of the classes. In Table 

4., we listed the calculated F1 Score for each class. For 

authors 8 and 12, the worst classification results are 

achieved. These authors have significantly less number 

of articles compared with the remaining authors. 

However, we can also see that for another author 

(author 11) with few articles; high accuracy is achieved. 

When we closely examine these three authors, we saw 

that author 11 has a particular subject genre compared 

with the other authors. 

 

On the other hand, authors 8 and 12 mostly write 

interview articles where they mostly quote the person 

being interviewed, making it harder for the algorithm to 

learn and generalize for these specific authors. If we 

disregard authors 8 and 12 and only rely on the 

remaining 28 authors, the training and validation 

accuracies hit 1.00 and 0.97, respectively. F1 Scores and 

their weighted averages are found to be 0.98 and 0.97 

using Equation 2.3 - 2.5. 

 

 

Table 2. Train and Validation Accuracies for Vector Sizes 

 

 

Model D-BOW + MLRC DM + MLRC 

Accuracy Train Validation Train Validation 

5 0.7716 0.7453 0.6737 0.6704 

25 0.9777 0.9496 0.8602 0.8427 

50 0.9904 0.9503 0.9073 0.8823 

100 0.9951 0.9516 0.9392 0.9002 

300 0.9953 0.9596 0.9646 0.9209 

500 0.9936 0.9581 0.9626 0.9225 

1000 0.9891 0.9589 0.9555 0.9243 
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Table 3. This table shows the change in Training and Validation Accuracies for Different Doc2Vec Method and 

Classifier Combinations for different epoch numbers. All the model combinations tend to overfit the data after a few 

epochs of training. 

 

Table 4. D-BOW + C-SVC Pr, Re, F1 Score Results 

. 

 

 

 

 

 

 

 

 

Model D-BOW MLRC DM MLRC D-BOW C-SVC DM C-SVC 

Accuracy Train Validation Train Validation Train Validation Train Validation 

Epoch 1 0.9955 0.9601 0.9689 0.9272 0.9685 0.948 0.7968 0.7811 

Epoch 2 0.9996 0.9543 0.9966 0.9425 0.9937 0.9654 0.9615 0.9272 

Epoch 3 0.9999 0.9486 0.9998 0.9369 0.9967 0.9667 0.9836 0.9433 

Epoch 4 1 0.9519 1 0.9373 0.9975 0.9682 0.9894 0.9501 

Epoch 5 1 0.948 1 0.938 0.9968 0.9663 0.991 0.9484 

Epoch 6 1 0.9501 1 0.9386 0.9956 0.9669 0.9879 0.9507 

Epoch 7 1 0.9402 0.9977 0.8573 0.9927 0.9593 0.9555 0.8814 

Epoch 8 0.9995 0.9325 0.9651 0.7737 0.9842 0.9427 0.8669 0.7524 

Epoch 9 0.6226 0.4788 0.4 0.2454 0.5175 0.4487 0.2689 0.2314 

Epoch 10 0.5802 0.4945 0.7323 0.516 0.5367 0.4598 0.5871 0.4838 

Authors Precision Recall F1-Score #Articles Authors Precision Recall F1-Score #Articles 

1 0.97 0.99 0.98 514 16 0.91 0.92 0.91 390 

2 0.99 0.98 0.98 625 17 1.00 0.99 0.99 247 

3 0.98 1.00 0.99 653 18 0.97 0.98 0.97 237 

4 0.97 0.96 0.96 281 19 0.97 0.97 0.97 183 

5 0.98 1.00 0.99 562 20 0.95 0.95 0.95 293 

6 0.97 0.97 0.97 397 21 0.98 0.98 0.98 116 

7 0.97 0.97 0.97 645 22 0.99 0.98 0.98 329 

8 0.70 0.91 0.79 33 23 0.99 0.99 0.99 361 

9 0.98 0.95 0.97 264 24 0.99 0.97 0.98 159 

10 1.00 0.98 0.99 243 25 1.00 1.00 1.00 141 

11 0.96 0.82 0.89 33 26 0.98 0.98 0.98 462 

12 0.68 0.71 0.70 21 27 0.95 0.94 0.94 112 

13 0.86 0.92 0.88 226 28 0.95 0.99 0.97 389 

14 0.98 0.91 0.94 274 29 0.95 0.95 0.95 415 

15 0.98 0.86 0.91 162 30 0.98 0.97 0.97 354 

   Accuracy 0.97 0.97 0.97 9121    

   W. Avg 0.97 0.97 0.97 9121    



 

              Celal Bayar University Journal of Science  
              Volume 17, Issue 2, 2021, p 137-143 

              Doi: 10.18466/cbayarfbe.846016                                                  Ş. Ozan 

 

142 

 
Figure 3. 2D UMAP projection of the training data’s embedding vectors created with the best configuration in 

Table 3. For display purposes, we zoomed the area where the clusters of seven authors are visible together. 

 

Figure 4. Confusion Matrix of classification performed using the best configuration in Table 3 for 30 author classes’ 

validation data 

.

4 Conclusion 

 

For this study, we scraped 30.403 articles of randomly 

selected 30 different authors of a popular Turkish news 

portal. After the pre-processing of raw page source data, 

we obtained cleaned text for each article. After tagging 

each article with corresponding author IDs, we obtained 

our dataset. We used a 70-30 split scheme for training 

and validation data set. The data set is considerably 

unbalanced, i.e., the variance in the number of articles is 

high.  

 

The proposed algorithm mainly relies on the Doc2Vec 

method, which uses two different learning models: 

distributed memory and distributed bag of words. 

Regardless of the preferred model, this method 

generates a fixed size embedding vector for given texts 

of different sizes. We calculated the models’ training 

and validation accuracy at each training epoch after 

applying two different classifiers, MLRC and C-SVC. 

Each of the model and classifier combinations gave 

good accuracies comparable with HLP. Hence, it is 

possible to obtain deep features for author classification 

with the proposed solution methods. The method can 

detect possible plagiarisms in closed domains, such as a 

corpus of homework reports submitted by students.  

 

As future work, it is possible to train different 

convolutional neural networks similar to MGNC-CNN 

architecture in [18] using these deep feature 
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embeddings, which may yield good classification 

accuracies. The deep features can further be used to 

train recurrent generative adversarial networks [19], 

generating artificial texts that mimick the corresponding 

authors’ writing styles.  

 

We are outsourcing our code [20] for NLP researchers 

and enthusiasts to reproduce the reported results and use 

them in their research.  
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Abstract 
 

Plant diseases and pests cause yield and quality losses. It has great importance to detect plant diseases and 

pests quickly and with high accuracy in terms of preventing yield and quality losses. Plant disease and 

pest detection performed by plant protection experts through visual observation is a labor-intensive 

process with a high error rate. Developing effective, fast and highly successful computer-aided disease 

detection systems has become a necessity in terms of precision agriculture applications. In this study, 

well-known pre-trained convolutional neural network (CNN) models AlexNet, GoogLeNet and ResNet-

50 are used as feature extractors. In addition, a deep learning model that concatenate deep features 

extracted from 3 CNN models has been proposed. The deep features were used to train the support vector 

machine classifier. The proposed model was used to classify leaf images of tomato plant diseases and 

pests, which is a subset of open-access PlantVillage dataset consisting of a total of 18835 images 

belonging to 10 classes including a healthy one. Accuracy, precision, sensitivity and f-score performance 

metrics were used with the hold-out validation method in determining model performances. Experimental 

results show that the detection of tomato plant diseases and pests is possible using concatenated deep 

features with an overall accuracy rate of 96.99%. 

 

Keywords: convolutional neural networks, deep features extraction, deep learning, image 

classification, plant diseases and pests detection, precision agriculture. 

 

1. Introduction 

 

Tomato (Solanum lycopersicum) is one of the most 

widely cultivated agricultural products all over the 

world. As in all other agricultural products, one of the 

factors that negatively affect tomato cultivation is 

diseases and pests. Various diseases and pests cause 

yield and quality losses in crop production [1]. Early 

and accurate detection of diseases and pests is very 

important to prevent yield and quality losses. Plant 

disease and pest detection performed by visual 

observation by plant protection experts is a labor-

intensive process with a high error rate [2]. The 

development of effective, fast and highly successful 

computer-aided disease detection systems has become a 

necessity for precision agriculture applications. 

 

Remarkable progress has been made in plant disease 

and pest detection with studies based on traditional 

machine learning methods. Al-Hiary et al. [3] proposed 

a model for diagnosing 5 diseases that cause symptoms  
 

 

in leaves in different plant species. They segmented the 

images using Otsu thresholding and k-means clustering 

methods and extracted texture features. They used these 

features to feed artificial neural networks (ANN) 

classifiers. Dubey and Jalal [4] performed feature 

extraction from apple images segmented by the k-means 

clustering method using local binary pattern methods to 

detect 3 different apple fruit diseases. They classified 

the obtained features using a support vector machine 

(SVM). Singh and Misra [5] conducted a study to detect 

5 different diseases in 4 different plant species. They 

obtained the color co-occurrence matrix features from 

images that were segmented and enhanced with image 

processing techniques. According to their experimental 

results, they reported that the best performance was 

obtained with the SVM classifier. Success in traditional 

machine learning methods largely depends on the 

features used. Segmentation is required to extract the 

features. This situation necessitates that the work carried 

out with traditional machine learning methods should be 

under highly controlled conditions and limits the 

classification success achieved. 

mailto:yahyaaltuntas@gmail.com
https://orcid.org/0000-0002-7472-8251
https://orcid.org/0000-0002-7729-8322
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Deep learning refers to models that can learn the 

representations of data through multiple processing 

layers and thus perform end-to-end learning [6]. Thanks 

to deep learning, unlike traditional machine learning 

methods, learning from raw data can be performed 

without the need for feature extraction. In the literature, 

many studies have been conducted on the detection of 

plant diseases and pests based on deep learning [7, 8]. 

Mohanty et al. [1] retrained AlexNet and GoogLeNet 

pre-trained convolutional neural network (CNN) 

models, both from scratch and by fine-tuning. They 

reported that transfer learning provided faster converge 

on colored, gray-level and segmented images in their 

studies. Ferentinos [2] used deep learning methodology 

to identify plant diseases in his study on an open-access 

dataset containing 25 plant species and 58 plant-disease 

combinations. Although there are a limited number of 

studies on the detection of plant diseases and pests in 

more than one crop type, many studies have also been 

conducted on a single crop type such as apple [9], 

cucumber [10] and rice [11]. 

 

Fuentes et al. [12] proposed a deep learning-based 

approach to detect of tomato diseases and pests. They 

used a region-based CNN method to detect features on 

tomato leaf images. Durmuş et al. [13] retrained 

AlexNet and SquezeeNet pre-trained CNN models from 

scratch to detect tomato diseases and pests on the open-

access PlantVillage dataset. Sardoğan et al. [14] used 

500 healthy and infected tomato leaves from the 

PlantVillage dataset to detect 4 tomato diseases. They 

classified the features obtained from the fully connected 

layer of the proposed CNN architecture with the 

Learning Vector Quantization (LVQ) algorithm. 

Rangarajan et al. [15] fine-tuned both AlexNet and 

VGG16 pre-trained CNN models to detect of tomato 

plant diseases and pests. They analyzed both the role of 

the number of images and importance of 

hyperparameters in classification accuracy and 

execution time. Aversano et al. [16] fine-tuned the 

VGG19, Xception and ResNet-50 pre-trained CNN 

models for the detection of tomato diseases and pests.  

Agarwal et al. [17] proposed a CNN architecture 

consisting of 3 convolution and 3 max pooling layers 

followed by 2 fully connected layers for the detection of 

tomato diseases and pest. Saeed et al. [18] used tomato, 

corn and potato leaves images from the PlantVillage 

dataset to build an automated crop disease recognition 

system. They selected the deep features extracted from 

the fully connected layers 6 and 7 of the VGG19 pre-

trained CNN model using partial least squares (PLS) 

regression. They used selected deep features for model 

estimation using the ensemble baggage tree classifier. 

 

In this study, the effect of using pre-trained CNN 

models as feature extractors on success in detecting 

tomato diseases and pests has been investigated. For this 

purpose, well-known pre-trained CNN models AlexNet, 

GoogLeNet and ResNet-50 were used as feature 

extractors. In addition, deep features fusion was 

performed by concatenating the deep features obtained 

from 3 CNN models. The obtained deep features were 

used to train the SVM classifier. According to the 

results, all CNN models achieved high classification 

success in detecting tomato diseases and pests by deep 

feature extraction. Concatenated deep features, on the 

other hand, achieved the best classification performance 

with an overall accuracy of 96.99%. The results of the 

experiments conducted within the scope of the study 

were compared with each other and with related studies 

in the literature. 

 

The remaining of the paper is organized as follows: the 

materials and methods are given in Section 2. The 

experimental results are presented in Section 3. In 

Sections 4 and 5 discussion and conclusion remarks are 

given, respectively. 

 

2. Materials and Methods 

2.1. Dataset 

 

In this study, experiments have been carried out on 

diseased and healthy tomato leaf images, which is a 

subset of the open-access PlantVillage [19] dataset. 

 

Figure 1. Sample images in the dataset. 
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Since the link reported in the original article has been 

broken, the version republished by Geetharamani and 

Pandian [20] has been used. The dataset consists of 

18835 images belonging to 10 classes. Images are 256-

by-256 pixels resolution and colored. The image format 

is JPEG. The space occupied by the dataset in the disk is 

321 MB. 

 

Sample images from the dataset have been 

demonstrated in Figure 1. The sample images from left 

to right in the first row belong to bacterial spot, early 

blight, healthy, late blight, and leaf mold classes; the 

sample images in the second row belong to septoria leaf 

spot, spider mites, target spot, mosaic virus, and yellow 

leaf curl virus classes. 

 

AlexNet, GoogLeNet and ResNet-50 CNN models take 

input images with a resolution of 227-by-227, 224-by-

224 and 224-by-224 pixels respectively. For this reason, 

images have been resized to the specified resolutions. 

 

The hold-out validation method has been used to make a 

one-to-one comparison of the models applied within the 

scope of the study. For this purpose, the dataset has 

been divided into training and test groups at a ratio of 

4:1. All models have been trained with the same training 

images and tested with the same testing images. The 

classes of the dataset, the scientific names of the 

diseases, the class distribution of the samples, and the 

number of training and testing images are given in 

Table 1. 

 

2.2. Convolutional neural networks 

 

CNNs are deep learning models designed to 

automatically learn representations of data. A CNN 

architecture consists of two parts. The first part consists 

of convolution, activation and pooling layers where 

discriminative features of data is learned, the second 

part consists of fully connected layers and softmax layer 

where the learned features are classified [6]. 

 

Thanks to the filters in the convolution layer, the 

interrelated spatial dependencies of the data are 

discovered. Filter weights are shared. In this way, it 

does not affect learning where the same discriminative 

feature in different locations of the input data [21]. As a 

result of the convolution process, the weighted sum of 

inputs is obtained. This layer is followed by an 

activation layer to get rid of linear dependencies. 

Although there are different activation functions such as 

hyperbolic tangent and sigmoid, the most preferred 

activation function is the Rectified Linear Unit (ReLU). 

ReLU activation function sets negative values to 0. 

Feature maps are obtained in this layer. Next comes the 

pooling layer to shrink in size, without losing valuable 

information in the data. A maximum or average pooling 

can be done. Convolution operations are repeated one 

after another depending on the hyper-parameter values 

such as input size, filter size, stride and padding. 

Ultimately, it is transferred to the fully connected layer. 

The purpose of this layer is to flatten the learned 

features. Depending on the architecture, there may be 

one or more fully connected layers. Then the last fully 

connected layer is passed to a softmax layer. Finally, the 

model estimation is made by performing class 

probability calculations of the features learned with the 

softmax layer. There are as many outputs as the number 

of classes in the problem addressed in the last fully 

connected layer. 

 

2.3. Deep feature extraction and proposed model 

 

Deep feature extraction is a transfer learning approach 

to employ a pre-trained CNN model for a similar task. 

Deep feature extraction is to use a pre-trained CNN 

model as a feature extractor. In this approach, the model 

parameters (weights) are used without fine-tuning [22]. 

Table 1. Details of classes in the dataset 

Class Name Disease Scientific Name 
Images (Number) 

Training Test Total 

Bacterial spot Xanthomonas campestris pv. vesicatoria 1703 424 2127 

Early blight Alternaria solani 800 200 1000 

Healthy - 1273 318 1591 

Late blight Phytophthora infestans 1528 381 1909 

Leaf mold Fulvia fulva 800 200 1000 

Septoria leaf spot Septoria lycopersici 1417 354 1771 

Spider mites Tetranychus urticae 1342 334 1676 

Target spot Corynespora cassiicola 1124 280 1404 

ToMV Tomato mosaic virus (ToMV) 800 200 1000 

TYLCV Begomovirus (Fam. Geminiviridae) 4287 1070 5357 

 Total 15074 3761 18835 

TYLCV: Tomato yellow leaf curl virus 
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Then a classification algorithm such as SVM is used for 

the new classification task [23]. In this approach, the 

pre-trained CNN model is employed as part of the 

solution of the new task using as a feature extractor. 

 

In the deep feature extraction approach, deep features 

can be obtained from any layer of a pre-trained CNN 

model. However, common usage is to extract deep 

features from the last fully connected layer. In this 

study, the last fully connected layers of AlexNet, 

GoogLeNet and ResNet-50 CNN models are used to 

extract the deep features. In addition, a deep learning 

model that concatenate deep features obtained from 3 

CNN models has been proposed to increase prediction 

performance. Overall structure of the proposed model is 

shown in Figure 2. 

 

The pre-trained CNN models used in the study are 

briefly introduced below. AlexNet [24] is one of the 

pioneering CNN architecture. AlexNet has a simple 

architecture that consists of 5 convolution layers, and 3 

fully connected layers. 

 

GoogLeNet [25] is a 22 layer CNN architecture that's a 

variant of the inception network. The most important 

properties of GoogLeNet architecture is the use of the 

inception module. The module simply provides a direct 

link between multiple different layers. This increases 

network complexity while keeping the computing cost 

at the same level. 

 

 

ResNet-50 [26] architecture consists of 50 layers. 

ResNet-50 is different from other architectures with its 

micro-architecture module structure. In architecture, it 

may be preferred to switch to the lower layer by 

ignoring the change between some layers. In ResNet 

architecture, the performance rate has been increased by 

allowing transition operations between blocks with this 

structure. 

 

2.4. Support vector machines 

 

The deep feature extraction approach requires a 

classifier method to be trained with the extracted deep 

features. In this study, SVM proposed by Vapnik [27] 

was used as a classifier. It has been reported that the 

SVM classifier shows superior performance in different 

agricultural image classification problems [28]. 

 

The basic principle in solving a classification problem 

with SVM is to determine a hyperplane that divides 

samples belonging to two classes optimally from each 

other. The formula for the output of a linear SVM is 

given in Equation (2.1), where �⃗⃗�  is the normal vector to 

the hyperplane and 𝑥 ⃗⃗⃗   is the input vector. Maximizing 

margins can be defined as an optimization problem: 

minimize Equation (2.2) subject to Equation (2.3) where 

𝑦𝑖  and 𝑥 ⃗⃗⃗  𝑖 are the correct output of the SVM and the 

input vector for ith training sample, respectively [29]. 

 

 

 
 

Figure 2. Overall structure of the proposed model 
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𝑢 = �⃗⃗� ⋅  𝑥 ⃗⃗⃗  − 𝑏 (2.1) 

 

1

2
 ‖ �⃗⃗�  ‖2 (2.2) 

 

𝑦𝑖(�⃗⃗� ⋅  𝑥 ⃗⃗⃗  𝑖 − 𝑏) ≥ 1, ∀𝑖 (2.3) 

 

SVM is a binary classifier defined to separate only 2 

classes and do not support for multi-class classification 

problems. One strategy for multi-class classification 

with SVMs is to create a one-to-one set of classifiers 

and predict the class chosen by the majority of 

classifiers [30]. While this enables creating classifiers 

𝐾(𝐾 − 1)/2 for the classification problem with K 

classes, the training time of the classifiers may be 

reduced as the training data set for each classifier will 

be smaller. 

 

3. Results 

 

In this study, the deep feature extraction method, which 

is a transfer learning approach employing pre-trained 

CNN models as feature extractors, was used for the 

detection of tomato plant diseases and pests. The deep 

features were obtained from the last fully connected 

layers of AlexNet, GoogLeNet and ResNet-50 named 

FC-8, Loss-3 and FC-1000, respectively. In addition, a 

deep learning model that concatenate 1000 deep 

features obtained from each of the 3 CNN models 

proposed to increase predictive performance. Obtained 

deep features were used to train the SVM classifier. In 

the configuration of the SVM, all parameters are used in 

default configurations. Experimental studies were 

carried out on a computer with i5-8250U CPU, 8 GB 

RAM, 2 GB GPU, 256 SSD HDD hardware 

specifications. All experimental studies were 

implemented in MATLAB 2019b programming 

environment. 

 

Since there is a sufficient number of images in the 

dataset, the hold-out validation method was used to 

make a one-to-one comparison of the models.  For this 

purpose, the dataset was divided into training and test 

groups at a ratio of 4:1. Accuracy (Acc.), precision 

(Pre.), sensitivity (Sen.) and f-score performance 

metrics were calculated for comparison of model 

performances. These performance metrics are calculated 

with the indices true positive (TP), false negative (FN), 

false positive (FP), and true negative (TN) obtained 

from the confusion matrix. The mathematical equations 

of performance metrics used in comparing models are as 

follows: 

 

𝐴𝑐𝑐. =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
 (3.1) 

 

𝑃𝑟𝑒. =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (3.2) 

 

𝑆𝑒𝑛. =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3.3) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 (3.4) 

In multi-class classification problems, confusion matrix 

indices and performance metrics are calculated 

separately for each class. For the class for which 

performance metrics are calculated, samples belonging 

to that class are considered positive and all other 

samples are considered negative. Then, TP, FN, FP, and 

TN indices are calculated according to the predictions of 

the model for the samples treated as positive and 

negative. 

 

While TP, FN, FP, and TN values are calculated for the 

Healthy class, samples labeled as Healthy in the dataset 

are considered positive and all other samples are 

considered negative. The number of positive samples in 

the test set, which are predicted as Healthy by the 

model, gives the TP value. The number of positive 

samples in the test set that are not predicted as Healthy 

by the model gives the FN value. The number of 

negative samples in the test set that are predicted as 

Healthy by the model gives the FP value. The number 

of negative samples in the test set that are not predicted 

as Healthy by the model gives the TN value. 

 

That is, all samples except the class whose confusion 

matrix indices are calculated are considered negative 

and are named TN regardless of whether they are 

correctly predicted in their own class. This situation 

causes high accuracy and sensitivity values. 

 

In multi-class classification problems, the overall 

accuracy metric is also used to measure the overall 

performance of the model. This metric gives us the ratio 

of the number of correct predictions of the model to the 

total number of predictions. It is calculated as follows. 
  

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐴𝑐𝑐. =
∑ 𝑇𝑃𝑖

𝑁
𝑖=1

∑ (𝑇𝑃𝑖 + 𝐹𝑃𝑖)
𝑁
𝑖=1

 (3.5) 

 

In the formula, N refers to the number of classes. TPi 

and FPi show the correct and incorrect prediction 

numbers of the ith class respectively. 

 

The classification results are given in Table 2. The 

values given in the table are confusion matrix (TP, FN, 

FP, and TN), Acc., Pre., Sen., F-Score (F-scr), and 

overall accuracy (Overall Acc.).  
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According to the experimental results, the overall 

accuracy rates obtained by classifying the deep features 

extracted from the last fully connected layers of 

AlexNet, GoogLeNet and ResNet-50 pre-trained CNN 

models with SVM classifier are 92.18%, 89.31% and 

96.96%, respectively. According to the experimental 

results, all CNN models used within the scope of the 

study showed superior classification performance. 

However, the best performance has been achieved by 

using concatenating deep features with an overall 

accuracy rate of 96.99%. This overall accuracy rate is 

better than all CNN models individually. 

 

The time taken to extract deep features for 3761 test 

images and store the resulting deep feature vectors on 

disk as a separate file was measured as 14 minutes 58 

seconds, 20 minutes 19 seconds, and 50 minutes 33 

seconds for AlexNet, GoogLeNet and ResNet-50 

models, respectively. Experimental results show that 

deep feature extraction process from CNN models with 

a high number of layers requires more time. 

 

 

 

 

 

Table 2. Classification results 

Pre-trained 

CNN Model 
Class TP FN FP TN 

Acc. 

(%) 
Pre. Sen. F-Scr 

Overall 

Acc. (%) 

AlexNet 

Bacterial spot 403 18 21 3319 98.96 0.957 0.993 0.953 

92.18 

Early blight 153 50 47 3511 97.42 0.753 0.986 0.759 

Healthy 304 11 14 3432 99.33 0.965 0.995 0.960 

Late blight 348 38 33 3342 98.11 0.901 0.990 0.907 

Leaf mold 168 23 32 3538 98.53 0.879 0.991 0.859 

Sep. leaf spot 324 39 30 3368 98.16 0.892 0.991 0.903 

Spider mites 295 39 39 3388 97.92 0.883 0.988 0.883 

Target spot 242 55 38 3426 97.52 0.814 0.989 0.838 

ToMV 186 6 14 3555 99.46 0.968 0.996 0.948 

TYLCV 1044 15 26 2676 98.90 0.985 0.990 0.980 

GoogLeNet 

Bacterial spot 390 37 34 3300 98.11 0.913 0.989 0.916 

89.31 

Early blight 142 67 58 3494 96.67 0.679 0.983 0.694 

Healthy 300 16 18 3427 99.09 0.949 0.994 0.946 

Late blight 329 41 52 3339 97.52 0.889 0.984 0.876 

Leaf mold 168 29 32 3532 98.37 0.852 0.991 0.846 

Sep. leaf spot 294 66 60 3341 96.64 0.816 0.982 0.823 

Spider mites 289 49 45 3378 97.50 0.855 0.986 0.860 

Target spot 227 57 53 3424 97.07 0.799 0.984 0.804 

ToMV 181 12 19 3549 99.17 0.937 0.994 0.921 

TYLCV 1039 28 31 2663 98.43 0.973 0.988 0.972 

ResNet-50 

Bacterial spot 414 7 10 3330 99.54 0.983 0.997 0.979 

96.96 

Early blight 173 20 27 3541 98.75 0.896 0.992 0.880 

Healthy 313 3 5 3440 99.78 0.990 0.998 0.987 

Late blight 368 21 13 3359 99.09 0.946 0.996 0.995 

Leaf mold 193 6 7 3555 99.65 0.969 0.998 0.967 

Sep. leaf spot 344 10 10 3397 99.46 0.971 0.997 0.971 

Spider mites 324 21 10 3406 99.17 0.939 0.997 0.954 

Target spot 259 18 21 3463 98.96 0.935 0.993 0.929 

ToMV 194 3 6 3558 99.76 0.984 0.998 0.977 

TYLCV 1065 5 5 2686 99.73 0.995 0.998 0.995 

Concatenated 

Deep 

Features 

Bacterial spot 419 4 5 3333 99.76 0.990 0.998 0.989 

96.99 

Early blight 175 22 25 3539 98.75 0.888 0.992 0.881 

Healthy 312 5 6 3438 99.70 0.984 0.998 0.982 

Late blight 366 15 15 3365 99.20 0.960 0.995 0.960 

Leaf mold 188 8 12 3553 99.46 0.959 0.996 0.949 

Sep. leaf spot 345 16 9 3391 99.33 0.955 0.997 0.965 

Spider mites 326 14 8 3413 99.41 0.958 0.997 0.967 

Target spot 260 18 20 3463 98.98 0.935 0.994 0.931 

ToMV 196 6 4 3555 99.73 0.970 0.998 0.975 

TYLCV 1061 5 9 2686 99.62 0.995 0.996 0.993 
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4. Discussion  

 

The number of classes dealt with in the related studies is 

not equal. Sardoğan et al. [14] conducted a study with a 

total of 5 classes, including 4 diseases and 1 healthy 

class. Rangarajan et al. [15] conducted a study with a 

total of 7 classes, including 6 diseases and 1 healthy 

class. In other related studies, 10 classes, including 9 

diseases and 1 healthy class were conducted. Since test 

samples are not pre-defined in the PlantVillage dataset, 

the test samples used in related studies are not the same. 

Also, the number of test samples used is not equal. 

Sardoğan et al. [14] in their work with a total of 500 

images, they used 400 images for training and 100 

images for testing. Agarwal et al. [17] in their work with 

a total of 17500 images, they used 10000 images for 

training, 7000 images for validation and 500 images for 

testing. A one-to-one comparison among the related 

studies is not feasible due to the reasons explained 

above. Nevertheless, we present a comparison in Table 

3 considering several criteria, such as the number of 

classes, methods, and overall accuracy rates. 

 

5. Conclusion 

 

In this study, the possibilities of detecting tomato plant 

diseases and pests by deep feature extraction were 

investigated. For this purpose, well-known pre-trained 

CNN models AlexNet, GoogLeNet, and ResNet-50 

were used as feature extractors. 1000 deep features 

obtained from the last fully connected layers of CNN 

models were used to train the SVM classifier. In 

addition, a deep learning model that concatenate 1000 

deep features obtained from each of the 3 CNN models 

proposed to increase predictive performance. According 

to the experimental results, while superior classification 

performance was obtained with deep features extracted 

from all CNN models, the best result was obtained with 

the concatenated deep features. The reason for this is 

considered to be the result of CNN models with 

different architectures discovering different 

discriminative features. 

 

In future studies, it is aimed to increase the 

classification performance with different fusion 

methods. In addition, the performance of the models to 

be developed on field condition images will be 

evaluated. 
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Abstract 

 

Systems of first order differential equations have been arisen in science and engineering. Specially, the 

systems of normalized linear differential equations appear in differential geometry and kinematics 

problems. Since it is difficult to find solutions to these equations analytically, numerical methods are 

needed for the approximate solutions. In this study, we find the approximate solutions of the Frenet-Like 

system with variable coefficients upon the initial conditions by means of a matrix method related to the 

truncated Bernoulli series. This method transforms the mentioned problem into a system of algebraic 

equations by using the matrix relations and collocation points; so, the required results along with the 

solutions are obtained and the usability of the method is discussed. 

 

Keywords: Approximate Solutions, Bernoulli polynomials and series, Curves of constant breadth, 

Matrix Methods, Systems of first order differential equations. 

 

1. Introduction 

 

The systems of differential equations in the normal form 

usually appear in the concept of differential geometry. 

For instance, a system of differential equations 

characterizing 4E  spherical curves can be given as 
 

        , , ,
d df dg

f g f
ds ds ds


   = = − + = −                 (1) 

 

where s  is arc parameter, ( ) ( )1/s s =  is curvature 

diameter; ,   and   are curvatures and, ( )f s  and 

( )g s  are in the class of 
2C [1,2]. 

The system charactering curves of constant breadth are 

the same type and can be given as 
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where ( ) ( )
0

s

s s ds =   and ( )  , ( )   and ( )   

are the coefficients of the curve [3,4]. 

Besides, the well known Serret-Frenet Equations 
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n
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n
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lead us to the system of differential equations [5,6]: 
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where 1  and 2  are Euclidean curvatures. The 

solution of this system also gives as a criterian for 

periodicity of a space curve. Since the normal systems 

(1), (2) and (3) same type, it is possible to form them as 

                        

( ) ( )

( ) ( ) ( ) ( )

( ) ( )

1
2

2
1 3

3
2

.

dy
a x y x

dx

dy
a x y x b x y x

dx

dy
b x y x

dx


= 




= − + 



= − 


      (4) 

 

Also the normal system is obtained as 

 

                          

1 1 2 2

1
1

2
2

,

dT
k N k N

ds

dN
k T

ds

dN
k T

ds


= + 




= − 



= − 


                           (5) 

where 

file:///D:/A.FBE/Dergi/Yazım%20Dil%20Kontrol/Kübra%20ERDEM%20BİÇER%20_(2)/kubra.erdem@cbu.edu.tr
https://orcid.org/0000-0002-4998-6531
https://orcid.org/0000-0002-7744-2574
https://orcid.org/0000-0002-7201-9179
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( )1 cosk  =  , ( )2 sink  =  and T T= , 

1 cos sinN N B = − , 2 sin cosN N B = −  for the 

Bishop frame. It can be shown that  

 

( ) 2 2

1 2s k k = + , ( ) 2

1

arctan
k

s
k


 

=  
 

 and 

( )
( )d s

s
s


 = −  [7]. 

These type systems given in (4) and  (5) which are 

called Frenet-Like system is a class of linear differential 

equations in normal form 

 

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( ) ( ) ( ) ( )

1
11 1 12 2 13 3 1

2
21 1 22 2 23 3 2

3
31 1 32 2 33 3 3

,

dy
P s y s P s y s P s y s g s

ds

dy
P s y s P s y s P s y s g s

ds

dy
P s y s P s y s P s y s g s

ds


= + + + 




= + + + 



= + + + 


 (6) 

or briefly  

( ) ( ) ( )
3

1

j

jk k j

k

dy
P s y s g s

ds =

= + + ;          1,2,3j =  

where ( )kjP s  and ( )g s  are functions on interval 

0 a s b    . 

 

In this study, we have developed a method based on 

Bernoulli polynomials to solve system of linear 

differential equations. Also this method has been used 

to solve high-order linear differential-difference 

equations, linear delay difference equations with 

variable coefficients and mixed linear Fredholm integro-

differential-difference equations, hyperbolic partial 

differential equations, Helmholtz equations and general 

functional integro-differential equations with hybrid 

delays [8-13]. Also many numerical methods have been 

developed to solve similar equation models [14-20].  

We firstly consider the system of differential equations 

in normal form (6) with the initial conditions 

 

      ( ) ( ) ( )1 1 2 2 3 3, , ;0 .y a y a y a a s b  = = =             (7) 

A matrix method is developed to find the approximate 

solution set in the truncated Bernoulli series form 

              ( ) ( )
0

; 0
N

j jn n

n

y s a B s a s b
=

=    ,              (8) 

where jna , 1, 2,3j =  are unknown Bernoulli 

coefficients, j , 1, 2,3j =  are the given real constants 

and ( )nB s , 0,1,.., .n N=  Bernoulli polynomials are 

defined by [21] 

( )

01 !

xt

n n

t
n

B xte
t

e n



=

=
−

  

or 

                       
0

( ) ; (0).
n

n r

n r r r

r

n
B x b x b B

r

−

=

 
= = 

 
              (9) 

 

Also, an explicit formula for the Bernoulli polynomials 

is given by 

 

                          ( ) ( )1 ,n nB s nB s−
 =                             (10) 

where ( )0 1B s =  , ( )0 1B s = , ( )1

1

2
B s s= − , ( )1 1B s =  

 

2. Fundamental matrix relations and Bernoulli 

matrix method 

 

In this section, a new matrix technique is devoloped by 

considering Taylor and Bernoulli collocation methods 

[22-23] to obtain the approximate solution of the system 

(6) under the condition (7). For this aim, we compose 

the matrix form of (6), (7) and (8); firstly the matrix 

form of (6) can be expressed as  

 

        ( ) ( ) ( ) ( ); 0 ,Y s P s Y s G s a s b = +              (11) 

where 

( )

( )

( )

( )

( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )

1
11 12 13

2 21 22 23

31 32 33
3

, ,

y s P s P s P s

Y s y s P s P s P s P s

P s P s P sy s

 
  
   = =   
    

 

 

( )
( )
( )
( )

1

2

3

y s

Y s y s

y s

 
 

=  
 
 

, ( )
( )
( )
( )

1

2

3

g s

G s g s

g s

 
 

=  
 
 

. 

 

Then the matrix form of (8) can be written as 

 

                 ( ) ( )j jy s B s A= , ( )1,2,3 ,j =                  (12) 

where 

( ) ( ) ( ) ( )0 1 NB s B s B s B s =   , 

( )0 1 2

T

j j j j jNA a a a a s =   . 

 

Also by using the expressions (10) and (12), we have 

the matrix form  

               
( ) ( )

( ) ( ); 1,2,3 ,

j j

j

y s B s A

B s DA j

 =

= =
         (13) 

where 

0 1 0 0

0 0 2 0

0 0 0 0 N

0 0 0 0 0

 
 
 
 =
 
 
 
 

D  . 

By using the matrix relations (12) and (13) into the 

matrices ( )Y s  and ( )Y s , the following matrix forms 

are obtained as 
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( )
( )
( )
( )

( )
( )
( )

( )

( )

( )

( )

( )

( )
( )
( )

( )

1 1

2 2

3 3

1
1

2 2

3
3

,

,

y s B s A

Y s y s B s A B s A

y s B s A

y s B s DA

Y s y s B s DA B s DA

B s DAy s

   
   

= = =   
   
   

 
  
   = = =  
    

 

  (14) 

where 

( )
( )

( )
( )

0 0

0 0

0 0

B s

B s B s

B s

 
 

=  
 
 

 , 

( )
( )

( )
( )

0 0

0 0 ,

0 0

B s D

B s D B s D

B s D

 
 

=  
 
 

 

1

2

3

A

A A

A

 
 

=
 
  

, 

0

1

j

j

j

jN

a

a
A

a

 
 
 =
 
 
  

 , 1, 2,3j = . 

By substituting the collocation points defined by 

( ), 0,1,...,i

b a
s a i i N

N

−
= + = , 

into Eq. (11) along with (14), we gain the system of 

matrix equations  

( ) ( ) ( ) ( )i i i iY s P s Y s G s = +  , ( )0,1,..., ,i N=  

or briefly, the fundamental matrix equation 

          ( ) ,Y PY G BD PB A G = +  − =          (15) 

where 

( )
( )

( )

( )
( )

( )

0 0

0 1

0 0

0 0
, ,

0 0 N N

P s G s

P s G s
P G

P s G s

   
   
   = =
   
   
      

 

( )
( )

( )

( )
( )

( )

0 0

1 1
,

N N

Y s B s A

Y s B s A
Y BA

Y s B s A

  
  
  = = =
  
  
     

 

( )

( )
( )

( )

( )

( )

( )

00

1 1 .

N
N

B s DAY s

Y s B s DA
Y s BDA

Y s B s DA

  
  

    = = =  
  
      

 

In Eq. (13), the full dimensions of the matrices 

, , ,BD P B A , and G  are ( ) ( )3 1 3 1 ,N N+  +

( ) ( ) ( ) ( )3 1 3 1 ,3 1 3 1N N N N+  + +  + , ( )3 1 1N +   and 

( )3 1 1N +  , respectively. 

The fundamental matrix equation (15) corresponding to 

Eq. (4) can be written in the compact form 

                        WA G=  or  ; ,W G                            (16) 

where 

pqW BD PB w = − =    ; ( ), 1,2,...,3 1 .p q N= +  

The matrix equation (16) corresponds to a system of a 

linear algebraic equations in ( )3 1N +  unknown 

Bernoulli coefficients. 

 

By using the initial conditions defined by (7) and the 

matrix relation ( )Y s  in (14), we obtain the matrix form 

for the conditions as 

                    ( ) ( ); ,B a A B a  =                        (17) 

where 

( )
( )

( )
( )

0 0

0 0

0 0

B a

B a B a

B a

 
 

=  
 
 

 , 

1

2

3



 



 
 

=
 
  

. 

Consequently, we obtain the new following augmented 

matrix for the problem (6)-(7) by replacing the row 

matrices (17) with the rows involving the coefficients 

10 20,a a  and 30a  of the matrix (16): 

                           ;W G 
 

  or WA G= .                      (18) 

If rank W = rank   =
 
W;G N+1, the unknown 

Bernoulli coefficient matrix can be written as 

( )
-1

A = W G  and the approximate solution in the 

Bernoulli matrix form is obtained as 

( ) ( ) ,Y s B s A=  

or 

( ) ( )
0

N

j jn n

n

y s a B s
=

  . 

3. Results and Discussion 

 

In this section two examples are given to demonstrate 

the applicability of this method. These examples have 

been calculated by using Matlab.  

Example 1. Consider the system of first-order linear 

differential equations 

      

( )

( ) ( )

( )

21

2

2

1 3

3

2 1

dy
xy x x

dx

dy
xy x y x

dx

dy
y x x

dx

= −

= − +

= − + +

                     0 1,x      (19) 

with the initial conditions 

( ) ( ) ( )1 2 30 1, 0 0, 0 1y y y= = =  which has the exact 

solution ( ) ( ) ( )1 2 31, , 1y x y x x y x x= = = + . 
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The approximate solution is ( ) ( )
2

0

,j jn n

n

y s a B s
=

=  

1, 2,3j = . The collocation points for 2N =  are 

computed as 1 2 3

1
0, , 1

2
x x x

 
= = = 

 
.  

The fundamental matrix equation is 

 

( ) ,WA BD PB A G= − =  

where 

0 1 1 0 0 0 0 0 0

0 0 0 0 1 1 0 0 0

0 0 0 0 0 0 0 1 1

0 1 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 1 0

0 1 1 0 0 0 0 0 0

0 0 0 0 1 1 0 0 0

0 0 0 0 0 0 0 1 1

BD

− 
 

−
 
 −
 
 
 =
 
 
 
 
 
 
 

, 

0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0

0 1 0 0 0 0 0 0 0

1
0 0 0 0 0 0 0 0

2

1
0 0 0 0 1 0 0 0

2

0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 1 0 1

0 0 0 0 0 0 0 1 0

P

 
 
 
 −
 
 
 
 

=
 −
 
 −
 
 
 

−
 
 − 

, 

1 1
1 0 0 0 0 0 0

2 6

1 1
0 0 0 1 0 0 0

2 6

1 1
0 0 0 0 0 0 1

2 6

1
1 0 0 0 0 0 0 0

12

1
.0 0 0 1 0 0 0 0

12

1
0 0 0 0 0 0 1 0

12

1 1
1 0 0 0 0 0 0

2 6

1 1
0 0 0 1 0 0 0

2 6

1 1
0 0 0 0 0 0 1

2 6

B

 
− 

 
 −
 
 
 −
 
 
 −
 
 
 = −
 
 

− 
 
 
 
 
 
 
 
 
  

 

The augmented matrix for this fundamental matrix 

equation is calculated as 

0 1 1 0 0 0 0 0 0 ; 0

1 1
0 0 0 0 1 1 1 ; 0

2 6

1 1
0 0 0 1 0 1 1 ; 1

2 6

1 1 1
0 1 0 0 0 0 0 ;

2 24 4

1 1 1
0 0 1 0 1 0 ; 0

[ ; ] .2 24 12

1 3
0 0 0 1 0 0 1 0 ;

12 2

1 1
0 1 1 1 0 0 0 ; 1

2 6

1 1 1 1
1 0 1 1 1 ; 0

2 6 2 6

1 1
0 0 0 1 0 1 1 ; 2

2 6

W G

− 
 
 − − −
 
 
 − −
 
 

− − 
 
 

− − =
 
 

− 
 
 − − − −
 
 
 − − −
 
 
 
 

 

From equation (17), we obtain the matrix form of the 

initial conditions 

 

  
( )

1 1
1 0 0 0 0 0 0 ; 1

2 6

1 1
0 ; 0 0 0 1 0 0 0 ; 0

2 6

1 1
0 0 0 0 0 0 1 ; 1

2 6

B 

 
− 

 
   = −   
 
 −
  

. 

 

From equation (18), the new augmented matrix based 

on the conditions is calculated as 

 
1 1

1 0 0 0 0 0 0 ; 1
2 6

1 1
0 0 0 1 0 0 0 ; 0

2 6

1 1
0 0 0 0 0 0 1 ; 1

2 6

1 1 1
0 1 0 0 0 0 0 ;

2 24 4

1 1 1
; 0 0 1 0 1 0 ; 0

2 24 12

1 3
0 0 0 1 0 0 1 0 ;

12 2

1 1
0 1 1 1 0 0 0 ; 1

2 6

1 1 1 1
1 0 1 1 1 ; 0

2 6 2 6

1 1
0 0 0 1 0 1 1 ; 2

2 6

W G

 
− 

 
 −
 
 
 −
 
 
 − −
 
 

  = − −  
 
 

− 
 
 

− − − − 
 
 

− − −
 
 

 

.




 

Solving this system, the unknown Bernoulli coefficient 

matrix is obtained as 

1 3
1 0 0 1 0 1 0

2 2

T

A
 

=  
 

 . 

By substituting the Bernoulli coefficient matrix into 

equation (12), we obtain the approximate solution set 

( ) ( ) ( )1 2 31, , 1y x y x x y x x= = = +  which is the exact 

solution. 
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Example 2. Consider the curve   3

1: 0, 2 E →  given by 

( )
3 3 2

, ,
3 3 2

s s s
s s

 
= + 
 

 . 

The system of differential equations in the normal form 

corresponding to curve  is as follows [24] 

     

( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

1 2 3

2 1

3 1

2 cos 2 2 sin 2

2 cos 2 . (20)

2 sin 2

s s s s s

s s s

s s s

  

 

 

 = − +

 = −

 =

 

The approximate solution set of this problem is solved 

using Bernoulli Collocation method with the initial 

conditions  ( )1 0 1 =  , ( )2 0 2 =  and ( )3 0 3 = . For 

initial conditions value of distance d is 

2 2 2

1 2 3 12 3.464101615.d   = − + + =   [16] 

Solving the problem (20) in the same way as Section 2 

for 3N = , we get  

( ) 3

1

211.1592106 15.4680213

18.7854967 0.999999995

s

s

s s −= +

+
 

( ) 3

2

210.77765 26.4167678

15.1614944 2

s s s

s

 = − +

+
 

( ) 3

3

210.1776605 13.7259918

17.6088868 2.99999997.

s

s

s s −= +

+
 

Hence the value of distance d  for obtained approximate 

solution is  

2 2 2 12 3.464101615
1 2 3

d   = − + + =   . 

Let's briefly summarize the results given in this article 

as follows: 

In section 1, the problem and Bernoulli polynomials 

have been introduced. In section 2, the matrix relations 

of the given problem has been obtained and Bernoulli 

matrix method has been developed. In section 3, two 

examples have been considered to demonstrate accuracy 

of the method. In section 4, obtained results have been 

examined and the advantage of the method have been 

highlighted. 

 

4. Conclusion 

 

In this study, system of Frenet-Like differential 

equations which arise in differential geometry as a 

model for linear equation systems are discussed. To 

solve this equation system, a numerical methos has been 

developed. This method is based on Bernoulli 

polynomials and collocations points. To demonstrate the 

applicability of the present method, two examples have 

been considered. Obtained results have been showed 

that the method is suitable for the solutions of 

differential equation systems. One of the important 

advantages of this method is that solutions are obtained 

very easily and practically by using computer programs. 

Since linear differential equations are encountered in 

many physics, chemistry, biology and engineering 

problems, this method can be extended another models 

with small modifications, which is another advantage of 

the method.  
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Abstract 

 

Microalgae are widely used in biotechnological research, especially for the production of biochemical 

compounds, antioxidants, secondary metabolites, pigments, carbohydrates, proteins and lipids. Various 

analytical methods are needed throughout both experimental and downstream processing of industrial 

microalgae products. As one of these methods, flow cytometry is an advantageous option for detecting 

fluorescently labeled recombinant proteins, lipids and metabolic compounds. It is important to take into 

account the autofluorescent properties of specific compartments of target cells to well establish a distinct 

labeling protocol during such analytical processes. Because the amount of autofluorescence may interfere 

with the fluorescent signal detection of specifically labeled protein or lipid content, this can prevent the 

precise signal detection of labeled molecules. Furthermore, it can lead to an overestimation of the amount 

of labeled compounds in the cells. In this study, the autofluorescent properties of two freshwater model 

microalgae Chlamydomonas reinhardtii (CC-124) and Chlorella vulgaris (CV-898), both of which are 

predominantly used in industry, were examined by flow cytometry measurements. The experimental 

findings revealed that fluorescent channel-2 (FL2-H) stands as the most suitable channel to achieve minimal 

autofluorescence of both CC-124 and CV-898 microalgae strains. The obtained results highlight that one 

should pay attention to the autofluorescence signals in CC-124 and CV-898 cell lines during the flow 

cytometry-based detection of biological products when deciding on fluorophore. 

 

Keywords: autofluorescence, cellular morphology, flow cytometry, microalgae 

1. Introduction 

Microalgae are widely preferred eukaryotic 

microorganisms in biotechnology as they can produce 

health promoting lipids, antioxidants, polysaccharides, 

proteins, secondary metabolites, vitamins and pigments 

[1]. As the evolutionary ancestors of terrestrial plants, 

they can be easily cultivated at laboratory conditions in 

the presence of natural sunlight, atmospheric CO2, 

varieties of different low-cost carbon sources and the 

infinitesimal amounts of trace elements [2]. They 

currently provide numerous advantages to industrial 

biotechnology as food and feed supplies with high 

protein content, feedstocks for different biofuels 

production processes and sustainable bioremediation 

agents for municipal and urban wastewaters, all of which 

make microalgae essential for next generations [3, 4]. As 

microalgae genome manipulation tools are pretty much 

well established, the metabolic engineering efforts on 

industrially promising microalgae strains  

 

become relatively common [5, 6]. Microalgae are of 

growing interest towards various mass production 

systems, particularly for bioenergy, lucrative 

metabolites, antioxidants, nutraceuticals and 

pharmaceuticals [7, 8]. In addition, the specific use of 

photosynthetic microalgae as recombinant production 

hosts comprises the mass production of value-added 

compounds, anticarcinogenic and antimicrobial drugs, 

monoclonal antibodies, pharmaceutical proteins, 

vaccines, drug additives and various compounds used in 

cosmetics [9, 10]. On the other hand, it is very important 

to carry out comprehensive analytical, biochemical and 

molecular analyzes on newly discovered microalgae 

strains with reliable analytical methods to reveal their 

industrial use and commercialization potentials 

biotechnologically. [11]. 

mailto:uguruzuner@ktu.edu.tr
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During cultivation and downstream processes, the native 

biological characteristics of microalgae can be disclosed 

by employing different analytical methods, such as 

fluorescence and/or electron microscopy, quantitative 

metric measurements, multi-dimensional single-cell 

analysis and molecular biology-based diagnostic tools 

[12]. Recently, different cell sorting mechanisms 

combined with flow cytometry have been developed and 

successfully applied to microalgae cultures to eliminate 

various culture contaminants including bacteria [13]. 

Electrical microfluidics chips with advanced separation 

and recognition characteristics were also adapted for 

microalgae cultures to recognize, label and eventually 

eliminate culture contaminants [14]. In addition, direct 

electrical detection of a single bacterium in drinking 

water could be a highly practical technique for ensuring 

the contamination-free maintenance and sustainability of 

open pond microalgae production systems in the future. 

[15].  

 

Flow cytometry is one of the high-throughput 

instruments to quantitatively examine the cell size, 

granularity, heterogeneity of microalgae cells and related 

culture populations using fluorescence beams [16]. Flow 

cytometry provides visualization and classification of 

cells within morphological shapes and analysis of 

fluorophore-tagged signals of the molecule of interest 

such as proteins, carbohydrates and lipids. Preparation of 

cells for analysis by flow cytometry is performed based 

on immunolabeling approaches. One of the foremost 

methodological key points during standard flow 

cytometry analysis is to initially detect the 

autofluorescence of cells. Autofluorescence is defined as 

inherent cellular fluorescence derived by the emission of 

natural compounds within cells, such as chlorophyll and 

NADH [17]. Such interference of autofluorescence with 

the specific label was also reported from certain types of 

mammalian cells [18]. However, to the best of our 

knowledge, no scientific report has yet been released 

regarding the natural autofluorescence spectra of the 

freshwater microalgae strains examined, suggesting the 

requirement of an optimization step during the flow 

cytometry-based experimental and analytical processes. 

This study thus aimed to unravel the cellular 

autofluorescence spectra of two model microalgae 

Chlamydomonas reinhardtii (CC-124) and Chlorella 

vulgaris Beijerinck (CV-898) cells.  

 

2. Materials and Methods 

2.1. Microalgae Culturing and Flow Cytometry 

Analysis 

 

Chlamydomonas reinhardtii (CC-124: CCALA No: 928) 

and Chlorella vulgaris Beijerinck (CV-898: CCALA No: 

898) strains were obtained from Culture Collection of 

Autotrophic Organisms (CCALA) at Dukelska, Czech 

Republic. Both strains were immediately enriched in 

TAP broth or agar plates. 1x106 microalgae cells were 

then taken and incubated within 100 ml modified TAP 

(Tris-Acetate-Phosphate) medium on an orbital shaker at 

room temperature and 120 rpm shaking speed for 5 days. 

At least 500.000 cells (counted by Countess II FL 

Automated Cell Counter, Thermofisher), in the presence 

of over 96% cell viability detected by hematocytometer-

based counting, either in the phosphate-buffered saline 

buffer (1xPBS) or in TAP media were run by flow 

cytometer, C6 Accuri (from BD Biosciences). Cells were 

visualized by forward scatter (FSC)-side scatter (SSC) 

dot plot, and then analyzed by fluorescence channels; 

FL1-H, FL2-H, FL3-H and FL4-H. Table 1 reveals the 

excitation and emission values and filters for each 

channel. 1xPBS and TAP medium alone were also run to 

understand the background fluorescence of the cell 

suspensions. Figure 1 represents the wavelengths of each 

channel. The cell morphology was assessed by FSC (X-

axes) and SSC (Y-axes) values (as mean, geometric mean 

and median), representing the cell size and granularity, 

respectively. The fluorescence signals of at least 500.000 

cells were collected through the employment of a 488 nm 

laser beam and further analyzed using different filters as 

shown in Table 1. The autofluorescence patterns of gated 

cells (P1) were also revealed in the charts by fluorescence 

channels (FL1-H, FL2-H, FL3-H and FL4-H). Both PBS 

and TAP medium were also analyzed as blank controls to 

the cell samples. At least 10.000 events were analyzed 

for each triplicate experimental run. 

 

Table 1. Excitation and emission of fluorescence 

channels 

 FL1-H FL2-H FL3-

H 

FL4-H 

Excitation 

(nm) 

488 488 650 470 

Emission 

(nm) 

500-550 550-600 650-

700 

650 

Filter  533/30 
(530 BP) 

585/40 
(585 BP) 

670 
LP 

675/25 
(675 BP) 

 

3. Results and Discussion 
 

Recent advances in recombinant DNA technology and 

genome editing tools have increased R&D initiatives on 

microalgae strains with renewable, sustainable and 

economic potentials towards versatile production of 

various value-added products, secondary metabolites, 

natural pigments, antioxidants, hydrocarbons, biofuels 

and derivatives. On the other hand, innovative 

approaches mostly relying on metabolic engineering and 

systems biology to develop microalgae strains with 

improved properties yield abundant recombinants that 

necessitate extensive screening efforts for targeted 

product(s). Comparative screening and quantitative 

analysis of natural and/or recombinantly engineered 

microalgae cells is of paramount importance for the final 

selection and full characterization of the most promising 

strains. In this regard, flow cytometry is a simple 



 

 Celal Bayar University Journal of Science  
 Volume 17, Issue 2, 2021, p 159-165 

 Doi: 10.18466/827615                                                                                                                  U. Uzuner 

 

161 

 

Figure 1. Representative wavelengths for emission and excitation of fluorescence channels 1, 2, 3 and 4 of BD Accuri 

C6 instrument using FITC, PE, APC and PerCP, respectively (modified from BD Biosciences’s web site). The spectra 

can be modified according to dye type.  

 

operational and analytical platform for the quantification 

of various microalgae cell components and related by-

products. To specifically analyze, label and even separate 

microalgae single cells, numerous high throughput 

methods with advanced analytical potentials including 

flow cytometry, electrical flow cytometry, electrical 

microfluidics chip and fluorescence-activated cell sorting 

have recently been reported [14, 15, 19, 20]. Among 

them, flow cytometry allows automatic, low-cost, high-

speed and simultaneous analysis of multiple parameters 

of microalgae cells through qualitative and quantitative 

measurements of biological and physical characteristics.  

 

Two model microalgae isolates with the adaptation to the 

cool temperate environments were examined to identify 

their cellular autofluorescence patterns by flow 

cytometer, C6 Accuri. The comparative run revealed that 

CC-124 microalgae cells were larger than CV-898 by the 

mean of events at FSC axes and the granularity of CC-

124 was more intense than CV-898 by the mean of events 

at SSC axes. The median values were close to the 

maximum values of means (Figure 2a, b). Cell size was 

proportional to the granularity. Therefore, because the 

cell sizes werehigh, the granularity was also large. 

Microalgae were also routinely evaluated for cellular dry 

weight (CDW) to highlight biomass productivity. 

Therefore, determination of cell granularity seems 

important for understanding biomass production 

capacity. 

 

The granularity can change in terms of growth phases 

such as early and late exponential stages. The cells used 

in this study were mixed at different growth phases to 

reveal a general pattern of cell morphology. A study 

revealed the differences in CDW between some 

microalga [1], but to the best of knowledge, there is no 

study showing the cell size differences through cell 

granularity by SSC dot plot of flow cytometry analysis. 

Some studies use microscopy to understand the sizes of 

cells [21]. In this scenario, high-resolution microscopy 

equipped with at least 63X objective might be practical 

for better visualization of microalgae cells. Therefore, we 

suggest that microscopies with higher performance could 

be preferred to perform such comparison 

comprehensively. 

 

The cellular autofluorescence pattern of the cells was also 

examined by the implementation of different 

fluorescence channels. As control, the fluorescence 

amount of both PBS and microalgae media were firstly 

detected at a similar range with the cells. We identified 

that, at FL2-H, PBS is a more suitable environment to run 

cells in terms of a relatively low level of autofluorescence 

compared to TAP medium (Figure 3a, b). The lowest 

fluorescence of both microalgae cells was detected at the 

FL2-H channel; however, the highest was identified at 

FL3-H (Figure 3c, d). Experiments need to be adjusted 

by the subtraction of the mean of fluorescence intensity 

(MFI) of PBS or TAP medium from the MFI of cells. 

Image-based [22] or standard flow cytometry [16] are in 

use to analyze cellular components of microalgae. 

However, the interference of autofluorescence with the 

detection of the specific markers of interest was 

overlooked.  

 

The chlorophyll content of microalga is one of the main 

sources of cellular autofluorescence, and fluorescence is 

used to be measured in cells detected at forward and side 

scatter plots [23]. As similar, a typical automated cell 

counter was further optimized for the facilitated 

quantification of chlorophyll content in microalgae [24]. 

Nevertheless, our previous work illustrated that although 

automated cell counter was not favorably effective, flow 

cytometry-based analysis was revealed as the best 

analytical instrument to work with microalgae [25], as 

also commonly stressed by other researchers [26–28]. 
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Flow cytometry is used not only for the detection of 

fluorescence labeled-components, but also viability 

detection, biomass estimation, population heterogeneity 

detection, cell sorting and isolation of axenic algal 

cultures [29, 30]. Therefore, the elucidation of 

autofluorescence patterning in model microalgae is 

detected by flow cytometry. Recently, the ontological 

pattern of autofluorescence was also considered to 

improve spectroscopic methods [31]. In parallel, crucial

 

Figure 2. The morphological features of CC-124 (a) and CV-898 (b) by FSC (forward scatter) and SSC (side scatter) 

representing cell size and granularity, respectively (X and Y axes were adjusted to 16 million unit).  

Figure 3. The autofluorescence patterns of TAP medium (a), and PBS buffer (b), CC-124 (c) and CV-898 

microalgae cells (d) along with the fluorescence channels (i-iv). (X and Y-axes in cell size (FSC) and granularity 

(SSC plots) were adjusted to 1.6 million unit). 
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Figure 4. Example wavelengths of some fluorophores given in Table 2. 

 

Table 2. Recommended fluorophores for the signal 

detection by FL2 channel.  

 

 

in terms of the optimization of labeling methods 

electrophoresis was shown to be a parameter for the 

investigation of microalgal diversity [32]. 

 

Based on the literature, there is no reported study 

revealing the autofluorescence distributions of 

microalgae, in particular for both CC-124 and CV-898. 

These microalgae are of model organisms in industrial 

biotechnology towards to production of various value-

added compounds, proteins, vaccines, biofuels and other 

bioproducts. Industrially crucial lipids and recombinant 

proteins as microalgae bioproducts are labeled by 

fluorophores and flow cytometry can provide cost-

effective and handy outputs to disclose these labels and 

the total amount of bioproducts. 

 

The current findings also suggest that the best strategy to 

perform any flow cytometry based measurements on both 

CC-124 and CV-898 model microalgae is to select a 

fluorophore emitted at fluorescence channel-2. Table 2 

exemplifies some of such representative fluorophores. 

On the other hand, Figure 4 displays the wavelength 

distributions of some fluorophores given in Table 2, 

emitting specifically at FL2-H (Figure 4).  

 

4. Conclusion 

 

We found that the minimum fluorescence signal from 

both model microalgae strains was obtained at only 

fluorescence channel-2 (FL2-H) of 4 channels. In other 

words, the obtained results suggest that the most suitable 

fluorophores for CC-124 and CV-898 cells are the 

fluorophores emitting at FL2-H. In conclusion, the 

specific label of interest does not mix with natural signals 

in both CC-124 and CV-898 cells when the reported 

results are in consideration. The current knowledge will 

certainly be practical for the quantitative production of 

various biomaterials during the versatile 

biotechnological applications of microalgae. 
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Abstract 

 

A novel triphenylamine (TPA) based donor-π-acceptor (D-π-A) dye is synthesized and its structural, 

optical and electrochemical properties are examined by NMR, UV-Vis absorption spectroscopy and cyclic 

voltammetry methods, respectively. The synthesized D-π-A dye plays a role as a visible light sensitizer to 

wide bandgap TiO2 photocatalyst. Photoelectrochemical and photocatalytic hydrogen evolution reaction 

(HER) are investigated by using D-π-A dye sensitized TiO2 (Dye/TiO2) under visible light irradiation in 

the aqueous triethanolamine (TEOA) sacrificial electron donor medium. Photoelectrochemical properties 

of Dye/TiO2 are investigated by using linear sweep voltammetry (LSV) and chronoamperometry (CA) 

techniques in the aqueous Na2SO4/TEOA solution and its transient photoelectrochemical response is 

reached 90 μA cm-2. In addition, photocatalytic hydrogen evolution rates are found out as 0.52 mmol g-1 h-

1 and 1.95 mmol g-1 h-1 by using of Dye/TiO2 and Dye/TiO2/Pt, respectively, which are obtained by in situ 

photoreduction of H2PtCl6 on the Dye/TiO2 photocatalyst. The mechanism of photochemical HER is 

explained by electrochemical band levels of the D-π-A dye and TiO2 photocatalyst. 

 

Keywords: dye sensitization, donor-π-acceptor dye, hydrogen evolution reaction, photocatalysis, 

photoelectrochemical  

 

1. Introduction 

 

The first hydrogen evolution study was performed by 

using TiO2 in 1972 with photoelectrochemical method 

[1]. The development of photocatalytic activity of TiO2 

carried out from that day up to the present. However, 

there are two big drawbacks of TiO2, which are high 

charge recombination rate and absorption only UV light 

due to the having wide band gap [2]. These 

disadvantages can be figured out by using co-catalysts 

to separate charges efficiently and visible light 

sensitizers to absorb having low energy light. 

Decreasing of recombination rate and increasing charge 

separation efficiency are generally utilized on metallic 

or semiconductor co-catalysts. Although semiconductor 

co-catalysts are hard to utilize in the photocatalytic 

reactions because it has to adjust their energy band 

levels for electron transfer mechanism. Yet, metallic co-

catalysts are very useful for easy-to-handle for 

photocatalytic reactions. It can be clearly seen that Pt is 

the most used and active co-catalyst for the 

electrocatalytic, photoelectrochemical and 

photocatalytic hydrogen evolution reaction (HER) [3]. 

Wide band gap semiconductor such as TiO2, ZnO etc.  

 

can be used for water splitting to produce both oxygen 

and hydrogen under high energy light illumination. 

However, they are very limited to excite by solar 

spectrum due to their wide band gap. In order to excite 

these semiconductors for visible‐light‐driven water 

splitting can be modified by doping an ion to narrow the 

band gap or developing alloys to control the band 

structure. Another effective approach for harvesting 

more solar irradiation is the utilization of dye sensitizer. 

Dye sensitized semiconductor for water splitting by 

using Ru(bpy)3
2+ sensitized Pt/TiO2/RuO2 derivatives 

for the first time [4]. In addition, metal centered 

porphyrin and phthalocyanine analogues common 

studied for the photocatalytic reactions due to the high 

absorption of solar spectrum and adjustable energy 

levels [5, 6]. Then, metal-free sensitizers have been 

recently developed for the photocatalytic reactions 

because of its tunable structure and light absorption 

region, variety and low-cost. Especially, xanthene dyes 

and its derivates have been utilized for photocatalytic 

hydrogen evolution as the efficient and stable sensitizers 

[7-9]. Xanthene dyes absorb solar light between 400–

600 nm at the 490–560 nm absorption peaks, which is 

similar to Ru-complex dyes, as alternatives to expensive 
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Ru-complexes. They found that heavy-halogenated 

xanthenes have high quantum efficiency for hydrogen 

evolution, however, they tend to photodehalogenate and 

instabilities [10]. Due to the increasing photocatalytic 

activities and stabilities, new class of sensitizers, donor-

π-acceptor (D-π-A) dyes developed. They have high 

intermolecular charge transfer (ICT) ability and 

configurable absorption, which can be provided high 

photocatalytic efficiencies and absorption of solar 

spectrum [11-14]. Recently, donor-π-acceptor (D-π-A) 

dyes great attention for the both dye sensitized solar 

cells (DSSC) and photochemical energy conversion 

reactions because of the mentioned properties above. 

The high ICT performances of D-π-A dyes reduce the 

recombination rates [11]. Photocatalytic activities of D-

π-A dyes can be changed by different structural 

properties such as hydrophilicity and steric effect, the 

amount of dye load, spacer length and the number of 

anchoring groups of dyes [15-20]. D-π-A dyes consisted 

of donor groups, π bridge and acceptor groups. 

Generally, triphenylamine (TPA) based donor moieties 

have recently been preferred due to prevent 

aggregations from its non-plannar structures by its ease 

in oxidation of the nitrogen center and own the ability to 

transport charge carriers via the radical cation species 

with high stability [21]. Kang research group 

investigated photocatalytic HER performance by 

changing chain length in the EDTA solution and 

reported the dependence on the 

hydrophilic/hydrophobic character of the binding group 

to the TPA donor moieties [15, 17]. Tiwari et al. 

reported that changing π-spacer groups are effectively 

prevented the aggregation between dye molecules. In 

addition it provides an well surface protection, which 

decrease the charge recombination in photocatalytic 

HER [22]. Li et al. examined by changing of different 

electronegativities of atom in the π-spacer groups and 

figured out having high electronegative atoms increased 

photocatalytic activity [23]. Dessi et al. investigated that 

photocatalytic HER performances of TPA based D-π-A 

dyes are improved by increasing donor moieties with 

the hexyloxy chains attached to the on its terminal TPA 

group [24]. Moreover, our research group were reported 

TPA based D-π-A dye sensitized TiO2 photocatalysts 

for photocatalytic and photoelectrochemical hydrogen 

evolution in the triethanolamine (TEOA) sacrificial 

electron donor media under solar irradiation [25-28]. In 

these works, firstly, photocatalytic and 

photoelectrochemical activities on the HER were 

examined in the absence and presence of extra electron 

donating two hexyloxy groups on the TPA. Herein, dye 

without hexyloxy groups displayed more photochemical 

activity due to its advanced optical absorption and ICT 

properties [25]. Then, the effect of π-spacer group has 

investigated in the photocatalytic HER and figured out 

that adding π-spacer group eventuated higher 

photocatalytic HER activity [26]. Finally, the very 

similar TPA based D-π-A dyes were studied by our 

research group and examined the effect of acceptor and 

spacer group on the photocatalytic and 

photoelectrochemical HER activities. Here, having high 

electronegativity of an atom in the spacer group 

increased the photochemical HER activity [27]. In 

addition, while it suggested that increasing the acceptor 

strength raise the photocatalytic HER performance, 

adversely affect the HER activity because it give rise to 

aggregation of dyes on the TiO2 photocatalyst [28].  

In this study, a novel donor-π-acceptor (D-π-A) dye 

synthesized for the photochemical hydrogen generation 

from water splitting. Optical and electrochemical 

properties of the synthesized D-π-A dye were 

investigated in order to explain the mechanism of 

photocatalytic hydrogen evolution. D-π-A dye was used 

to sensitize TiO2 photocatalyst. Hydrogen evolution is 

examined by using photoelectrochemical and 

photocatalytic methods in the presence of 

triethanolamine (TEOA) as a sacrificial electron donor 

under visible light illumination. 
 

2. Materials and Methods 

2.1. Materials 
 

All solvents and reagents were purchased as puriss 

quality. Dichloromethane (CH2Cl2), chloroform 

(CHCl3), n-hexane, tetrahydrofuran (THF), 1,2-

dimethoxyethane (DME), [1,10- 

bi(diphenylphospino)ferrocene]dichloro palladium (II) 

and tetrabutylammonium hexafluorophosphate 

(Bu4NPF6) were supplied from Sigma-Aldrich. 

Potassium carbonate and potassium hydroxide were 

purchased from Riedel-de Haen. Column 

chromatography was carried out by using Merck silica 

gels (230−400 mesh). Acetonitrile (ACN), 

tetrahydrofuran (THF), triethanolamine (TEOA), 

hydrochloric acid (HCl), sodium hydroxyde (NaOH) 

and sodium sulfate (Na2SO4) were obtained by Merck 

for hydrogen generation experiments. 
 

2.2. Synthesis of D-π-A dye 

2.2.1. Synthesis of 4 '- {6- [5- (4- {bis [4- (hexyloxy) 

phenyl] amino} phenyl) -4- (2-ethylhexyl) -2-

thienyl] -1,2,4,5-tetrazine- 3-yl} -3 '- (2-

ethylhexyl) -2,2'-bithiophene-5-carbonitrile 
 

4-(5-(6-(5-bromo-4-ethylhexyl)thiophen-2-yl)-1,2,4,5-

tetrazin-3-yl)-3-(2-ethylhexyl) thiophene-2-yl)-N, N-

bis(4-(hexyloxy) phenyl)aniline (115 mg; 0.116 mmol) 

and 5- (4,4,5,5-tetramethyl-1,3,2-dioxaborolan-2-yl) 

thiophene-2-carbonitrile (38 mg; 0.164 mmol) were 

dissolved in anhydrous DME and K2CO3 (54 mg; 0.394 

mmol) (in 0.5 mL water) was added. After the solution 

was saturated with argon gas, Pd(ddpf)Cl2 (5.1 mg; 

0.007 mmol) was added. The reaction was stirred for 

48h at 90 °C, then cooled to room temperature. The 

mixture was poured into water (30 mL) and extracted 

with chloroform and dichloromethane. Organic phases 

were combined and evaporated by rotary. The product 

was purified with column chromatography (silica gel, 

CH2Cl2:MeOH 15:0.5).  
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2.2.2. Synthesis of 4 '- {6- [5- (4- {bis [4- (hexyloxy) 

phenyl] amino} phenyl) -4- (2-ethylhexyl) -2-

thienyl] -1,2,4,5-tetrazine- 3-yl} -3 '- (2-

ethylhexyl) -2,2'-bitiophene-5-carboxylic 

acid (D-π-A dye) 

 

5 '- {6- [5- (4- {bis [4- (hexyloxy) phenyl] amino} 

phenyl) -4- (2-ethylhexyl) -2-thienyl] -1,2,4,5-tetrazine- 

3-yl} -3'- (2-ethylhexyl) -2,2'-bitiophene-5-carbonitrile 

(76.4 mg; 0.075 mmol) was dissolved in THF/MeOH 

(1:1, 10 ml) in the two necked flask. 2 M KOH (0.19 

ml) was added into the mixture and refluxed for 48h. 

The reaction was controlled with TLC and neutralized 

with HCl. The crude product was extracted with 

water/CH2Cl2 (1:2). The product was purified with a 

silica gel column chromatography (CH2Cl2, 

CH2Cl2/MeOH 15:1) (Figure 1).  

 

 
Figure 1. NMR spectrum of synthesized D-π-A dye 

 

2.3. Optical and electrochemical experiments 

Optical and electrochemical properties of D-π-A dye 

have been investigated by Shimadzu UV-1800 UV-Vis 

absorption spectrophotometer and CH 760D 

potentiostat, respectively. Absorption spectrum was 

performed by using 10-5 M dye solution in 

tetrahydrofuran (THF). Molar extinction coefficients () 

of dyes have been calculated by using Beer-Lambert 

law [29]. Electrochemical properties and band diagrams 

of dye were examined by cyclic voltammetry technique 

in acetonitrile (ACN) by using 0.1 M 

tetrabutylammonium hexafluorophosphate (Bu4NPF6) 

solution as supporting electrolyte with standard three 

electrode setup using glassy carbon electrode (GCE), Pt 

wire and Ag/AgCl electrodes act as working, counter 

and reference electrodes, respectively. HOMO and 

LUMO levels were calculated from oxidation and 

reduction potentials, respectively. 

 

2.4. Dye sensitization process 

 

TiO2 coated fluorine doped tin oxide (FTO) glass 

electrode and powdered TiO2 are used for the 

photoelectrochemical and photocatalytic hydrogen 

evolution reaction (HER), respectively. The dye 

sensitization process is the same for the both coated 

electrode and powdered TiO2. Firstly, TiO2 species were 

calcinated at 450 °C for 45 minutes in order to eliminate 

adsorbed water and organic impurities on the surface of 

TiO2 before the sensitization process. After the 

calcination, TiO2 species have been added into the dye 

solution (10-5 M in THF). TiO2 electrode was kept 

overnight in the dye solution. Powdered TiO2 stirred 

with magnetic mixer overnight in the dye solution under 

dark conditions. Then dye sensitized TiO2 species were 

rinsed by THF and ethanol three times to remove 

unbinding dye molecules. Finally, dye sensitized TiO2 

species were kept under room condition for drying to 

use in the photoelectrochemical and photocatalytic 

hydrogen evolution experiments.  

 

2.5. Photoelectrochemical and photocatalytic HER 

experiments 

 

Photoelectrochemical properties of dye sensitized TiO2 

electrode were investigated in the 0.1 M Na2SO4 and 

5% TEOA solution under the LED illumination by 

on/off cycles. Herein, standard three electrode setup is 

consisted of dye sensitized TiO2, Pt plate and Ag/AgCl 

electrodes act as the photanode working electrode, 

counter electrode and reference electrode, respectively. 

Photocatalytic HER experiments were carried out by 

using powdered TiO2 sensitized by D-π-A dye in the 

presence of oxygen-free 5% TEOA solution. This 

emulsion was prepared in the glove-box and reaction 

cell is sealed by rubber septum. The sealed reaction cell 

was put onto solar simulator (Solar Light XPS-300™) 

and stirring magnetically to occur homogenous 

photocatalytic reaction. Then, sampling of head space 

gas taken by gas tight syringe and injected into gas 

chromatography in order to calculate generated 

hydrogen amount by using standard calibration curve 

changing 0.1% and 5% concentration of H2 in N2.  

 

3. Results and Discussion 

3.1. Synthesis of D-π-A dye 

 

Herein the synthesized D-π-A dye was used as visible 

light sensitizer. 3,6-bis [4-methylthien-2-yl]-stetrazine 

(I) was synthesized according to literature [27, 28]. 4'-

{6-[5-(4-{bis [4-(hexyloxy)phenyl]amino}phenyl)-4-(2-

ethylhexyl)-2-thienyl]-1,2,4,5-tetrazine- 3-yl}-3'-(2-

ethylhexyl)-2,2'-bithiophene-5-carbonitrile was 

synthesized between 4-(5-(6-(5-bromo-4-

ethylhexyl)thiophen-2-yl)-1,2,4,5-tetrazin-3-yl)-3-(2-

ethylhexyl) thiophene-2-yl)-N, N-bis(4-(hexyloxy) 

phenyl)aniline and 5- (4,4,5,5-tetramethyl-1,3,2-

dioxaborolan-2-yl) thiophene-2-carbonitrile by the 

Suzuki-Miyaura coupling reaction. The intermediate 

molecule was converted to D-π-A dye by the 

Knoevenagel condensation reaction. 
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     D-π-A dye 

 

Scheme 1. Synthesis procedure and molecular structure 

of D-π-A dye 

 

3.2. Optical and electrochemical properties of D-π-A 

dye 

 

Optical properties of D-π-A dye were investigated by 

UV-Vis absorption spectra. As shown in figure 2a, two 

peaks were observed at the 291 nm and 345 nm 

originated from localized π-π* and delocalized π-π* 

transitions, respectively, because of intramolecular 

charge transfer (ICT) properties between donor 

(triphenylamine) and acceptor (carboxylic acid) groups 

[30]. Besides, molar absorption coefficient (ε) of the 

sensitizer was calculated as 1800 M-1 cm-1 (345 nm) by 

Lambert-Beer Law [29]. Electrochemical properties of 

sensitizer were investigated by cyclic voltammetry 

method using glassy carbon electrode (GCE), Pt wire 

and Ag/AgCl electrodes as working, counter and 

reference electrodes, respectively, in the 0.1 M 

tetrabutylammonium hexafluorophosphate (Bu4NPF6) 

solution in acetonitrile (ACN) as a supporting 

electrolyte. As displayed in figure 2b, there is one 

oxidation peak in the voltammogram at the positive 

region (0.85 V) because of donor moiety of 

triphenylamine group. In addition, the peaks at the 

negative region in the voltammogram are correspond to 

π group (-1.00 V and -1.41 V) and acceptor group (-1.85 

V, originated from acceptor moieties of carboxylic 

acid). HOMO and LUMO levels of sensitizer were 

calculated vs. vacuum level according to equations 

below [31] from oxidation and reduction potentials, 

which were found as -5.25 eV and -3.40 eV.  

 

ELUMO = -e(Ered + 4.4)  (1) 

EHOMO = -e(Eox + 4.4)  (2) 

 

The electrochemical band gap was figured out as 1.85 

eV by subtraction between HOMO and LUMO energy 

levels. The optical and electrochemical properties of 

sensitizer in good agreement with before published 

studies about resemble D-π-A dyes [25-28, 32]. The 

whole optical and electrochemical parameters of D-π-A 

dye are given in the Table 1. 

 

 
 

Figure 2. (a) UV-Vis absorption spectra of dye in the 

THF and (b) cyclic voltammogram of dye by using 0.1 

M Bu4NPF6 solution in the ACN as supporting 

electrolyte. 

 

Table 1. Optical and electrochemical parameters of D-

π-A dye 

 

 Dye 

Absorption Wavelength (λ) / 

nm 
345 

Molar Absorption Coefficient 

(ε) / M-1 cm-1 
1800 

Oxidation Potential / V 0.85 

Reduction Potentials / V 
-1.00 / -

1.41 

HOMO energy level / eV -5.25 

LUMO energy level / eV -3.40 

 

3.3. Photoelectrochemical and photocatalytic 

hydrogen evolution 

 

Dye sensitized photochemical water splitting (WS) 

reactions is named as artificial photosynthesis in the 

literature studies due to the mimicking the Z-scheme of 

natural photosynthesis by solar energy into chemical 

energy [13]. In this study, D-π-A dye has been used as a 

visible light sensitizer in the both photoelectrochemical 

and photocatalytic hydrogen evolution reaction from 

WS. Herein, photochemical reactions have been carried 

out in the presence of scavenger electron donor 

triethanolamine (TEOA) in order to increase hydrogen 

generation by blocking oxygen evolution because it can 
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be reduced in the presence of generated O2 and inhibited 

H2 generation due to the more positive reduction 

potential (Eo
O2/H2O = 1.23 V and Eo

H+/H2 = 0.00 V vs. 

NHE). In this study, firstly, photoelectrochemical 

hydrogen evolution experiments have been carried out 

by linear sweep voltammetry (LSV) and 

chronoamperometry (CA) techniques by using TiO2 and 

D-π-A dye sensitized TiO2 coated FTO electrodes. 

Herein, dye sensitized TiO2 coated FTO, Pt plate and 

Ag/AgCl electrodes as working, counter and reference 

electrodes, respectively, under on/off illumination 

cycles in the oxygen-free aqueous 0.1 M Na2SO4 

(supporting electrolyte) / 5% TEOA (electron donor) 

solution. Herein, working electrode utilized as the 

photoanode because n-type semiconductor electrodes 

generally participate in photoanode preparation. In the 

photoelectrochemical system, D-π-A dye excited by 

light and generated holes and excited electrons. These 

excited electrons were transferred into Pt plate counter 

electrode (cathode) to generate hydrogen. Then, the 

holes in the D-π-A dye on TiO2 photoanode were 

refilled by scavenger electron donor TEOA to 

regenerate the photoelectrochemical system. The 

hydrogen evolution rates are associated with transient 

current density and it is directly based on efficiency of 

intramolecular charge transfer (ICT) properties and 

absorption of sensitizers on the TiO2 photoanode [12]. 

Photoelectrochemical properties of D-π-A dye 

sensitized TiO2 electrode was firstly investigated by 

linear sweep voltammetry (LSV) under visible light 

illumination with 2 s on/off cycles as shown in figure 

3a. The D-π-A dye sensitized TiO2 electrode displayed 

well-stability between +0.5 V and -0.4 V potential 

window. After that, CA experiments have been 

performed in the absence and presence of dye on the 

TiO2 electrodes. In the absence of dye, only TiO2 

electrode displays 1 μA cm-2 transient photocurrent 

density, which was also unstable and inefficient 

photocurrent character. However, enhancing and stable 

transient photocurrent density have been monitored by 

using dye sensitized TiO2 electrode, which was 

approximately 90 μA cm-2, during the on/off cycles 

(Figure 3a). These photoactivity and photostability can 

be originated from absorption of light and 

intramolecular charge transfer (ICT) properties of D-π-

A dye, respectively (vide supra). These results are in 

accordance with the photocatalytic experiment results 

(vide infra). 

 

 
Figure 3. Transient photocurrent response of TiO2 and 

D-π-A dye sensitized TiO2 coated FTO electrodes by 

using (a) LSV and (b) CA techniques. 

Photocatalytic HER properties of D-π-A sensitized TiO2 

have been examined in the aqueous TEOA solution 

(5%) at pH = 9, which is determined according to our 

previous studies with very familiar D-π-A dyes [25-28], 

under solar irradiation (λ  420 nm) with magnetically 

stirring for homogenous reaction condition. The 

amounts of hydrogen generation are shown against time 

by using Dye/TiO2 and Dye/TiO2/Pt, which Pt is 

occurred by photoreduction of H2PtCl6 on the Dye/TiO2 

photocatalyst, in figure 4. The HER rates of Dye/TiO2 

and Dye/TiO2/Pt were found as 0.52 mmol g-1 h-1 and 

1.95 mmol g-1 h-1, respectively. After eight hours of 

photocatalytic reaction 3.00 mmol g-1 and 19.23 mmol 

g-1 hydrogen were produced by using Dye/TiO2 and 

Dye/TiO2/Pt, respectively. These results displayed that 

very stable hydrogen generation rate in the absence and 

presence of Pt co-catalyst, which can be explained by 

well intramolecular charge transfer (ICT) of D-π-A type 

dyes [12]. 
 

 
 

Figure 4. Photocatalytic hydrogen evolution against 

time by using Dye/TiO2 and Dye/TiO2/Pt in the aqueous 

TEOA (5%) electron donor solution. 

 

The photocatalytic activities of different D-π-A dye 

sensitized TiO2 photocatalysts are compared in the same 

sacrificial media by changing different sensitizers 

according to our previous studies. These results display 

that D-π-A dye in this study gives comparable HER 

rates in the similar conditions.  
 

Table 2. The comparison of HER rates for D-π-A dye 

with other reported similar structured dye sensitized 

photocatalytic HER studies  

Photocatalysts 
HER Rates 

(μmolg-1h-1) 
References 

TiO2/MZ-235 531 
[25] 

TiO2/MZ-341 661 

TiO2/MC-32 121 
[26] 

TiO2/MZ-048 212 

TiO2/MK-3 427 
[27] 

TiO2/MK-4 675 

TiO2/MK-2 565 
[28] 

TiO2/MK-8 374 

D-π-A/TiO2  520 This work 
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3.4. Mechanism of HER 

 

The mechanism of dye sensitized hydrogen evolution is 

figured out by electron transfer mechanism, which 

generally explained by three main steps. First step is the 

absorption of light by D-π-A dye and electrons at the 

HOMO (0.85 V) level are excited to LUMO (-1.00 V) 

level. Then, the second step are that the photoexcited 

electrons are injected into conduction band of TiO2 (-0.5 

V). It can be favorable because CB of TiO2 more 

positive than LUMO level of dye. The last step is that 

the excited electrons (e-) on the CB of TiO2 reduced of 

adsorbed proton onto TiO2 photocatalyst to generate H2 

gas (or constitute Pt co-catalyst on the TiO2 in the 

presence of H2PtCl6), also the hole (h+) on the HOMO 

level of dye can be refilled in the same time by giving 

electrons by electron donor TEOA to regenerate the 

photocatalytic HER system (Figure 5). 

 

Dye  +  hv  →  e-
LUMO  +  h+

HOMO   (3) 

e-
LUMO  +  TiO2  →  TiO2*   (4) 

TiO2*  + H+  →  ½ H2  +  TiO2     (5) 

TEOA  +  h+
HOMO  →  TEOA+   (6) 

 

 
 

Figure 5. Proposed mechanism of photocatalytic HER 

by using D-π-A dye sensitized TiO2 

 

4. Conclusion 

 

A novel D-π-A dye was synthesized and its optical and 

electrochemical properties were investigated in order to 

determine light absorption characteristics and 

electrochemical band levels for explaining reaction 

mechanism. Photoelectrochemical and photocatalytic 

HER activities were investigated by D-π-A dye 

sensitized TiO2. Herein, advanced photochemical 

activity of Dye/TiO2 photocatalyst can be explained by 

ICT properties of D-π-A dyes for hydrogen evolution. 

In addition, Dye/TiO2 the photocatalytic activity of 

Dye/TiO2 photocatalyst was dramatically increased 

adding in situ photodeposited co-catalyst Pt. The 

stabilities of photocatalytic HER were maintained 

during the reaction by using both Dye/TiO2 and 

Dye/TiO2/Pt. This study brings on the novel energy 

application based on light absorption by D-π-A dyes. 
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Abstract 

 

Insect growth regulators are specific chemicals with hormonal effects on insects and these types of 

chemicals target to reduce the nonspecific effects of pesticides on nature and living things. In this 

study, we investigated the effects of one of the insect growth regulators, fenoxycarb which mimics the 

juvenile hormone action, on the growth of a harmful lepidopteran species Galleria mellonella, and it’s 

some developmental parameters. For this purpose, fenoxycarb was applied on day 0 of 7th instar 

larvae of the greater wax moth, Galleria mellonella. The treatment with 100 ng fenoxycarb had no 

developmental effect on Galleria mellonella larvae. The treatment with relatively high doses of 

fenoxycarb on day 0 induced the supernumerary larvae formation of 99% and larvae which molted 

extra larval instar formed healthy pupae in the ratio of 98-99%. Consequently, the effects of 

fenoxycarb on Galleria mellonella larvae occurred in a dose-dependent manner. Although fenoxycarb 

is a potent insect growth regulator, late Galleria mellonella larvae are not susceptible to this chemical, 

unlike some other Lepidopter insect species. 

 

Keywords: Development, Fenoxycarb, Galleria mellonella, Juvenile hormone. 

 

1. Introduction 

 

Insect growth regulators are produced to develop more 

specific chemicals against harmful insects that target to 

reduce the nonspecific effects of pesticides on nature 

and living things and they show hormonal effects on 

insects. Most insect growth regulators today are juvenile 

hormone (JH) analogues, which mimic the mechanism 

of action of JH. JH provides the continuity of larval 

characters for holometabolous insects [1]. JH or JH 

analogues applications disturb the endocrine balance of 

many insects and finally induces abnormal development 

[1-4]. No synthetic JH analogue can instantly kill the 

target organism with a direct toxic effect. Instead, it 

leads to developmental abnormalities, causing 

insufficiency in development and reproductive functions 

[5, 6]. Fenoxycarb, 0-ethyl N-(2-(4-phenoxyphenoxy) 

ethyl) carbamate, is one of the most effective chemicals 

among these JH analogues [1]. 

 

Galleria mellonella, the greater wax moth, is a harmful 

lepidopteran species that causes economic losses in the 

beekeeping industry because its larva feeds on combs, 

and also their larvae and pupae are one of the oldest  

 

experimental models used in insect physiology [7-10]. 

Until now, there has been no quantitative report that has 

examined the responses of the larvae of Galleria 

mellonella to treatments with fenoxycarb.  The present 

study attempted to clarify the response of Galleria 

mellonella to different doses (100 ng to 10 µg) of 

fenoxycarb during the last larval stage. For this purpose, 

molting, growth, and some survival parameters after 

treatments were evaluated and statistical analyses were 

carried out depending on application doses.  

 

2. Materials and Methods 

 

Galleria mellonella larvae were reared at 30 ± 0.5 °C, 

60 ± 5% relative humidity and constant darkness in the 

incubator on a diet containing bran (420 g), honeycomb 

(160 g), honey (150 ml), glycerol (150 ml) and distilled 

water (30 ml) modified from Bronksill [11]. 

 

Eggs were collected every day. During the feeding 

period, larvae were classified in every 24-hours. The 

first 24 hours were named as day 0 (Figure 1c- d). At 

larval-pupal metamorphosis, the classification of larval 

development was performed according to the 

mailto:esen.poyraz@cbu.edu.tr
https://orcid.org/0000-0001-7386-2136
https://orcid.org/0000-0002-0191-4141
https://orcid.org/0000-0002-0681-0018
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morphology and morphological characteristics of the 

migration of the pigments from the stemmata [12]. This 

retraction of pigments occurs in several stages (S1-S5) 

under hormonal factors [12, 13]. Also, the head capsule 

width of the larvae was measured by millimeter ocular 

and was statistically evaluated. After pupal molting, 

pupae were also classified every 24 hours.  

 

 
Figure 1. Different developmental stages of Galleria 

mellonella larvae; a) Galleria mellonella eggs, d) 

Feeding early larva of Galleria mellonella, c) 6th instar 

newly ecdysis larva, d) 7th instar newly ecdysis larva. 

 

On day 0 of 7. instar, every ten larvae were topically 

treated with eight different doses of fenoxycarb (100 ng, 

250 ng, 500 ng, 750 ng, 1 µg, 2 µg, 5 µg, and 10 µg) 

(Fluka, 34343) in 2,5 µl acetone (solvent) with a 

micropipette along the dorsal midline. Control larvae 

were treated with an equal amount (2.5 µl) of solvent 

without fenoxycarb. The groups treated with fenoxycarb 

were cultured in different incubators and laboratories to 

prevent any contamination with the control group. The 

larvae that remained in the 7th instar more than 20 days 

were defined as “dauer larvae” [1, 14]. Each 

experimental procedure was performed three times. 

 

Ten randomly selected larvae and/or pupae from groups 

were weighed from day 0 of the 7th instar to the end of 

the pupal stage in 24 hours intervals at the same time 

each day. Analyses of the data were carried out by using 

SPSS 20.00 software (IBM) (p<0.05 level Mann 

Whitney’s U-test). 

 

2. Results and Discussion 

 

Hemolymph JH levels are low at the beginning of the 

last larval stage to provide a pupal commitment of the 

insect body. Moreover, this period is extremely 

sensitive to JH applications [3, 15]. In this study, 

fenoxycarb was applied at the beginning of the last 

larval stage to evaluate the sensitivity of Galleria 

mellonella to the various levels of JH presence.  

Control group larvae were fed for three and a half days 

(78-84 hours) and then terminate feeding activity and 

reached the highest weight values (310 mg) at 78-84 

hour period from the beginning of the 7th instar (S1) as 

similarly reported by Beck [16]. Wandering and cocoon 

spinning (S1-S5) ranged from 2 and 3 days, 99% of the 

larvae developed normally to the pupal stage. A gradual 

decrease in weight was observed until the larval-pupal 

ecdysis. Increasing silk secretion, degeneration of 

tissues, and organs such as the silk gland and intestine 

which occupy large volumes and space in the body 

should be the main reasons for this decline. The pupal 

period lasted 7 days.  

 

No appreciable difference was found in insects treated 

with a dose of 100 ng fenoxycarb per larvae when 

compared with control larvae. Application of doses 

among 250-750 ng caused to stop feeding activity 

resulting in growth deficiency in 5% of larvae, 3% of 

larvae died in these groups. Extra larval molting 

occurred in the ratio of between 35-65% (Table 1). 27-

47% of larvae showed a prolonged larval stage of 1-2 

days and then pupated following a normal course 

(Figure 2a).  Previous studies showed that low and 

moderate doses of juvenoids caused a significant 

prolongation of the last larval stages in Holometabola 

[17] and also Galleria mellonella [2]. These differences 

may be due to differences in the greater wax moth strain 

used, the rearing conditions, or the chemical factors 

used because these factors have been shown to influence 

the actions of JH analogues [1]. 

 

The last larval stage of Galleria mellonella was 

sensitive to higher doses of fenoxycarb (1-10 µg) and 

caused supernumerary molt. 5 µg and 10 µg doses 

caused extra larval ecdysis occurred synchronously on 

day 5. Extra larval molting was observed between 95% 

and 97% (Figure 2b). 8th instar larvae pupated normally 

in the ratio of 99% and they were morphologically 

normal. (Table 1). Similarly, early in the last larval 

instar, the implantation of active corpora allata results in 

supernumerary larval ecdysis in Galleria mellonella 

[18]. The effect of JH and JH analogues is due to 

interference with the physiological programming of the 

secretory functions of the prothoracic glands and the 

modification of the prothoracic-tropic brain activity [2]. 

Fenoxycarb treatments may have caused ecdysteroid 

secretion, so that new larval-larval molting may have 

been triggered due to high levels of JH and 20-

hydroxyecdysone in the hemolymph. The larval-pupal 

intermediate form was detected in 1-2% of larvae 

(Figure 2c). After treatments of JH and JH analogues, 

prolongation of larval stages, larval-pupal intermediate 

formation, dauer larva formation, and mortality were 

observed in different ratios in Epiphyas postvittana [19], 

Ephestia kuehniella [5], Bombyx mori [1, 20]. Extra 

larval molting was stated in a ratio of 30% in Ostrinia 

nubilalis [21, 22]. 
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Table 1. Effects of fenoxycarb on the development of Galleria mellonella larvae 

Dosage 

(in 2.5µl 

acetone) 

Number 

of 

treated 

larvae 

Prolongation 

of last larval 

instar 

Dauer 

larvae 

(%) 

Darkened 

and dead 

(%) 

Poorly 

development 

and death (%) 

Extra 

larval 

molting 

(%) 

Pupation 

after extra 

larval 

molting(%) 

Controls 30 - - - - - - 

100 ng 30 - - - - - - 

250 ng 30 1-2 days 10 3 5 35 98 

500 ng 30 1-2 days 10 3 5 42 98 

750 ng 30 1-2 days - 3 5 65 98 

1 µg 30 - - 2 3 95 99 

2 µg 30 - - 2 3 95 99 

5 µg 30 - - 1 2 97 99 

10 µg 30 - - 1 2 97 99 

 
Figure 2. Galleria mellonella larvae and pupae; a) 

Normally pupated Galleria mellonella, b) 

Supernumerary larvae of Galleria mellonella, c) Larval-

pupal intermediate pupa formation after 8th instar, d) 

9th instar larva molted partially. 

 

The growth rate of larvae is defined during the 

development period by measuring the head capsule 

width of the samples taken from the population [8]. We 

determined that the last larval instar head capsule width 

is 2000 μm, similarly in Beck [8]. Measurements of 

2264.6 µm and 2667.1 µm of head capsule width in 

different developmental stages (extra larval stages) also 

proved that fenoxycarb could affect Galleria mellonella 

larvae by molting more than once (Student T-Test, 

p<0.05) (Figure 3a). 
 

 

Measuring the body weights of larvae is also an 

important parameter in determining the growth rate of 

larvae [8].  Larvae treated with 5 µg of fenoxycarb were 

fed for the first 4 days and total body weights gradually 

increased, but this increase was found to be statistically 

lower than the control group larvae (Mann Whitney’s 

U-test, p<0.05) (Figure 3). Feeding inhibition is a 

general behavior of insects that comes in contact with 

various harmful agents [23]. 

 

The larvae of the 8th instar were fed for 8 days actively 

and showed a continuous and significant increase in 

weight until the 8th day (8-8) (Figure 3c). Sehnal [24] 

reported similarly weight values in super larvae 

produced by corpora allata implantation. Between days 

8 and 11, their feeding activities decreased or stopped, 

and weight gain slowed statistically (Mann Whitney’s 

U-test, p<0.05). The deceleration in the weight gain is 

thought to be a result of suppression of nutritional 

activity with excessive growth in animal size and, also 

the tracheal system probably does not adapt to these 

changes [25]. The maximum bodyweight a larva can 

reach and the weight gain that can be achieved in a 

single larval stage are species-specific [2, 25] and this 

value is not affected by JH and JH analogues [2]. These 

phenomena restrict the growth of insects. Larvae, when 

they reached 200-300 mg cut off from the feeding in 

normal development [16], but in some records, this 

weight could be 590 mg [2, 8], and larval growth is 

terminated irreversibly [2]. In our study, the ecdysis of 

the larval-pupal was observed near the known upper 

limit. The average weight of the 8th instar larvae was 

596 mg and the lowest value was 410 mg. All these 

findings clarify the cause of feeding and growth 

inhibition and death in the 9th instar. 

 

Pigment migration, which is the main characteristic of 

the S1- S5 stages, was not observed in S1 and S2 in the 

8th larval instar larvae, which is why the distinction 

between S1 and S2 was not appropriate in this group. 

Their developmental stages in the graphs were edited 

every 24 hours up to S3.  At the end of day 11, the 

spinning behavior began following the gut purge and the 
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total body weight decreased continuously, for the same 

reason as the control group. The pupal bodyweight of 

the group treated with fenoxycarb was significantly 

higher than that of the control group all day (Mann 

Whitney’s U-test, p<0.05, Figure 3d). Pupal molting 

occurred within 2-3 days and the pupal stage lasted for 7 

days as in the control group.

 

 

Figure 3. Weight average and head capsule measurement of control and 5 µg fenoxycarb treated groups; a) Head 

capsule measurements of control and 5 µg fenoxycarb treated group, b) The average of control group weight, c) The 

weight average of 5µg fenoxycarb treated group, d) Similar developmental stages of the control group and 5 µg 

fenoxycarb treated group were compared according to their weight changes, e) Comparison of the control group and 

5 µg fenoxycarb treated group 7th instar values, T: Transition day from, the bars indicate standard errors. The 

asterisks indicate the statistically significant differences compared to the previous development stage (p<0.05). S1-

S5 represents the stages of development based on the retraction of pigments from stemmata, P0-7 represents the 

pupal days. 

 

3. Conclusion 

 

In comparison to other Lepidopteran species such as 

Bombyx mori and Ephestia kuehniella and when applied 

doses are considered, Galleria mellonella is found to be 

highly resistant to the fenoxycarb at the beginning of the 

last larval stage. Relatively high doses (5-10 µg) have 

possibly stimulated the secretion activity of the 

prothoracic glands and triggered the extra larval ecdysis. 

However, applications did not affect pupal development 

and resulted in healthy adults and a new generation 

developed from their eggs was also healthy. These 

results clearly showed that fenoxycarb will be not a 

suitable agent for the biological control of this insect. 
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Abstract 

 

AISI 304L stainless steel material was pack-borided with microwave hybrid heating method at 

temperatures of 850, 900 and 950 °C for 2, 4 and 6 hours. The morphology of the boride layer formed on 

the surface of the samples was examined by an optical microscope. The X-ray diffraction (XRD) analysis 

showed the presence of the FeB, Fe2B, Cr2B and Ni2B phases on the surface of the borided samples. The 

Daimler-Benz Rockwell-C adhesion test was carried out to evaluate the adhesive strength of the boride 

layer to the substrate material. The tests were repeated at least 3 times for each of the samples pack-

borided at all process temperatures and times. After the adhesion tests, macro and SEM images of 

indentation traces were taken. By analysing the indentation craters, it has been determined whether the 

damages are acceptable or not with reference to the VDI 3198 standard. The indentation craters formed on 

the surfaces of the samples were pack-borided at 850 °C for all process times, at 900 °C for 2 and 4 hours, 

and at 950 °C for 2 hours have the best adhesion quality in the HF1 category of the VDI 3198 norm. The 

pack-boriding treatment with microwave hybrid heating contributed positively to the adhesion strength, 

but in additions to this, the test results revealed that adhesion decreased with increasing boriding 

temperature and time. 

 

Keywords: Adhesion test, Daimler-Benz Rockwell-C, microwave hybrid heating, pack-boriding, VDI 

3198 norm. 

 

1. Introduction 

 

Boriding changes the microstructure and composition of 

the material surface by thermochemical diffusion of 

boron atoms to the material surface; creates a functional 

surface layer with optimum surface properties. High 

hardness and low friction coefficient are two important 

mechanical properties that the boride layer that forms as 

a result of boriding gives the material surface. Thanks to 

these features, the major problem that shortens or ends 

the service life of engineering materials, namely surface 

wear, is prevented. Morón et al. [1], in their study, 

reduced the friction coefficient of the AISI H13 steel, 

which was initially in the range of 0.64-0.71, to 0.10-

0.11 values, which they applied pack-boriding at 950 °C 

for 6 hours, and increased the abrasion resistance by 23 

times in the lubricated environment. Kayali et al. [2] 

achieved a 30-fold reduction in the abrasion rate of the 

AISI 316L stainless steel alloy that borided with 2 and 6  

 

hours of hold times at 800 and 900 °C. Material surfaces 

working in contact with each other are connected with 

micro-welds after a while. With the ongoing relative 

movement breaking these bonds, the relatively less hard 

material is transferred to the opposite element, thus 

creating gaps on the less hard material surface and 

protrusions on the other surface. This surface wear 

resulting in material loss is called adhesive wear. 

Surface hardening is the leading measure to be taken to 

increase the adhesive strength on the material surface. 

However, conventional surface hardening methods 

cannot be applied to austenitic stainless steels. Because 

they protect their austenitic microstructure from room 

temperature to high temperatures. For this reason, 

boriding is widely preferred in order to increase surface 

hardness due to its easy applicability and economy. In 

their study, Alias et al. [3] increased the surface 

hardness of AISI 304 austenitic stainless steel alloy 5 

times with the pack-boriding process at 850 °C and for 8 
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hours. In many studies in the literature, high surface 

hardness values have been obtained in different types of 

steels as well as austenitic stainless steels by applying 

boriding process [4-19]. Thanks to boriding, the surface 

hardness of the material not only increases; since the 

chemical reactivity of boron against oxygen is high, a 

thin oxide film forms on the boride layer. This layer acts 

as a solid lubricant, reducing the friction coefficient [20, 

21]. Boride layer has a low tendency to cold weld so it 

does not need to be oiled to prevent adhesive wear. 

Taktak ve Tasgetiren [22] subjected AISI H13 and AISI 

304 steels to boriding in a slurry salt bath at 800–950 °C 

for 3, 5 and 7 hours. The quality of adhesion strength of 

the boride layers formed on both steel materials borided 

at 800 °C is in the HF1 and HF2 category and is very 

high. However, it has been reported that the adhesion 

quality of the boride layer decreases as the process 

temperature and time increases. The increase in the 

quality of adhesion strength between the boride layer 

and the matrix material increases the adhesion 

resistance. As the adhesion quality deteriorates, crack 

formation starts due to internal stresses and progresses, 

resulting in delaminations on the material surface. 

Krelling et al. [23] applied pack-boriding process on 

AISI 1020 steel with a 4 hour retention time at 1000 °C. 

After Rockwell C indentation tests, they obtained HF1 

quality adhesion strength between the boride layer and 

the substrate and reported the result that the boriding 

gave a good adhesion resistance.  

 

This study aimed to increase the adhesion resistance by 

using a microwave hybrid heating system as a thermal 

energy source for pack-boriding process. The adhesion 

strength analysis of the boride layer formed on the 

surface of AISI 304L stainless steel samples, on which 

pack boriding was applied for 2, 4 and 6 hours at 850, 

900 and 950 °C temperatures with microwave hybrid 

heating methods, to the matrix material was evaluated 

by Daimler-Benz Rockwell-C adhesion test. 

 

2. Experimental Procedure 

2.1. Pack-boriding process with microwave hybrid 

heating 

 

The test specimens were manufactured from AISI 304L 

stainless steel material, whose standard chemical 

composition is given in Table 1, with a diameter of 

20mm and a height of 10 mm. The samples were ground 

up to 1200 grid and subjected to ultrasonic bath for 30 

minutes before the thermochemical treatment. The 

pack-boriding treatments were carried out in a 

microwave furnace at 850, 900 ve 950 ºC for 2, 4 and 6 

h, and the samples were allowed to cool in the open air 

at the end of the process. Commercial Ekabor-II powder 

was used as the boriding agent. The samples were 

placed in AISI 304 stainless steel containers and 

covered with boriding powder. The schematic picture of 

the microwave sintering furnace with the microwave 

hybrid heating mechanism where the pack-boriding 

process takes place is given in Figure 1. Heating in the 

microwave heating system is provided by both 

microwave radiation and convection heat transfer 

mechanisms. That's why hybrid heating is in question. 

Thanks to the microwave absorbing plates around the 

boriding crucible, which is heated volumetrically by 

microwave radiation, convection heat transfer 

accompanies it. This hybrid heating system, which 

increases thermal diffusion and saves energy with 

homogeneous heating and homogeneous temperature 

distribution, is an improvement innovation in the pack-

boriding process. The morphology of the boride layer 

formed on the sample surfaces after the boriding process 

was examined by optical microscope at x200 

magnifications, and the phases formed in the layer were 

determined by XRD. The samples for microstructural 

analyses were sanded with SiC abrasive paper up to 

1200 grid, polished with 1 μm diamond polishing 

solution, and etched with Glyceregia solution.  
 
2.2. Adhesion test and characterization 

 
The Daimler-Benz Rockwell-C adhesion test was used 

to evaluate the adhesion of boride layers. The Rockwell-

C indentation test is specified according to the VDI 

3198 norm, as a quality test for coated materials. In this 

test, the plastic deformation that occurs as a result of the 

penetration of the conical end indenter into the surface 

of the coated material determines the adhesion quality 

of the coating. The thickness of the sample must be at 

least 10 times greater than the indentation depth. The 

type and volume of damage to the coating gives 

information about the adhesion of the coating layer at 

first glance and the fragility secondly. The principle of 

the method and the quality categories of the adhesion 

strength of the damage in the coating layer after the test 

are shown in Figure 2. Grades between HF1-HF4 

indicate the presence of sufficient adhesion in the 

coating layer; the HF5 and HF6 categories indicate 

insufficient adhesion strength, ie failure of the coating 

[24, 25]. Indentation processes, BMS 200-RB brand 

Rockwell hardness measurement device in accordance 

with VDI 3198 indentation test standards, with 120° 

conical tip and 150 kg load after repeating 3 times, the 

craters formed on the sample surfaces were examined 

using a stereo microscope and SEM (scanning electron 

microscope). By analyzing the cracks, delaminations 

and fractures occurring in the boride layer of each 

sample, it was determined whether the damages were 

acceptable by referring to the damage categories (HF1-

HF6) of the VDI 3198 indentation test standard in 

Figure 2. 
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Table 1. AISI 304L stainless steel material chemical composition 

Element C Mn P S Si Cr Ni N 

Wt % ≤ 0.030 ≤2.00 ≤0.045 ≤0.030 ≤0.75 18-20 8-10 ≤0,10 

 

Figure 1. Schematic picture of microwave sintering furnace 

 

Figure 2. VDI 3198 indentation test adhesion quality classification [24] 

 

3. Results and Discussion 

3.1. The Characterization of Boride Layers 

 

In the optical microscope images, the boride layers 

formed after boriding on the cylindrical samples of AISI 

304L stainless steel are bilayer (Fe2B + FeB) and can be 

clearly distinguished from the base material. As can be 

seen from Figure 3, the increase in process temperature 

and retention time increased the boride layer thickness. 

Due to the high amount of alloying elements in the 

structure of AISI 304L stainless steel material, the 

boride layer formed on its surface has flat and smooth 

morphology. In Figure 4, XRD analysis showed the 

presence of Cr2B and Ni2B phases in the boride layer 

besides Fe2B and FeB phases. 
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850 °C – 2 h 

 
850 °C – 4 h 

 
850 °C – 6 h 

 
900 °C – 2 h 

 
900 °C – 4 h 

 
900 °C – 6 h 

 
950 °C – 2 h 

 
950 °C – 4 h 

 
950 °C – 6 h 

Figure 3. Optical microscope images of AISI 304L samples pack-borided at process temperatures and times with 

microwave hybrid heating: x200 magnification 
 

 
 

Figure 4. XRD pattern of the pack-borided AISI 304L steel at 900 °C for 6 hours 
 

3.2. The adhesion resistance of boride layer 

 

Macro and SEM images of the indentation traces taken 

after the adhesion tests on AISI 304L stainless steel 

samples pack-borided with microwave hybrid heating 

method are given in Figure 5-18. Whether the 

appearance of damage occurring in the adhesion test 

results is acceptable or not was evaluated according to 

the VDI 3198 norm. In Figure 5, the indentation craters 

formed on AISI 304L stainless steel sample surfaces, 

which are pack-borided at 850 °C for all process 

periods, at 900 °C for 2 and 4 hours, and at 950 °C for 2 

hours by microwave hybrid heating method, are as in 

the HF1 category of the VDI 3198 and are acceptable. 

HF1 has the best adhesion quality. Therefore, the 

adhesion strength of the samples pack-borided at these 

process temperatures and times is quite good. However, 

as can be seen in Figure 6, the boride layer on the 

surface of one of the samples, which was pack-borided 

at 900 °C for 6 hours, was broken up during the 

indentation test, and in another there are spallings. A 

spalling was observed in the boride layer of one of each 

sample which was pack-borided at 950 °C for 4 and 6 

hours. Damages in these samples are of HF5 quality and 

are unacceptable. 
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850 °C-2 h 850 °C-4 h 850 °C-6 h 

   
900 °C-2 h 900 °C-4 h 900 °C-6 h 

   
950 °C-2 h 950 °C-4 h 950 °C-6 h 

Figure 5. Macro images of the crater formed after the adhesion test on AISI 304L samples pack-borided with 

microwave hybrid heating 

   
900 °C-6 h  950 °C-4 h 950 °C-6 h 

Figure 6. Boride layer removals occurring after the adhesion test in AISI 304L samples pack-borided with 

microwave hybrid heating 

 

When the SEM images of the indentation traces of the 

boride layers of AISI 304L stainless steel samples pack-

borided with microwave hybrid heating method in 

Figure 7-11 and Figure 14 are examined, it is more 

clearly seen that the acceptable damage in these samples  

 

are HF1 quality micro cracks. These micro cracks are in 

the form of lateral cracks and generally capillary, and 

belong to the best quality category according to the VDI 

3198 norm. Figure 12 shows the SEM image taken after 

the adhesion test of one of the AISI 304L samples pack- 

borided with microwave hybrid heating method at 900 

°C with a retention time of 6 hours. It is seen that the 

adhesion strength quality belongs to the HF3 category 

due to the curvilinear cracks and occasional spallings in 

the boride layer on the surface of this sample. The SEM 

image taken after the adhesion test of another sample 

pack-borided at the same process temperature and time 

is given in Figure 13. There are spallation and wear 

debris in the boride layer of the sample. The adhesion 

strength of this sample between the boride layer and the 

base material is HF5 quality and is in unacceptable 

category. 
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Figure 7. SEM images of the traces and micro cracks 

formed after the adhesion test on the AISI 304L sample 

pack-borided at 850 °C for 2 hours with microwave 

hybrid heating 

 

 

Figure 8. SEM images of the traces and micro cracks 

formed after the adhesion test in AISI 304L sample 

pack-borided at 850 °C for 4 hours with microwave 

hybrid heating 

  
 

Figure 9. SEM images of the traces and micro cracks formed after the adhesion test on the AISI 304L sample pack-

borided at 850 °C for 6 hours with microwave hybrid heating 
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Figure 10. SEM images of the traces and micro cracks 

formed after the adhesion test in AISI 304L sample 

pack-borided at 900 °C for 2 hours with microwave 

hybrid heating 

 
 

Figure 11. SEM images of the traces and micro cracks 

formed after the adhesion test in AISI 304L sample 

pack-borided at 900 °C for 4 hours with microwave 

hybrid heating 
 

  
 

Figure 12. SEM images of the traces and micro cracks formed after the adhesion test on the AISI 304L sample 

pack-borided at 900 °C for 6 hours with microwave hybrid heating 
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Figure 13. SEM images of the fracture formed after the 

adhesion test in AISI 304L sample pack-borided for 6 

hours at 900 °C with microwave hybrid heating 

 
 

Figure 14. SEM images of the traces and micro cracks formed 

after the adhesion test of AISI 304L samples pack-borided at 

950 °C for 2 hours with microwave hybrid heating 

 

The indentation craters belonging to one of the pack-

borided samples with microwave hybrid heating at 950 

°C for 4 hours are shown in Figure 15. There are 

abrasion scratches and burrs in the boride layer after the 

adhesion test. This damage is of HF3 type and is 

acceptable.  

 

The damage appearance after the adhesion test of 

another sample, which is pack-borided with microwave 

hybrid heating at 950 °C for 4 hours, is shown in Figure 

16. Delaminations occurred in the boride layer of the 

sample. According to the VDI 3198 indentation test 

principles, this damage is of the HF5 type and is 

unacceptable.  

The damage appearance after the indentation test of one 

of the samples pack-borided with microwave hybrid 

heating at 950 °C for 6 hours is given in Figure 17. 

Mosaic cracks and wear lines were formed in the boride 

layer. This damage is in the HF3 category and is 

acceptable.  

 

The SEM image showing the damage appearance after 

the adhesion test of another sample that is pack-borided 

with microwave hybrid heating at 950 °C for 6 hours is 

given in Figure 18. Local spallation and delaminations 

occurred in the boride layer of the sample. According to 

the VDI 3198 indentation test principles, this damage is 

of the HF5 type and is unacceptable.
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Figure 15. SEM images of the traces and micro cracks 

formed after the adhesion test of AISI 304L samples 

pack-borided at 950 °C for 4 hours with microwave 

hybrid heating 

 
 

Figure 16. SEM images of the delaminations and cracks 

formed after the adhesion test of AISI 304L samples 

pack-borided at 950 °C for 4 hours with microwave 

hybrid heating 

 

  
 

Figure 17. SEM images of the traces and cracks formed after the adhesion test of AISI 304L samples pack-borided 

at 950 °C for 6 hours with microwave hybrid heating 
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Figure 18. SEM images of the spallation and delaminations formed after the adhesion test of AISI 304L samples 

pack-borided at 950 °C for 6 hours with microwave hybrid heating 

 

4. Conclusions 

 

Optical microscope examinations showed that both FeB 

and Fe2B phase thicknesses increased with the increase 

of process temperature and retention time in pack-

boriding processes performed with microwave hybrid 

heating method. Uniform and homogeneous boride 

layers were obtained. However, boride layers formed by 

the effect of alloying elements are not saw-toothed but 

flat structure. 

 

XRD pattern analysis showed the presence of FeB, 

Fe2B, Cr2B and Ni2B phases in the boride layer. 

 

As a result of the Daimler-Benz Rockwell-C adhesion 

tests carried out, the adhesion strength of the boride 

layers-substrate of all samples is high, except for the 

samples that are pack-borided for 6 hours at 900 °C, and 

at 950 °C for 4 and 6 hours with microwave hybrid 

heating because the adhesion has decreased with 

increasing boriding temperature and time. The main 

reason for the low adhesion strength in these samples is 

the delamination and spallation of the boride layer as a 

result of the increase in the thickness of the brittle FeB 

phase due to the increase in the temperature and 

retention time of the pack-boriding process. 
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Abstract 

 

Fractional order circuit elements are successfully used to model circuits and systems in the last few 

decades. There are different types of fractional derivatives. Recently, another one named “the 

conformable fractional derivative” (CFD) has been introduced and shown to give good results for 

modeling supercapacitors. It is imperative to know how circuit elements behave for different current and 

voltage waveforms in circuit theory so that they can be exploited at their full potential. A CFD capacitor is 

not a well-known element, and its usage and circuit solutions are rarely addressed in the literature. In this 

study, it is examined how a CFD capacitor would behave under DC and AC excitations when it is fed by 

not only a current source but also a voltage source.  

 

Keywords: Fractional Order Derivatives, Circuit Analysis, Circuit Theory, Energy Analysis, Circuit 

Modeling 

 

1. Introduction 

 
Fractional derivative (FD) is a branch of mathematical 
analysis [1, 2]. A differential operator can be of any 
arbitrary order within it. It has first appeared in the 17th 
century [3]. In the last decades, Fractional Calculus has 
emerged as a popular research area because of its 
applicability in many different fields [4-5]. The self-
taught Oliver Heaviside has used fractional calculus to 
find the solution of the telegrapher's equation around 
1890 [3]. The fractional-order circuit elements are used 
to model circuit elements such as capacitors, inductors 
and memristors [6-10]. Filters, controllers and 
oscillators which are based on fractional-order circuit 
elements are made or can be used to model systems [4-
5, 8-9, 11-14]. Another FD is suggested in [15]. It is 
named as “the conformable fractional derivative” 
(CFD). Its definition is built on the conventional limit 
definition of the derivative of a function. It casts off the 
other FD definitions [15]. This makes it simpler and 
advantageous than the other FDs. The CFD is 
elaborated in [16]. However, a CFD is actually not an 
FD: it can be described as a first-order derivative time a 
power function of the independent variable [15, 16]. 
This new definition is a broadening of the ordinary 
derivative. It is also distinct from the other FDs. The 
CFD is able to accommodate the common features of 

FDs. Well-known calculus theorems such as product 
rule, Rolle’s Theorem, Average Value Theorem, 
partial integration, Taylor series can be easily extended 
or applied to the CFD. The conformal fractional 
derivative has a very important property: while the 
Riemann-Liouville FD of a constant is not zero, the 
CFD of a constant is zero. Due to these properties, the 
conformal fractional derivative has become a hot 
research area. The conformal derivative has also the 
advantage of being physically interpretable compared to 
the other types of fractional derivatives [17]. Usage of 
the FDs in electric circuits has been examined in [18]. 
Supercapacitors have been modelled using fractional-
order models in [19-22]. The oscillation of impulsive 
conformable fractional differential equations has been 
inspected in [23]. Electric circuits modelled with FD 
circuit elements under sinusoidal excitation have been 
analyzed with the enhanced fractional derivative 
method, which is called Caputo FD generalizing the 
differential equations and ordinary integrals are not 
necessary to describe the fractional-order initial 
conditions like Riemann-Liouville FD [24-25]. Several 
electric circuits characterized by CFDs have been 
solved in [26]. Other circuits modelled with the CFD 
have been examined in [27]. The conformable fractional 
derivative has been used to analyze an electric circuit 
containing a supercapacitor in [28]. Analytical solutions 
of electrical circuits described by fractional conformable 
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derivatives in Liouville-Caputo sense is given in [29]. 
Electric circuits of the CFDs with and without singular 
kernels have been solved in [30]. 
 
It is important to analyze new circuit elements for 
different current and voltage waveforms so that they can 
be exploited at full potential. In this paper, the 
conformal fractional derivative capacitor model for DC 
and sinusoidal waveforms have been solved. CFD 
capacitor has been fed with not only voltage sources but 
also for current sources. The analytical solutions were 
given with incomplete gamma function for sinusoidal 
voltage case. The discussions are provided in the 
conclusion section. 
 
The rest of the paper is structured as follows. The CFD 
capacitor model is given in the second section. Its 
analysis for DC and AC signals are given in the third 
section. Op-amp-based differentiator and integrator 
circuits with a CFD capacitor are examined in the fourth 
section. Finally, the paper is concluded in "Conclusions" 
section.  
 
2. Conformal Fractional Derivative and CFD 

Capacitor Constitutional Law 

 

The CFD is described in [15] as the follows: 

Definition 1. Let :[0, )+ →f R  and 0t . The CFD 

for 0 1   is described as 

 
(1 )

0

( ) ( )
( ) lim

−

→

+ −
=

p

f t p f t
D f t

p





             

(2.1) 

 

For t>0 and the conformable fractional derivative at 0 is 

defined as 
0

(0) lim( )( )
+→

=
t

D f D f t  . If it is 

differentiable then 
1 '( ) ( )−=D f t t f t

              
(2.2) 

Definition 2. Let (0,1] . The conformable fractional 

integral of a function :[0, )+ →f R of order a is 

denoted by ( )I f t  and is defined as 

                 

( 1)

0

( ) ( ).−= 
t

I f t s f s ds



                        

(2.3) 

               

' 1 1( ) ( )
( )

d f t df t
f t t t

dt dt


 



− −= =
             

 (2.4) 

 
More information about CFD can be found in [15-17]. 
If a capacitor can be modelled using CFD [28], its 
constitutive law can be written as  
 

                        

( )
( ) C

C

d v t
i t C

dt



 
=

                         
(2.5) 

 

Where ( )Ci t , ( )Cv t and C  are CFD capacitor current, 

CFD capacitor voltage and CFD capacitor coefficient, 
respectively.  

3. The CFD Capacitor Fed by a Current Source 

 

In this section, the solutions of a CFD capacitor is found 

if it is fed by a current source as shown in Figure 1 for 

the cases: (a) the current source being constant and (b) it 

being sinusoidal. 

 

 
Figure 1: The CFD capacitor fed by a current source 

 

3.1 Constant Current Solution 
 
If the current source has a constant magnitude or the 
CFD capacitor current is constant; 
 

                   

1( )
( ) ( ) C

s c dc

dv t
i t i t I C t

dt





−= = =
      

(3.1) 

 
By arranging both sides, 
 

          
1 1

( )
( )C dc dc

C

dv t I I
dv t dt

dt C t C t 

 

− −
= → =

     

(3.2) 

 
Its voltage can be found as 
 

                

1

1
( ) dc dc

C

I I
v t dt t dt

C t C





 

−

−
= =             (3.3) 

   

( ) dc
C

I t
v t K

C




= +              (3.4) 

 
Where K is the integration constant and the capacitor 
voltage at 0t =  is used to find K;  

 

  

0
(0) (0)dc

C C

I
v K K v

C




= + → =

            

(3.5) 

 
Using the integration constant, the CFD capacitor 
current can be obtained as; 
 

   

( ) (0)dc
C C

I t
v t v

C




= +              (3.6) 

 

3.2 Sinusoidal Current Solution 
 

If a sinusoidal current of ( )( ) coss mi t I t = +  is 

applied to the CFD capacitor, its voltage can be 
calculated with the following steps: 
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( ) 1( )
( ) ( ) cos C

s c m

dv t
i t i t I t C t

dt



  −= = + =      (3.7)          

 

By arranging both sides of the equation, the CFD 

capacitor voltage is written as 

 

( )
1

cos( ) mC
I tdv t

dt C t 



 
−

+
=                                        (3.8)                         

( 1)( ) cos( )m
c

I
v t t t dt

C





  −= +                            (3.9) 

 
Using Wolfram Alpha [31], the solution of the integral 
is found as 
 

2 2( )
(( ) (cos( ) sin( )) ( , )

( ) 2

( ) (cos( ) sin( )) ( , ))

− 
− − −  + 

=
 
 +  − + 

m
c

t t
i t i a i tI

v t
C

i t i a i t K

 





   

   

(3.10) 

 
Using the following identities:  

cos( ) sin( )

cos( ) sin( )

i

i

e i

e i





 

 −

= +

= −

             (3.11) 

The capacitor voltage turns into; 
 

2 2( )
(( ) ) ( , )

( ) 2

( ) ) ( , ))

−
− 

− −  + 
=

 
  − + 

i

m
c

i

t t
i t e a i tI

v t
C

i t e a i t K

 
 

 


 

 

 (3.12) 

 
In mathematics, the upper incomplete gamma function 
is a transcendental function that appears as solutions to 
diverse problems such as definite integrals. 
 
When splitting the incomplete gamma function at s 

point 0x , two types of the incomplete gamma 

functions called upper and lower are obtained. 

The definition of the upper incomplete gamma function 

intervals are explained from x to . 

 

1( , )



− − = 
s t

x

s x t e dt               (3.13) 

 
If the initial condition is used at t=0, 
 

 (0) 0 (0)= + → =m
c c

m

I C
v K K v

C I





             (3.14) 

 
Using the integration constant, the CFD capacitor 
voltage can be obtained as 
 

2 2( )
( ) (( ) ) ( , )

2

(( ) ) ( , )) (0)

−
−= − −  +

 − +

im
c

i

c

I t t
v t i t e a i t

C

i t e a i t v

 
 



 


 

 

  (3.15) 

 

Numerical methods can be used to calculate the CFD 
capacitor voltage since the solution requires the upper 
incomplete gamma function which is also evaluated 
numerically.  
 
4. The CFD Capacitor Fed by a Voltage Source 

 

In this section, the solution of the CFD capacitor fed by 

a voltage source shown in Figure 2 is found for both of 

the cases: the voltage source being a constant (a) and a 

sinusoidal (b). 

 

 
Figure 2. The CFD capacitor fed by a voltage source 

 

4.1. Constant Voltage Solution 

 

If a step function voltage is applied to the CFD 

capacitor at time being 0t : 

 

0( ) ( )C dcv t V u t t= −                  (4.1) 

 

The CFD capacitor current becomes  

 

( )01 1
( )( )

( )
dcC

c

d V u t tdv t
i t C t C t

dt dt

 

 

− −
−

= =     (4.2) 

1 1

0 0 0( ) ( ) ( )c dc dci t C V t t t C V t t t 

  − −= − = −         (4.3) 

 

Where 0( )t t −  is the Dirac-delta function [32] shifted 

to time being 0t .
 

 

 
Figure 3. The CFD capacitor fed by a voltage source 
and depends on the time. 
 
 
A CFD capacitor without a series resistor withdraws a 
Dirac pulse as a linear time-invariant resistor does. 
However, its current magnitude depends on the time the 
voltage is applied opposite to the case in which an LTI 
(Linear Time-Invariant) capacitor current pulse 
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magnitude is constant not depending on the time the 
step function is applied as shown in Figure 3. 
 

    
Figure 4. The CFD capacitor voltage and current vs. 
time when it is fed by a constant voltage 
 

4.2. Sinusoidal Voltage Solution 

 

If a sinusoidal voltage of ( ) 0( ) sin ( )C mv t V t u t t = + −

is applied to the CFD capacitor at time being 0t , its 

current is found as 
 

( )01 1
sin( ) ( )( )

( ) − −
−

= =
mC

c

d V t u t tdv t
i t C t C t

dt dt

 

 


 (4.4) 

1

0( ) ( cos( ) sin( ) ( ))−= + −c mi t C V t t t t t

         (4.5) 

 

When the Dirac-delta function rule 

0 0 0( ) ( ) ( ) ( )− = −f t t t f t t t  is used, the CFD capacitor 

current can be written as: 
 

1 1

0 0 0( ) cos( ) sin( ) ( )− −= + −c m mi t C V t t C V t t t t 

       (4.6) 

 

The circuit waveforms are drawn with MatlabTM. The 
CFD capacitor current and voltage for this case is 
shown in Figure 5 and 6. The CFD capacitor current 
magnitude is not constant and varies with time due to 

the term 
1t −

 as shown in Figure 4. When 5=mV V ,

1 = rad/s, 0 = rad/s and 1C =
1/F s −

values are 

used, the CFD capacitor current graph in Figure 6 is 
sketched for three different alpha values.  
 

 
Figure 5. The CFD capacitor voltage vs. time when it is 
fed by a sinusoidal voltage 

 
Figure 6. The CFD current vs. time when it is fed by a 

sinusoidal voltage 

 
All real capacitor models have series and parallel 
resistors used in their equivalent circuit to model their 
losses. In this study, the capacitors are assumed to be 
ideal, ie. without losses and that’s why no resistor is 
used in the analysis. The CFD capacitor current goes to 

infinity due to the term 
1t −

 as seen in Figure 6 because 

of this. Such a situation would not appear in a more 
realistic capacitor model when a series resistor is used. 

 

5. Conclusions 

 
Supercapacitors or ultra-capacitors are becoming more 
common each day. They cannot be modelled with 
capacitor constitutive law. Therefore, easier and robust 
models are needed for their usage and analysis in the 
circuits. Only then, such capacitors can be fully 
exploited. 
 
The conformal fractional derivative provides an easier 
solution than the fractional derivatives such as Caputo 
and Riemann Liouville. Some capacitors can be 
modelled using fractional-order derivatives. In this 
study, the conformal fractional derivative is used to 
model a capacitor. Every circuit element should be 
examined for the basic waveforms such as DC and 
sinusoidal signals. The solutions of the CFD capacitor 
for the waveforms are given. Only in the case when it is 
fed by a current source, its voltage is found using a 
transcendental function the incomplete gamma 
functions. The solutions can be used in the analysis of 
the circuits with a CFD capacitor if a supercapacitor is 
found to be modelled with a good accuracy using 
experimental data. In comparison to the prior studies, 
the CFD derivative is more practical and analytical 
solutions are found to be possible while it has been not 
possible for other fractional derivatives. The analysis 
given here can also be used in modelling renewable 
energy systems or inverters with supercapacitors in the 
future. This paper can also be used as a tutorial for the 
researchers who have just been introduced to the 
research area. 
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Abstract 

 

Distributed generation (DG) sources are becoming more important in electrical networks due to the 

increase of electrical energy demands. However, DG sources can have a profound effect on network 

power loss. Hence, optimal placement and size of DGs are extremely important. This study presents an 

efficient heuristic algorithm based on optimal placement and size of multiple DGs within distribution 

systems in order to reduce power loss. This algorithm is backtracking search algorithm (BSA). Two main 

DGs, photovoltaic and synchronous compensator, are integrated in two different radial distribution 

systems (RDS), IEEE 33-bus system and IEEE 69-bus system. To demonstrate the effectiveness of the 

proposed method, the results obtained by BSA are compared with a genetic algorithm (GA) as well as 

other results in the literature.  

 

Keywords: BSA,  DG placement, DG size, power loss. 

 

1. Introduction 

 

The integration of a solar power plant in distribution 

network is an important challenge, and it is one of the 

ways to reduce the environmental pollution that is 

produced by fossil fuel-based energy generation. Thus, 

much research has been concentrated on the optimum 

integration of solar panels in distribution networks in 

recent years. 

 

Optimal reactive power flow is necessary to maintain 

power system reliability. It is achieved by minimizing 

power losses in the transmission line under the 

constraints of the physical system, using power flow 

equations. Valuable articles have dealt with this subject 

for the purpose of reducing power losses. Kansal et al. 

[1] proposed particle swarm optimization (PSO) to solve 

for the placement and size of different types of DG’s, 

taking the power loss as an objective function. Kayal et 

al. [2] presented different types of DG’s with different 

modes, using PSO. Their objective was power loss 

minimization and voltage stability improvement. Kollu 

et al. [3] proposed a harmony search algorithm (HSA) 

for multi-DG placement to reduce power loss, and 

enhance the voltage profile. García et al. [4] employed  

 

modified teaching–learning based optimization 

(MTLBO) to solve the problem of placement and sizing 

of multiple DG’s with the single objective of reducing 

power loss. Injeti et al. [5] used simulated annealing 

(SA) for a DG placement and size to reduce the power 

loss, and improve the voltage stability. Manafi et al. [6] 

presented dynamic PSO for optimal placement of a DG 

to minimize power loss. Moradi et al. [7] proposed 

PSO/GA hybrid algorithms as a solution for sizing and 

placement of a DG to improve voltage regulation, and 

minimize power loss. Aman et al. [8] employed a PSO 

algorithm to solve a function with the multiple objectives 

of maximizing voltage stability and minimizing power 

losses, and found the optimal DG allocation, weakest 

link in the network, and the most sensitive voltage bus. 

Ates et al. [9] examined the impact of hybrid DG on 

power losses, voltage improvement, and electricity bill 

in distribution network by using the ETAP. Turan et al. 

[10] proposed the integration of a solar plant to a PEV 

parking lot to reduce power consumption and losses 

considering various operating conditions. Hemeida et. al. 

[11] implemented a new optimization algorithm to the 

optimal integration of a DG for power loss minimization. 

Memarzadeh et al. [12] applied a new approach for DG 

placement in order to improve voltage stability index and 

file:///D:/A.FBE/dergimizan/17-2/waleedfadel@gau.edu.tr
https://orcid.org/0000-0002-5061-6474
https://orcid.org/0000-0002-5706-5767
https://orcid.org/0000-0002-2763-1625


 

              Celal Bayar University Journal of Science  
              Volume 17, Issue 2, 2021, p 199-207 

              Doi: 10.18466/cbayarfbe.796140                                                                                                                                                     W. Fadel 

 

200 

the system reliability. This approach has been tested in 

various RDS. Kansal et al. [13] proposed a hybrid of 

heuristic and analytical methods of the PSO (H-PSO) 

algorithm to determine the optimum places and the best 

types of DGs. 

 
In this work, we have considered 3 scenarios. In 
Scenario 1, the tested systems are integrated by active-
power DGs (photovoltaic) only, where only one active-
power DG can be placed in a given bus. In Scenario 2, 
one active-power DG and one reactive-power DG 
(synchronous compensator) are paired and connected 
together in a bus, where only one pair can be placed in a 
given bus. In Scenario 3, while in some buses one active-
power DG and one reactive-compensator DG are paired 
and connected as a single pair per bus, in other buses 
either one active-power DG or one reactive-power DG is 
placed singly –only one DG per bus. References [2, 5, 6, 
7, 8 and 13] dealt only with scenario 1. Ref. [1] dealt 
with scenarios 1 and 2, but not 3. None of the references 
used the BSA in their optimizations. In this paper, we 
applied the BSA on 33-bus as well as 69-bus systems in 
cases where multiple DGs (up to a total of 16 DGs and 
13 buses) are used. As understood from the Ref. [1-8] 
mentioned above, heuristic algorithms are successfully 
applied to solve the optimization problem in RDS. In this 
study, we used the BSA to solve the optimization 
problem of DG placement and sizing, such as to 
minimize system power loss in RDS.  
 
This paper is arranged as follows: problem formulation 
is in Section 2, the proposed algorithm in Section 3, 
simulation results and discussion in Section 4, and the 
conclusion in Section 5. 
 
2. Problem formulation 

 
In this paper, active power loss is selected as an 
objective function. To minimize the objective function, 
the proposed algorithm is applied in two RDSs under 
both equality as well as inequality constraints. 
Minimization of power loss is an optimization problem, 
mathematical equations of which is well known and is 
defined as follows, 

Minimize             ( )uxf ,  

Such that             ( ) 0, =uxg                                    (1) 

                            ( ) 0, uxh   
 

where f , g , and h  are the fitness function, the 

equality constraint, and the inequality constraint, 

respectively. Here, x  is the vector of control variables, 

while u is the vector of state variables. The control 

variables are the size and the place of DG active power, 

and of the reactive compensators. The state variables are 

active and reactive power of the feeder, load, bus 

voltage, and the line current. 

 

 

2.1. Objective Function 

 

In this work, power loss is selected as an objective 

function.  The power loss can be demonstrated as 

equation (2) [14]. 


==

−+=
N

i

iLoad

N

i

iDGfeederloss PPPP
DG

1

,

1

,
    Ni ,,1=   (2) 

2.2. Equality constraints 

 

Load balancing constraint formulas as follows: 
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=

++=+
N

j

ijijijijjiiLoadfeederiiDGi BGVVPPCFPCDG
1

,, sincos 

          Ni ,,1=                                                           (3) 

( )
=

−+=+
N

j

ijijijijjiiLoadfeederiisc BGVVQQCFQCSC
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(4) 

2.3. Inequality constraints 

 

Voltage limits: 

The allowable range for all buses is given in equation 

(5),  

maxmin

iii VVV                            Ni ,,1=                   

(5) 

Unit constraints of DGs: 

The following constraint is the allowable active power 

and reactive power sizes of DGs. 

max

,,

min

, iDGiDGiDG PPP               DGNi ,,1=                 

(6) 

max

,,

min

, isciscisc QQQ          SCNi ,,1=                   (7) 

Line capacity constraints: 

The current limitation of the distribution lines of the 

system is given by [15]. 

max

ijij II    Ni ,,1= , Nj ,,1=  and ji        (8) 

3. Back-tracking Search Algorithm 

 

BSA is an evolutionary algorithm (EA) introduced by 

Civicioglu in 2012 [16]. BSA has been applied to solve 

different optimization problems in various fields such as 

energy, geophysics, and magnetism [17-19]. The most 

significant property of BSA that it is not sensitive to the 

initial values. Selection, mutation, and crossover 
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operators are used in BSA. The MATLAB® code of 

BSA can be found in [16]. The basic steps of BSA are 

outlined as follows [17]. 

Initialization 

   Repeat 

          Selection-1 

             Generation of Trial-Population 

                Mutation  

        Crossover 

             End 

          Selection-2 

   Until stopping conditions are met. 

 

3.1. Initialization 

 

In the beginning, two different populations ( Pop and

oldPop ) are formed as follows: 

jiPop ,  ~ ( )jj uplowRand ,  N1 ,...,Si = Dj ,....,1=         (9) 

jioldPop ,
 ~ ( )jj uplowRand ,  N1 ,...,Si = Dj ,....,1=    (10) 

3.2. Selection-I 

 

In this section, the old population ( oldPop ) in the 

initiation stage is formed using, 

end    PopoldPopbaif = :    ,  | ba, ~ ( )1,0Rand     (11) 

In equation (11), := is the update operator. This operator 

randomly transfers the Pop  individuals’ variables to 

oldPop  individuals’ variables. Then, equation (12) is 

used to randomly change individuals in the oldPop . 

)(: oldPopRandshuffoldPop =                                     (12) 

where Randshuff  is a random mixing function [15]. 

3.3. Mutation 

The mutation process is formed as 

( )mutantPop Pop W oldPop Pop= + −
 
                 (13) 

 

In equation (13), W controls the amplitude of the search 

line matrix. 3W randn=  is proposed in the Ref.[16]. 

However, we observed that the performance of 4 is 

better that of 3. The function “ randn ” randomly 

generates numbers between 0 and 1 according to the 

standard normal distribution [17]. 

 

3.4. Crossover 

  

In this section, the trial population (Tpop ) is formed 

using equation (14). The crossover process consists of 

two stages. In the first stage, the binary number system 

is fully valued, and produces SN D  size of a matrix 

(map). This matrix is used to determine whether or not 

we have to modifyTpop , one row at a time (“individual 

by individual” in heuristic terms). The second stage, the 

following equation is obtained from the matrix after its 

formation. 

end    mutantPopTpop    else     PopTpop   then   mapif ji,ji,jiji,ji === ,, 1   

                                                                       (14) 

3.5. Selection-II 

 

All the “individual” fitness values produced is 

calculated in this section. Individuals are sorted 

according to their fitness values, from best to worst. 

Then, the SN of them are carried to the next iteration

Pop . The remaining ones are omitted. In this way, the 

best “individuals” among the whole population are 

transferred to the next generation. 

 

4. Simulation Results and discussion 

 

In this work, two types of DG are integrated in two 

different RDS. These systems are 33 and 69 bus 

systems. All nodes integrated of DGs are selected as PQ 

mode. The results are compared with GA and other 

recent works.  

DG resources are divided into 4 types, determined by 

ability to deliver active and reactive power. The DG 

types are:  

Type I: Generating active power (Photovoltaic system). 

Type II: Generating reactive power (Synchronous 

compensation). 

Type III: Generating active and absorbing reactive 

power (Wind power) 

Type IV: Generating active and reactive power 

(Synchronous generator). 

Type I and Type II are performed in our work. 

 

Scenarios and cases 

In this study, 3 scenarios and 5 cases are examined. All 

scenarios are considered under the 5 cases, and the 

differences between cases, depend on the number of 

DGs. In the following tables Case1 is base case for 

IEEE 33- bus system and IEEE 69- bus system. 

 

Scenario1: All DGs are type I, one per bus. 

 



 

              Celal Bayar University Journal of Science  
              Volume 17, Issue 2, 2021, p 199-207 

              Doi: 10.18466/cbayarfbe.796140                                                                                                                                                     W. Fadel 

 

202 

Scenario2: Any pair of DGs (one of type I & one of 

type II) is connected in the same bus, only one pair per 

bus. 

 

Scenario3: Some DG pairs (one of type I & one of type 

II) are connected in the same bus, one pair bus, while 

single DGs (type-I or type-II) are connected in different 

buses, one DG per bus. 

 

4.1. IEEE 33-bus system 

 

The IEEE 33-bus system is selected, with a system 

voltage base of 12.66 kV for all cases, and base 

apparent power of 100 MVA for all cases. The test 

system has total active and reactive loads of  3.715 MW 

and 2.300 MVAr, respectively. The data for the line 

reactance and resistances, and for the loads connected to 

buses, are given in [20]. 

 

     Scenario1:    In scenario1, 4 cases are constructed 

considering DG number. One, two, three and four DGs 

are integrated in Case2, 3, 4, and 5, respectively, to 33-

bus system. In the following tables, all sizes of DGs 

type I are in (MW), while size of DGs Type II are in 

(MVAr).  

 

The obtained results using BSA for all cases of 

Scenario1 are given in Table 1. The power loss for 

Case2, 3, 4, and 5, respectively are 211, 103.966, 

87.1669, 72.7878 and 67.67kW. When we compare 

power loss of all cases, it is concluded that Case2 is 

better than Case1, Case3 is better than Case2, Case4 is 

better than Case3, and Case5 is the best for Scenario1. 

 

Power loss reduction (considering Case1) comparison of 

the proposed algorithm, GA, and other results for all 

cases of scenario1 are given in Table 2. It is noticed 

that, the obtained results by the proposed algorithm for 

all cases are the best among all results. 

 

 

Table 1. Results by BSA of all cases in Scenario 1 for IEEE 33- bus system 

 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Power loss 211 103.966 87.1669 72.7878 67.76 

Placement 

and size of 

DG Type I 
- 

 

2.5753(6) 0.8516(13) 

1.1576(30) 

0.8000(13) 

1.0880(24) 

1.0523(30) 

0.8400(7) 

0.6468 (14) 

0.7307(25)  

0.8112(31) 

 

 

Table 2. Comparison of power loss reduction (%) by BSA and  others for Scenario 1 of IEEE 33-bus system 

 

Case Ref. 

[1] 

Ref. 

[2] 

Ref. 

[5] 

Ref. 

[6] 

Ref. 

[7] 

Ref. 

[11] 

Ref. 

[13] 
GA BSA 

2 45.36 - - 39.73 - 47.37 47.31 45.6 50.73 

3 - - - 54.54 - 58.68 58.64 58.65 58.69 

4 - 27.82 61.12 56.14 - 65.45 65.46 65.31 65.50 

5 - - - - 67.68 - - 67.50 67.89 

 

     Scenario 2:    The obtained results using BSA for all 

cases of Scenario2 are given in Table 3. The power loss for 

Case2, 3, 4, and 5, respectively are 211, 67.739, 28.593, 

12.2118 and 8.5364 kW. When we compare power loss of 

all cases, it is concluded that Case2 is better than Case1, 

Case3 is better 

than Case2, Case4 is better than Case3, and Case5 is the best 

for Scenario2. 

Comparison of power loss reduction of BSA and other for 

all cases of scenario2 are given in Table 4. It is noticed that 

the obtained results by BSA for all cases of scenario2 are the 

best among all results. 

 

Table 3. Results by BSA of all cases in Scenario 2 for IEEE 33- bus system 

 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Power loss 211 67.739 28.593 12.2118 8.5364 

Placement 

and size of 

DG Type I 
- 

 

2.5566(6) 0.3964(13) 

1.0276(30) 

0.8534(13) 

0.9229(24) 

0.3437(30) 

0.4350 (7) 

0.7180(14) 

1.0174(24)  

1.0151(30) 

Placement -  0.7537(13) 0.3676(13) 0.5289(7) 
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and size of 

DG Type II 

1.7580(6) 0.9009(30) 

 

0.4642(24) 

0.1949(30) 

0.2477 14) 

0.5040(24)  

0.8370(30) 

 

 

 

Table 4. Comparison of power loss reduction (%) by 

BSA and others for Scenario 2 of IEEE 33-bus system 

 

Case  Ref. [1] GA BSA 

2 67.79 67.89 67.89 

3 - 86.44 86.45 

4 - 93.00 94.21 

5 - 95.56 95.95 

 

Scenario 3:  The obtained results by BSA for all cases 

of Scenario3 are given in Table 5. The power loss for 

Case2, 3, 4, and 5, respectively are 211, 29.8235, 

13.8957, 8.7463 and 7.4533kW. When we compare 

power loss of all cases, it is concluded that Case2 is 

better than Case1, Case3 is better than Case2, Case4 is 

better than Case3, and Case5 is the best among all cases 

in Scenario3. 

 

In Table 5, all values in bold font indicate that DG pairs 

(one of type I & one of type II) are connected in the 

same bus, while others are connected in different buses. 

Power loss reduction of BSA and GA results for all 

cases of scenario3 are given in Table 6. It is noticed that 

the obtained results by the proposed algorithm for all 

cases are better than GA results. 

 

Table 6. Comparison of power loss reduction (%) by 

BSA and others for Scenario 3 of IEEE 33-bus system 

 

Case  GA BSA 

2 83.28 85.87 

3 93.00 93.41 

4 94.51 95.86 

5 95.67 96.47 

 

Table 5. Results by BSA of all cases in Scenario 3 for IEEE 33-bus system 

 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Power loss 211 29.8235 13.8957 8.7463 7.4533 

 

 

Placement 

and size of 

DG Type I 
- 

 

 

 

0.6247(29) 

0.6755(14) 

1.0070(24) 

0.6972(30) 

0.7833(13)  

0.3295(30) 

0.5724 (3) 

0.4820(12) 

0.4270(27) 

0.3781(13)  

0.9094(24)  

0.7673(30) 

0.2647(25) 

0.3866(26)  

0.3918(31) 

0.7962(13) 

0.1000(21) 

0.6283(24)  

0.2068(28) 

0.1734(31) 

 

 

Placement 

and size of 

DG Type II 
- 

0.1000(30) 

0.3781(14) 

0.2393 (8) 

0.1261(14) 

0.2076(13)  

0.9685(30) 

0.3194(4) 

0.1321(10) 

0.3987(31) 

0.1000(13)  

0.3871(24) 

0.6595(30) 

0.3439(23) 

0.4105(27)  

0.5653(30) 

0.2732(13) 

0.1393(21) 

0.1000(24)  

0.2093(28) 

0.1000(31) 

 

4.2.  IEEE 69- bus system 

 

The IEEE 33-bus system is selected, with system 

voltage base of 12.66 kV for all cases, and base 

apparent power of 100 MVA for all cases. The test 

system has total active and reactive loads of 3.802 MW 

and 2.694 MVAr, respectively. The data for the line 

reactance and resistances, and for the loads connected to 

nodes, are given in [20]. 

 

Scenario 1:   The obtained results using BSA for all 

cases of Scenario1 are given in Table 7. The power loss 

for Case2, 3, 4, and 5, respectively are 225, 83.0704, 

71.567, 69.3767 and 67.84 kW. When we compare 

power loss of all cases, it is concluded that Case2 is 

better than Case1, Case3 is better than Case2, Case4 is 

better than Case3,  

 

and Case5 is the best for Scenario1. Comparison of 

power loss reduction of BSA and other for all cases of 

scenario1 are given in Table 8. It is noticed that, the 

obtained results by BSA for all cases of scenario1 are 

the best among all results. 

Table 7. Results by BSA of all cases in Scenario 1 for 

IEEE 69-bus system 
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 Case 1 Case 2 Case 3 Case 4 Case 5 

Power 

loss 
225 83.0704 71.567 69.3767 67.84 

Place-

ment and 

size of 

DG Type 

I 

- 
1.8710 

(61) 

0.5291 
(17) 

1.7820 
(61) 

0.5885 

(11) 
0.3445 

(20) 
1.7338 

(61) 

0.5448 (11) 
0.3572 (20) 

0.7188 (50)  
1.7181 (61) 

 

Scenario 2:   The obtained results by BSA for all cases 

of Scenario2 are given in Table 9. The power loss for 

Case2, 3, 4, and 5, respectively are 225, 23.133, 7.7836, 

5.7156 and 2.0784 kW. When we compare power loss 

of all cases, it is found that Case2 is better than Case1, 

Case3 is better than Case2, Case4 is better than Case3, 

and Case5 is the best for Scenario2. 

Power loss reduction comparison of the proposed 

algorithm, GA, and other results for all cases of the 

scenario2 are given in Table 10. It is noticed that, the 

obtained results by BSA for all cases are the best among 

all results. 

 

 Table 8. Comparison of power loss reduction (%) by BSA and others for Scenario 1 of IEEE 69-bus 

system 

 

Case Ref. 

[1] 

Ref. 

[5] 

Ref. 

[11] 

Ref. 

[12] 

Ref. 

[13] 
GA BSA 

2 62.94 - 63.01 63.02 62.95 63.08 63.08 

3 - - 68.14 - 68.09 68.19 68.19 

4 - 65,68 69.14 - 69.09 69.07 69.17 

5 - - - - - 69.80 69.85 

 

Table 9. Results by BSA of all cases in Scenario 2 for IEEE 69-bus system 

 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Power loss 225 23.133 7.7836 5.7156 2.0784 

Placement 

and size of 

DG Type I 
- 2.0275(61) 

0.5280(15) 

1.7266(61) 

0.3037(19) 

1.6533(61) 

0.1501(66) 

0.2774(11)  

0.2575(18) 

0.5289(49)  

1.1995(61) 

Placement 

and size of 

DG Type II 
- 1.4447(61) 

0.4654(15)  

1.2207(61) 

0.2203(19) 

1.1344(61) 

0.3391(66) 

0.5206(11)  

0.3569(18) 

0.7771(49) 

1.6666(61) 

 

Table 10. Comparison of power loss reduction (%) by 

BSA and others for Scenario 2 of IEEE 69-bus system 

 

Case  Ref. [1] GA BSA 

2 89.01 89.72 89.72 

3 - 96.23 96.54 

4 - 96.48 97.46 

5 - 97.37 99.08 

Scenario 3:  The obtained results by proposed algorithm 

for all cases of Scenario3 are given in Table 11. The 

power loss for Case2, 3, 4, and 5, respectively are 225, 

7.3167, 4.1776, 3.6989 and 1.8875kW. When we 

compare power loss of all cases, it is noticed that Case2 

is better than Case1, Case3 is better than Case2, Case4 

is better than Case3, and Case5 is the best for Scenario3. 

In Table 11, all values in bold font indicate that DG 

pairs (one of type I & one of type II) are connected in 

the same bus, while others are connected in different 

buses. 

 

In Table 12, comparison of power loss reduction of the 

proposed algorithm and GA for cases of scenario3 is 

given. It is noticed that the obtained results by BSA for 

all cases of scenario3 are better than GA results. 

 

Table 12. Comparison of power loss reduction (%) by 

BSA and others for Scenario 3 of IEEE 69-bus system 

 

Case  GA BSA 

2 96.64 96.75 

3 97.63 98.14 

4 97.94 98.36 

5 99.01 99.16 
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Table 11. Results by BSA of all cases in Scenario 3 for IEEE 69-bus system 

 

 Case 1 Case 2 Case 3 Case 4 Case 5 

Power loss 225 7.3167 4.1776 3.6989 1.8875 

 

 

Placement 

and size of 

DG Type I 
- 

0.5126(17) 

1.7805(61) 

0.4080(17) 

0.3148(50) 

1.8000(61)  

0.3387(66) 

0.6224(8)  

0.1440(17) 

0.6551(50) 

0.2630(21)  

0.7848(61) 

0.8759(62) 

0.2696(4)  

0.3414(19)  

0.2383(53) 

0.3477 (12)  

0.5359 (50) 

0.1000(61)  

1.2000(62) 

0.3674(64) 

 

 

Placement 

and size of 

DG Type II 
- 

0.3400(16) 

1.2483(61) 

0.1000(15)  

0.6084 49) 

1.1792(61)  

0.4645(66) 

0.3180(12) 

0.2186(40)  

0.3273(53) 

0.1000(21) 

0.2400(61) 

0.8745(62) 

0.2734(2)  

0.1314(15)  

0.1757(49) 

0.3036(12)  

0.3654(50) 

0.3094(61)  

0.5464(62)  

0.3532(64) 

 

Variation of fitness function versus iteration number of 

IEEE 33- and 69-bus system for Scenario-3 are shown 

in Fig.1 and 2, respectively. In Fig.1, the value of fitness 

nearly at 62nd, 50th, 45th and 52nd iteration for Case2, 3, 

4, and 5, respectively; in Fig.2, the value of fitness 

nearly at 74nd, 46th, 52th and 53th iteration for Case2, 3,  

 

4, and 5, respectively are approached to the optimal 

solution. 

 

It can be seen from the figures that all fitness values are 

reached the optimal solution before 75th iteration and 

there is no change after that.    

 
Figure 1. Fitness variation with iteration number for 33 

bus system with scenario3 

 

 
 

Figure 2. Fitness variation with iteration number for 69 

bus system with scenario 3 

 

Summary:  According to the obtained results by BSA 

for all scenarios and cases of both test systems, it is 

noted that power loss reduction gradually increases as 

the number of DGs is increased, as well as by changing 

the DG type, as shown in Fig. 3 and 4. It is clearly 

observed that the results of Case 5 of each scenarios 

offer the greatest power loss reduction for both the 

IEEE 33- and 69-bus system. The noticeable increase in 

power loss reduction under Scenario-3 is better than 

those in other scenarios. So, it is better to integrate some 

DGs, as in Scenario-3, in order to increase the power 

loss reduction. The location, size, type, and the number 

of DGs are the basic steps for planning improvements in 

system performance, especially the system power loss. 

 

 
 

Figure 3. Demonstrate power loss (kW) in each 

scenario with their different cases for 33 bus system 
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Figure 4. Demonstrate power loss (kW) in each 

scenario with their different cases for 69 bus system 

 

5. Conclusion 

 

In this work, the BSA is successfully applied in RDS to 

find optimal size, number, type, and location of DGs. 

These DGs are connected to the test systems and 

minimized their power loss. The DGs are integrated 

under 3 scenarios and 5 cases in each scenario. Under 

Scenario-3 (Case5), power loss is reduced by 99.16%, 

96.47%, respectively for 33 and 69 bus systems. It’s 

noticed that it is better to select suitable DG type to 

minimize power loss to a considerable amount. But the 

best way is to put DG type, and number in 

consideration.  

 

It is concluded that an optimal size, type, number of DG 

with suitable location can reduce the power losses by 

considerable amounts.  

 

In future work, Type III: Generating active and 

absorbing reactive power (wind power) and Type IV: 

Generating active and reactive power (synchronous 

generator) will considered by using the BSA. 

 

Nomenclature 

 

DG 

 

Distributed generation 
f  Fitness function 

g  Equality constraint 

h  Inequality constraint 

x  Control variables 

u  State variables 

lossP  Total power loss 

feederP  Feeder active power 

feederQ  Feeder reactive power 

iDGP ,
 DG active power output at 

thi  

bus 

iLoadP ,
 Active load at 

thi  bus 

iLoadQ ,
 Reactive load at 

thi  bus 

N  Total bus number 

DGN  Total number of DG 

SCN  Total number of SC 

iCF  Status (on/off) of the feeder 

iCDG  Status (on/off) of the distributed 

generation at 
thi  bus 

iCSC  Status (on/off) of the 

synchronous compensator at 
thi  

bus 

iV  Voltage magnitude at 
thi  bus 

ij  The voltage angle difference 

between buses i  and j  

iscQ ,
 SC reactive power output at 

thi  

bus 

ijG  Transfer conductance between 

buses i  and j  

SC Synchronous compensator 
SN  Number of population size 

D the number of optimization 

parameters 
Randshuff

 
random mixing function 

( )uplowRand ,

 
produce a random number 

between low and up 
Pop  Population 
oldPop

 
Old population 

~ Produce 

Tpop
 

Trial population 

min

,iDGP
 

Minimum DG active power 

output at 
thi  bus 

max

,iDGP
 

Maximum DG active power 

output at 
thi  bus 

ijI
 

Current magnitude at branch ij  

max

ijI
 

Allowable maximum current 

magnitude at branch ij  

ba,  ( )1,0Rand
 

=:  Update operator 
Popmutant

 
Population of mutation 

W  Value 

randn  Generates numbers between 0 , 

1 
map

 Matrix ( SN D ) 
min

,iscQ
 

Minimum SC reactive power 

output at 
thi  bus 

max

,iscQ
 

Maximum SC reactive power 

output at 
thi  bus 

ijB
 

Transfer susceptance between 

buses i  and j  
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Abstract 

 

Deep learning has become a way of solution for the realization of complex computations. As electronic 

communication starts to use more complex channels, the systems need to handle tough computations.  For 

this reason, research on the use of deep learning in communication has increased recently. These 

researchers aim to realize many applications used in communication with deep learning. Frame detection 

is one of the first things a receiver must handle, and it may require a lot of hard computations. Deep 

learning-based frame detection can be an alternative approach. This study aims to build models that 

perform frame detection with deep learning. The proposed models provide the performance of correlation-

based frame receivers commonly used for frame detection. The mean square root error of the prediction 

deviation is used as an evaluation metric to compare the proposed model to classic systems.  

 

Keywords: Communication, correlator, deep learning, frame detection, neural network 

 

1. Introduction 

 

Many modern communication systems transmit 

information in the form of a packet or frame in order to 

share the transmission medium. Frame structure usually 

contains information that determines its start and 

endpoint. The receiver must detect these points 

correctly. This process is called frame detection [1–2].  

Frame detection is vital to the performance of the 

system. The error to be made in frame detection can 

cause a lot of other synchronization problems in the 

system such as symbol, frequency, and etc. which in 

turn reduces the performance of the system. 

 

Mostly, the good frame detection depends on the 

algorithm used and the structure of the frame. A well-

designed frame should not increase the overhead 

information while facilitating frame detection, nor 

should it be in a format that costs more processing time 

and energy. 

 

The use of neural networks, which is the most primitive 

version of the deep learning model, is not new. [3] and 

the references within summarize these studies. These 

studies cover many important topics for communication 

systems such as modulation, demodulation, detection, 

synchronization, coding. These studies have not 

produced very successful results. However, the deep 

learning models obtained with multi-layered neural  

 

networks succeeded in producing successful results in 

communication systems. [4–6] are some of the review 

papers examine many excellent applications of deep 

learning to electronic communication. [7–14] show very 

successful machine learning-based communication. [9] 

combines all communication blocks in one entity and 

put forward a different approach for digital 

communication. [7] implements deep learning-based 

communication with software defined radio on AWGN 

channels. Generally, these papers try to optimize overall 

performance of the digital systems and do not let us 

know if deep learning can handle some very important 

receiver tasks such as frame detection individually and 

how good it is in these tasks. This motivates us to 

examine a deep learning-based frame detection. In this 

study, we will consider received signals that contains a 

frame in various noise levels. The proposed models 

detect frame beginning for various size of preamble 

information in various level of signal to noise ratio and 

the performance of the models compared to the 

correlation-based detector.    

 

2. Deep Learning Foundation 

 

Deep learning is performed with deep neurol network 

(DNN) that is very similar the shallow neural network 

(NN) in structure. Unlike NN, DNN generally have 

many layers. The connection between these layers may 

differ from NN and can be very complicated. DNN has 

mailto:*mete.yildirim@mail.ege.edu.tr
https://orcid.org/0000-0001-6335-4752
https://orcid.org/0000-0002-3544-0319


 

              Celal Bayar University Journal of Science  

              Volume 17, Issue 2, 2021, p 209-213 

              Doi: 10.18466/cbayarfbe.693942                                                                                              M. Yıldırım 

 

210 

different approaches than NN that help to create many 

successful applications to the various field. The 

calculation in NN is done by a neuron. Being the most 

basic unit of NN, a neuron does a simple calculation on 

the given input given as 𝑧 = 𝑤𝑇𝑥 + 𝑏. The output is 

estimated with an activation function 𝑎 = 𝑔(𝑧) [15-17]. 

The activation function, 𝑔(.), is generally non-linear. 

Some of them are named as “relu, tanh, sigmoid” etc. 

These non-linear function gives power to the model for 

non-linear output estimation. The structure that 

combines many neurons named layer. The neurons in a 

layer do not have inner connection and works 

independently.  

 

The machine learning generally subcategorized in two. 

They are supervised and unsupervised learning. In this 

study we only consider supervised learning. The 

supervised learning is performed based on known input 

and output. The model sets the inner parameters by 

itself to get desired outputs for the given inputs. This is 

done on many samples that is known as training 

samples. The best inner parameters are saved and used 

for validation data that is used to understand the model 

training mood. If the model is not undertrained nor over 

trained, it becomes ready to use for prediction on new 

datasets. For satisfactory result, the network must be 

provided enough training examples (𝑥(𝑖), 𝑦(𝑖)). The 

samples can be applied the model on vector based 

known feature vector. The computation of a neuron for 

the input features vector 𝑥 is given as , 

where 𝑤 is weighting vector and b is constant, hence a 

layer output given as is , where 𝑊 is a 

matrix, b is a constant vector. After calculation 

nonlinear output of neurons with the one of mentioned 

activation functions, the output is applied to next layer. 

In this calculation, 𝑊 and b are randomly initialized to 

small numbers. That calculation goes on until the last 

layer. The last layer of model must have neurons as 

many as the number of classes in classification problem. 

In other words, each class is represented with a neuron 

on last layer where the calculated values are converted 

to probability by using softmax function etc. In general, 

a NN is mapping of 𝑁𝑖dimension of input to 𝑁𝑜 

dimension of output given as 𝑓(𝑥; 𝑊, 𝑏): 𝑅𝑁𝑖 →
 

𝑅𝑁𝑜
. 

The difference between real output and model output is 

calculated with a cost function.  

 

    (2.1) 

 

The cost function is chosen according to the need. (2.1) 

shows a cost function for binary classification named as 

logistic regression log likelihood [18].  

 

The cost function can be maximized using gradient 

decent that is called the training of network. The more 

on deep learning, such as multinomial classification, 

softmax and etc. can be found in [19]. 

3. Frame Detection Model 

 

A frame is generally a joint structure of the preamble 

and an information message. A preamble known as 

marker is mostly a predesigned sequence of bits while 

the information message is a random sequence of 

symbols from the used alphabet. Sometimes the 

preamble itself can be made from the message to be 

transmitted for reducing waste of resources as given in 

[20]. Frame detection can be examined in two basic 

categories without loss of generality. These are 

correlation-based receiver (CBR) and maximum 

likelihood-based receiver (MLR)[2]. In the CBR, the 

received sequence is correlated with the local preamble 

and the correlation peak is used to determine starting 

position of the frame. The weaknesses of CBR can be 

considered as long processing time, saving a copy of 

preamble locally and sensitivity to frequency variation. 

The MLR shows better performance in the case of 

frequency deviation but considered as a costly way of 

handling frame detection.  

Figure 1. The samples of received signals. 

 

In this study, we consider the frame detection with deep 

learning and examine the different models and compare 

their performance to the basic correlator-based detector. 

The two are compared in terms of the deviation from the 

actual frame starting position by evaluating the 

deviation as a mean squared estimation error. The 

received signal is corrupted by the noise that reduces 

signal-to-noise ratio. The Fig.1 shows four signals 

received by a receiver at different time with various 

signal to noise ratio. This information could be 

considered a preamble to actual message signal to be 

transmitted. Since the message is a sequence of random 

symbols, it is preferred not to show in the figure for the 

sake of better visualization clarity. The receiver has to 

find where the frame starts. We consider the correlation-

based frame detector against the deep learning-based 

frame detector. While the deep learning-based receiver 

does not need to know what kind of preamble is sent, 

the correlation-based receiver needs to know the exact 

preamble. Therefore, the preamble between the receiver 

and the transmitter must be agreed beforehand which 

can be considered handicap of correlated-based 

receiver. Further, the CBR may require long processing 
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time. For the deep learning, it only requires a good 

training before it is used.  

 

The CBR correlates the received information with 

locally saved one and used the peak point as the starting 

position of the frame. The proposed DL model uses a 

softmax layer at the output and calculates the 

probability of every possible position for the preamble 

in the received corrupted sequence and choses the 

highest probability as the starting position of the frame. 

The input to model is the received sequence. As it could 

be possible to consider real and imaginary part 

separately, only the real part is considered in this study 

which turns out to provide satisfactory results.  

 

The proposed deep learning-based receiver uses fully 

connected layers. It has 6 hidden layers, dropout=0.2, 

number of neurons per layer 512, training size between 

100000-150000. While it is possible to provide deeper 

and larger NN, to have moderate training time, 

parameters are used. First, we provide the figures that 

shows the model neither overfits nor underfits. The 

overfitting and underfitting are two important issues in 

the training process of a NN model. The loss and the 

accuracy for the validation and the training datasets are 

considered to decide a well-fitting model. In Fig.1 

accuracy and loss graphs are given for various signal to 

noise ratio against number of the epochs. It is clearly 

seen that different signal to noise ratio requires different 

number of epochs. For example, 5 epochs are enough 

for -10dB while it becomes 30 epochs for 5dB. 

Generally, it requires more epochs around 0-10dB.  

 

The expected outcome for the model to generalize well 

is that the accuracy should be on the rise while for the 

loss is getting smaller and the gap between the 

validation and the training set should be moderately 

close for both as the number of the epochs increase. It is 

understood from the graphs on Fig.2 that around 15 

epochs are enough for well generalized model. The 

proposed model is trained for various SNR and 

preamble size. The Fig.3 shows DL model prediction 

versus CBR prediction error in terms of mean squared 

deviation. The two compared for the various preamble 

size in the range of 5 to 40 symbol for the signal to 

noise ration from -15dB to 10dB. It is seen from the 

figure; DL model can put so close performance to CBR 

with even a simple model given above.  Both receivers 

give zero deviation error above 10dB. 

 

Deep learning model can be in various forms. Some 

forms show better performance than others. The wisdom 

behind it cannot be explained mathematically. Hence, 

developing a good deep learning model is achieved 

through trial and error. The number of neurons used in 

model is considered part of parameters used in a model. 

Apart from the total number of neurons, their 

distribution can be matter. In the study the distribution 

of neurons to the hidden layers are considered as one of 

the parameters to adjust. Hence, we try to find out the 

best distribution to the hidden layers. Several 

distribution approaches are tested with various size of 

preamble. After many trainings of these models, we 

have seen that even distribution is the best choice in 

term of classification accuracy. The even distribution 

means that all the hidden layers have same number of 

neurons. The output of the proposed model is shown in 

Fig.4 that is tested for two different preamble sizes in 

the range of -15dB to 15dB signal to noise ratio. The 

Fig.4 shows the performance of the model with even 

and uneven distribution of neurons to the hidden layers 

for preamble size 5 and 10. The model with the even 

distribution generally shows better performance

 

Figure 2. The loss and the accuracy of deep learning-based receiver. 
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Figure 3. The Deep Learning-based and the correlator-based detector performance. 

Figure 4. Distribution of neurons 

 

4. Conclusion 

 

A deep learning model is designed to make frame 

detection. This model has been shown to be well-fitting. 

For this purpose, loss and accuracy graphs in validation 

and training datasets are given by simulation. Then, 

frame detection performances of these models were 

compared with correlation-based system. The mean 

square error of deviation is used as comparison metric. 

Then, some parameters of the model are adjusted and 

the best performing model for frame detection is 

formed. The model is observed to be successful in 

comparison to correlator-based detector. The deep 

learning-based detector is considered to superior to 

correlator-based detector since the second must have the 

preamble beforehand for detection while the first does 

not need to know it. This is considered as one of the 

proposed model superiorities to the correlator-based 

detector. The second superiority is that the correlator- 

 
 

 

based detector has to do heavy correlation calculations 

for every detection while the deep learning-based  

detector needs only offline training. This helps to reduce 

processing time and memory requirements seriously, 

requires less computing power and less power 

consumption at the receiver. These advantages come 

from the fact that DL based model just need to save 

weighted parameters that is used in some simple 

mathematical calculation to estimate the frame position. 

Observing the contribution of deep learning-based 

model frame detection, the conclusion we arrive is that 

the future communication systems must consider to use 

the DL based technologies.     
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Abstract 

Species of Carlina corymbosa L., Carthamus dentatus Vahl. and Picnomon acarna (L.) Cass. are 

belonging to Asteraceae family. The purpose of the study is to determine the anatomical structures of 

these species in the same tribe and to compare the features. Samples of root, stem and leaf of each species 

were collected, fixed and examined using a light microscope. In addition, some anatomical features were 

measured. Secondary growth was observed in the root cross section of each species. Secretory ducts were 

determined in all species. While the pith is filled with xylem elements in C. corymbosa and C. dentatus, 

the pith of P. acarna consists of different shaped parenchyma cells. Periderm was observed in the stem in 

all species. All species contain bicollateral vascular bundles in stem. In all species, glandular and non-

glandular trichomes were observed on the leaf cross section, on the surface of the adaxial and abaxial 

epidermis. While C. corymbosa has dorsiventral mesophyll, unifacial mesophyll is observed in other 

species. There is bicollateral vascular bundle in C. corymbosa whereas collateral vascular bundle was 

identified in C. dentatus and P. acarna. Also, C. corymbosa and C. dentatus have only one vascular 

bundle in the midrib but P.acarna has three vascular bundles. 

Keywords: Anatomy, bicollateral, collateral, dorsiventral, secretory duct, unifacial. 

 

1. Introduction 

 

Carlina corymbosa L., Carthamus dentatus Vahl. and 

Picnomon acarna (L.) Cass. are member of Asterales 

order, Asteraceae family, Carduoideae subfamily and 

Cardueae tribe [1]. 

 

The Asteraceae family is represented in the world with 

about 1911 genera and 32913 species [2]. In Turkey, 

there are 133 genera and 1156 species belonging to this 

family and tribe of Cardueae includes 39 genera and 

approximately 500 taxa [3-4]. 

 

The taxa belonging to Cardueae have morphological 

similarity features and these similarities cause problems 

in classification. In taxonomic studies, it is seen that 

only the use of morphological characters is insufficient 

and therefore, the necessity of anatomical, cytological, 

molecular, palynological studies etc. is revealed [5]. 

 

There are anatomical differences in the species 

belonging to Asteraceae family. In this family, the 

secretory structures (cavities, idioblast, ducts and 

trichomes etc.) are important anatomical characters and 

these structures are used for identification the species. 

For example, the micromorphology of trichome is a 

feature that can be used in the systematics of the 

Asteraceae [6]. Glandular and non-glandular trichomes 

are used as distinguished [7]. 

 

The aim of this research is to determine the anatomical 

features of Carlina corymbosa L., Carthamus dentatus 

Vahl. and Picnomon acarna (L.) Cass., which are 

members of the Cardueae tribe. 
 

2. Material and Methods 

2.1 Study areas and selected species 
 

Carlina corymbosa L., Carthamus dentatus Vahl. and 

Picnomon acarna (L.) Cass. were collected in August 

2018 from natural environments in Milas, Muğla 

(Figure 1). Their collection localities were as follows: 

Carlina corymbosa and Picnomon acarna, N 

37º21'52.503'', E 27º48'11.386'' 62 m.; Carthamus 

dentatus,  N 37º19'49.851'',  E 27º45'39.420'' 80 m.  

The taxonomic descriptions of all species were made 

according the Flora of Turkey [1].   
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2.2  Sampling 
 

Root, stem and leaves of species were fixed in 70% 

ethanol for the anatomical studies. Cross sections were 

taken from each plant material by using razor blade and 

sections were stained with hematoxylin.  

Well-stained sections were examined with BAB Image 

Analysing Systems Microscope (BAB-95) and 

photographed with BAB Microscope Camera. 

Anatomical structures were measured using BAB 

measurement program. 

       

Figure 1. a) Carlina corymbosa, b) Carthamus dentatus, c) Picnomon acarna 

3. Results and Discussion 

3.1 Carlina corymbosa 

 

In root cross section, secondary growth was observed. 

On the outermost, there is thick and multi-layered 

periderm. There are secretory ducts in the secondary 

cortex. The cambium cells, which between phloem and 

xylem, and the sclerenchyma tissues are clearly 

distinguished. Pith rays consist of distinct and 2-4 

layered cells. Pith is filled with metaxylem (Figure 2). 

The stem of C. corymbosa is almost circular. Uniseriate 

epidermis, consisting of rectangular-shaped cells 

surrounded by thick cuticle, is observed in cross section 

of the stem. The periderm layer consist of different 

sized and shaped cells. Endodermis and vascular 

bundles can be clearly distinguished. Sclerenchyma 

consists of 4-8 layered cells and the cambium is not 

very distinguishable. Phloem and xylem are well 

developed. The stem contains bicollateral vascular 

bundles. The pith is filled by oval and different sized 

parenchyma cells. In addition, calcium oxalate crystals 

are found in pith (Figure 3).  

 

In cross section of C. corymbosa leaf, there is a 

uniseriate epidermis with thin cuticle on adaxial and 

abaxial surfaces. Surface of both epidermis are covered 

with trichomes. Glandular and non-glandular trichome 

types are present. Uniseriate filiform trichome with 

elongated apical cells and capitate stalked trichomes are 

observed. Another trichome (bulbiferous flagellate 

trichome) feature of the observed was as follows: stalk 

2-celled, the lenght of the cells more than the width, 

second stalk cell swollen; apical cells long, flagellate. 

Dorsiventral mesophyll and bicollateral vascular 

bundles are observed in leaf. The midrib has only one 

vascular bundle. The adaxial parenchyma cells are 3-4 

layered and abaxial parenchyma cells are 1-2 layered in 

midrib (Figure 4).  
 

Figure 2. Root anatomy of C. corymbosa (ca: cambium;  p: periderm; ph: phloem; pr: pith ray; pt: pith; sc: 

sclerenchyma; sd: secretory duct; trc: tracheid; v: vessel; xy: xylem) 

c 

 a  b  c 
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Figure 3. Stem anatomy of C. corymbosa (ca: cambium; cr: calcium oxalate crystals; cu: cuticle; ep: epidermis; en: 

endodermis; p: periderm; pe: pericycle; ph: phloem; pt: pith; sc: sclerenchyma; sd: secretory duct; trc: tracheid; v: 

vessel; xy: xylem) 

 

 

Figure 4. Leaf anatomy of C. corymbosa (le: lower epidermis; me: mesophyll; ph: phloem; pp: palisade 

parenchyma; sc: sclerenchyma; sp: spongy parenchyma; t: trichome; ue: upper epidermis; vb: vascular bundle; xy: 

xylem

3.2 Carthamus dentatus 

Periderm and partially crushed epidermis are observed 

in the outermost part of the root cross section obtained 

from C. dentatus. There are secretory ducts in cortex 

and it is observed multi-layered sclerenchyma above the 

phloem. The cambium is clearly distinguished. Xylem is 

well developed and there are 2-5 layered pith rays. In 

addition to this, the pith is filled by xylem elements 

(Figure 5). 
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Figure 5. Root anatomy of C. dentatus (ca: cambium; co: cortex; p: periderm; ph: phloem; pr: pith ray; sc: 

sclerenchyma; trc: tracheid; v: vessel; xy: xylem) 

In the stem cross section taken by C. dentatus, the 

epidermis is determined as monolayered which is 

composed of rectangular or oval cells. The epidermis 

contains multicellular non-glandular unbranched and 

multicellular glandular trichomes. The periderm, 

consisting of different sized and shaped cells, is located 

underneath the epidermis. The cortex cells are observed 

flattened in a narrow region. There are resin ducts in the 

cortex and also cambium is distinguishable between 

phloem and xylem. Sclerenchyma which between cortex 

and vascular bundles, consists of 4-10 layered cells. 

Vascular bundles are bicollateral. Pith rays consist of 1-

2 layered oval and rectangular cells. The pith is filled 

with by hexagonal and oval parenchyma cells. Calcium 

oxalate crystals are present in pith (Figure 6). 

 

 

 

Figure 6. Stem anatomy of  C. dentatus  (ca: cambium; cr: calcium oxalate crystals; ep: epidermis; p: periderm; ph: 

phloem; pr: pith ray; pt: pith; rd: resin duct; sc: sclerenchyma; trc: tracheid; v: vessel; xy: xylem) 

In the cross section of leaf, there is a uniseriate 

epidermis with thin cuticle on adaxial and abaxial 

surfaces. Surface of both epidermis are covered with 

multicellular eglandular and multicellular glandular 

trichomes. Many different types of trichomes were 

identified in the leaf cross section. The trichomes were 

multicellular nonglandular unbranched and multicellular 

glandular. Trichomes are observed as uniseriate and 

biseriate. The trichomes observed are as follows: long 

stalked capitate, one cell shriveled multicellular non 

glandular, conical, biseriate pedunculata glandular, 

biseriate vesicular glandular, short stalked capitate, 

sessile two-celled glandular, uniseriate multicellular 

non-glandular trichome. Collateral vascular bundles are 

observed in unifacial leaf. The midrib has only one 

vascular bundle and vascular bundle is surrounded by a 

sheath of sclerenchyma. Small collateral vascular 

bundles are observed in the mesophyll (Figure 7)
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Figure 7. Leaf anatomy of C. dentatus (cl: collenchyma; le: lower epidermis; me: mesophyll; ph: phloem; pp: 

palisade parenchyma; sc: sclerenchyma; t: trichome; ue: upper epidermis; xy: xylem) 

3.3. Picnomon acarna  

In the root cross section, periderm layer consisting of 

multi-layered, irregularly shaped cells are observed on 

the outermost and the partially crushed epidermis is 

identified. Secretory ducts are observed in the cortex. 

The endodermis appears as a thin line and is not easily 

distinguishable. Cambium cells located between phloem 

and xylem are distinct. The pith consists of differently 

shaped parenchyma cells (Figure 8).

 

Figure 8. Root anatomy of P. acarna (ca: cambium; en:endodermis; p: periderm; ph: phloem; pr: pith ray;pt: pith; 

sc: sclerenchyma; sd: secretory duct; trc: tracheid; v: vessel; xy: xylem) 

 
There is a thick periderm layer, consisting of different 

sized and shaped cells, on the outermost surface of the 

stem. A narrow cortex is observed in the cross section 

and secretory ducts in cortex are present. The central 

cylinder is surrounded by an endodermis and pericycle  

 

 

is clearly distinguishable. Multi-layered pith ray are 

observed between bicollateral vascular bundles. The 

cambium is distinguishable between phloem and xylem. 

Sclerenchyma consists of 3-10 layered cells. The pith 

contains large polygonal and hexagonal 

parenchymatous cells (Figure 9).
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Figure 9. Stem anatomy of P. acarna (ca: cambium; en: endodermis; p: periderm; pe: pericycle; ph: phloem; pt: 

pith; pr:pith ray; sc: sclerenchyma; trc: tracheid; v: vessel; xy: xylem) 

 

In the cross section of leaf, there is a uniseriate 

epidermis with thin cuticle on adaxial and abaxial 

surfaces. Epidermis cells are observed square or 

rectangular. Surface of both epidermis are covered with 

whip-like and flagellate-filiform trichomes. Unifacial  

 

mesophyll are observed in leaf. Vascular bundles are 

observed in the middle part of parenchyma tissue in the 

mesophyll. The midrib has three collateral vascular 

bundles. The upper and lower parts of the vascular 

bundles are surrounded by sclerenchyma (Figure 10). 

 

 

Figure 10. Leaf anatomy of P.acarna (le: lower epidermis; ph: phloem; pp: palisade parenchyma; sc: sclerenchyma; 

sp: spongy parenchyma; t: trichome; ue: upper epidermis; xy: xylem) 
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Table 1. Measurements of anatomical structures of species 

Cross section of plants 
Carlina corymbosa Carthamus dentatus Picnomon acarna 

Root 

Root diameter (µm) 5753.75±400.52 2880.76±327.65 6919.89±1453.54 

Periderm thickness (µm) 300.06±62.41 120.22±25.83 230.36±71.22 

Phloem thickness (µm) 125.56±23.57 162.61±10.50 373.10±45.99 

Xylem thickness (µm) 1847.16±157.75 832.06±99.93 1561.37±186.44 

Vessel diameter (µm) 39.38±13.81 42.83±12.48 38.30±8.91 

Stem  

Vascular bundles number 12 23-24 26-27 

Periderm thickness (µm) 106.14±21.75 70.16±22.72 69.72±14.00 

Thickness of sclerenchyma (µm) 95.56±15.63 72.51±12.17 147.63±38.99 

Phloem thickness (µm) 163.81±18.58 200.85±36.84 198.64±42.36 

Xylem thickness (µm) 471.77±52.14 963.90±204.43 909.24±145.92 

Vessel diameter (µm) 29.58±6.75 35.94±10.42 51.61±14.65 

Pith diameter (µm) 429.20±52.86 1145.85±88.75 1727.55±277.26 

Leaf  

Adaxial epidermis thickness (µm) 18.75±2.61 16.92±2.45 13.94±1.80 

Abaxial epidermis thickness (µm) 21.08±2.54 16.39±3.20 12.15±2.02 

Mesophyll thickness (µm) 412.19±34.99 311.73±61.67 188.69±19.55 

Midrib thickness (µm) 668.65±14.91 757.07±115.87 652.31±32.99 

Number of vascular bundles in midrib  1 1 3 

µm: micrometer  

The root, stem and leaf anatomical features of all 

species are given as above. In addition, some anatomical 

characters of these species were measured and indicated 

Table 1. 

 

The species belonging to the Asteraceae family have 

different anatomical structures [8].Trichomes are 

important characteristic in phylogenetic studies related 

to the Asteraceae family [9-11]. In a study investigating 

the anatomy of the C. dentatus [12], it was stated that 

this species has glandular and non-glandular trichome, 

but the trichome types are not mentioned in detail. Long 

stalked capitate, one cell shriveled multicellular non 

glandular, conical, biseriate pedunculata glandular, 

biseriate vesicular glandular, short stalked capitate, 

sessile two-celled glandular, uniseriate multicellular 

non-glandular trichomes has been identified in this 

research. C. corymbosa contains uniseriate filiform, 

capitate stalked and bulbiferous flagellate trichomes 

whereas P. acarna has whip-like and flagellate-filiform 

trichomes. One of the distinguishing features of 

Asteraceae is the presence of secretory ducts [13-

14].The secretory ducts are observed in all species used 

in the research.  

 

Similar results were obtained when these species 

belonging to the same tribus were examined. In the root 

cross sections, the best secondary growth was observed 

in the C. corymbosa and periderm was thicker than 

others. However, in the root section of P. acarna, the 

pith was filled with parenchyma cells as different from 

the others and root diameter is highest in the this 

species.  In the Asteraceae family, the vascular bundles 

and leaf midrib differences are also valuable anatomical 

features [15-19].The maximum number of vascular 

bundle in the stem was determined in P. acarna. 

Bicollateral vascular bundle was observed in the stem of 

all species used in the study. While collateral vascular 

bundle was determined in the leaf cross sections of C. 

dentatus and P..acarna, bicollateral vascular bundle was 

detected in the C. corymbosa. Also, C. corymbosa and 

C. dentatus have only one vascular bundle in the midrib 

but P. acarna has three vascular bundles.  

 

There are calcium oxalate crystals in the tribe Cardueae. 

In a study of Cardueae [20], it was stated that C. 

dentatus contains prismatic and styloid crystals. 

Likewise, calcium oxalate crystals were observed in the 

pith of stem in all species in this study.  
 

4. Conclusion 
 

This study gives information about the anatomical 

features of the root, stem and leaf sections of Carlina 

corymbosa, Carthamus dentatus and Picnomon acarna. 

In the study, it was determined trichomes with different 

characteristics and this trichome diversity will 

contribute to the trichome micromorphology of 

Asteraceae. In addition, the results obtained from the 

study will constitute resource for the another research 

related to the anatomy of the Cardueae.  
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