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 In the study, based on the non-linear calculation methods used to determine the seismic 

performance of structures in TBSC 2018, the stress-strain, moment-curvature, displacement 

capacity, plastic rotation limits, and deformation-based damage limit values of the reinforced 

concrete circular cross-section columns were calculated and compared according to different 

design parameters. The studied effects of the design parameters on the non-linear relation of 

reinforced concrete columns were also evaluated in terms of strength, curvature, and displacement 

ductility of the sections. All design parameters affecting the non-linear behavior and deformation 

limits of the reinforced concrete circular cross-section columns were taken into account. 

Deformation demands for reinforced concrete structural members are essential for detecting 

element damage. Based on TBSC (2018), non-linear relationships of reinforced concrete columns 

were obtained in order to calculate plastic hinge properties and deformation limits. For the Limited 

Damage, Controlled Damage, and Collapse Prevention performance levels defined for the 

structural elements in TBSC 2018, plastic rotation and deformation limit values were obtained 

according to the characteristic values calculated from the non-linear analyzes of reinforced 

concrete circular columns. For column models, damage limits and damage zones calculated based 

on TBSC 2018 were shown on the visually obtained moment-curvature relationships. Depending 

on the upper deformation limit values derived, cross-sectional deformation damage levels were 

determined and evaluated using the moment-curvature relationships. The variation of the non-

linear behavior of column models by design parameters and deformation-based damage limits 

were examined both analytically and visually. The deformation limits remain in a safer direction 

as a result of increasing longitudinal and spiral reinforcement ratios for the reinforced concrete 

circular columns.  
 

Keywords: 

Non-linear behavior 
Moment-curvature 

Performance level 

Deformation limit 
Plastic rotation 

 

 

1. Introduction 

In determining the earthquake safety of existing 

building systems, using methods that predict performance 

analysis is considered more appropriate. By using these 

methods based on the non-linear theory, the behavior of 

building systems under external loads and earthquake 

effects can be predicted, and earthquake performances due 

to displacements and deformations can be determined 

more realistically [1-2]. The performance-based design of 

reinforced concrete (RC) structures involves the designing 

of structures by calculating specific structural performance 

or damage limits using deformation-based methods under 

the influence of earthquakes. The deformation-based 

design method takes into account the non-linear behavior 

of the materials that make up the RC structural members 

[3]. This method is very important in terms of providing 

the desired life safety performance target and criteria 

without a decrease in load carrying capacity under the 

effect of earthquake loads applied to RC structural 

elements [4]. Ductility of carrier elements is an important 

parameter in terms of structural safety. The ductility of the 

carrier elements that make up RC structures is the property 

that allows the structures to dissipate energy in the seismic 

region [5-6]. To be able to understand and realize the 

ductile seismic design of RC structures better, it is 

necessary to estimate the deformation capacity of 

structural bearing elements under effective earthquakes 

[7]. Many of the building collapses that have occurred in 

the past have been caused by insufficient column behavior. 

The main causes of column failures in buildings are shear 

failure and insufficient ductility capacity. In the 

performance assessment methods of existing structures, 

seismic codes generally determine the performance of 
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structural elements on their plastic rotational capacities [8-

10]. In the regulations, the damage limits that determine 

the performance are determined by taking into account the 

plastic rotations calculated by considering the material 

deformation limits [11].  

Whereas strength-based seismic design focuses on the 

estimation of internal forces, performance-based design 

focuses on the estimation of deformations [12]. The 

deformation-based design and assessment method is more 

advantageous than the strength-based design method 

because it allows taking into account the non-linear 

behavior of the material. The purpose of the deformation-

based design and assessment methods to be used to 

determine the structural performance of RC structures 

under earthquakes is to calculate the internal force 

demands for brittle behavior and the deformation demands 

for ductile behavior [1, 3, 13-14]. It is very important to 

know the behavior of RC columns under earthquake 

effects and to calculate the column damage limits for this 

behavior. The damage limits used in determining the 

performance can be calculated based on the amount of 

plastic rotation in the sections.  Plastic rotation amounts 

are determined according to the deformation limits of the 

materials that make up the structure [15-21]. 

Guidelines and codes have been prepared recently to 

provide procedures and acceptance criteria for the seismic 

design and assessment of RC buildings. The Turkish 

Building Seismic Code (TBSC) [11] is among the most 

recent ones containing sections on the seismic assessment 

of existing and newly constructed RC buildings. In the 

TBSC code, assessment and acceptance criteria are given 

on the basis of the elements that make up the structural 

system. The performance level evaluations of load-bearing 

elements are generally made according to the 

performance-based displacement capacities determined 

for the members. These deformation limits depend on the 

dominant behavior mode of the members. In the existing 

codes issued for the seismic evaluation of RC buildings, 

plastic rotation is adopted as the amount of deformation, 

and chord rotation is adopted as the measure of 

deformation. Unlike others, TBSC gives deformation 

limits in terms of strains [22].  

Accurate analysis of the non-linear behavior of RC 

structural members has always been an important subject 

of study because it provides a reliable estimate of the 

capacity and performance of buildings under seismic and 

vertical load effects. According to TBSC [11], non-linear 

behaviors such as material strengths, reinforcement 

configuration in the section, stress-strain, moment-

curvature relations, and plastic hinge properties are taken 

into account in the calculation of the deformation-based 

damage limits for different performance levels in RC 

structural elements. In addition, in TBSC, deformation-

based damage limits and damage zones are calculated 

according to different performance levels for RC structural 

members [11].  

In the study, non-linear inelastic calculation methods 

used to determine the earthquake performance of existing 

or newly built structures according to TBSC [11] were 

examined and stress-strain, moment-curvature, plastic 

rotation, and deformation-based damage limits of the 

designed RC circular column model were calculated. In 

order to obtain a more accurate simulation of the real 

structural behavior, non-linear moment-curvature 

relationships and stress-strain relationships of structural 

members should be investigated [23]. Based on TBSC 

[11], non-linear stress-strain, moment-curvature, and 

displacement relationships of the column sections to be 

considered in the analyses were first obtained in order to 

calculate the plastic rotation and deformation limit values. 

In previous studies, it has been observed that the moment-

curvature, lateral force-peak displacement, curvature 

ductility, and displacement ductility behaviors of RC 

structural members are significantly affected by changes 

in the axial load, longitudinal and transverse reinforcement 

ratios [24-26]. It is known that the non-linear behavior of 

reinforced concrete structural members depends on many 

parameters such as axial load, concrete grade, 

displacement ductility, transverse and longitudinal 

reinforcement ratio, seismic performance level, and 

applied force-displacement history [27]. In the analyses, 

all the design parameters affecting the non-linear behavior 

such as axial load level, spiral reinforcement ratio, and 

concrete grade in RC circular columns were taken into 

account. 

The basic philosophy in the design according to the 

deformation approach is based on the determination of the 

strength capacities of the elements that make up the 

structural system by non-linear analysis. The non-linear 

behavior of the designed RC column members was 

examined regarding the stress-strain obtained based on the 

real material behavior of concrete and reinforcing steel, 

and the moment-curvature relations according to different 

design parameters. Confined concrete strengths were 

calculated based on the Mander model [28] and the 

obtained stress-strain results were compared. Moment-

curvature relations of RC columns were obtained with the 

SAP2000 [29] software by considering the non-linear 

behavior of concrete and reinforcing steel and presented 

graphically. Based on the characteristic values obtained 

from the non-linear analysis, damage limit values were 

calculated for the circular columns section. The plastic 

rotation and deformation limit values were calculated for 

the Limited Damage (SH), Controlled Damage (KH), and 

Collapse Prevention (GÖ) performance levels as defined 

in TBSC [11].  Based on the TBSC [11], deformation 

damage limits and damage regions were visually 

processed on the moment-curvature relations obtained for 
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RC columns. Thus, it was ensured that the deformation 

limits and regions to be monitored visually on the moment-

curvature relations could be easily interpreted by the 

performance evaluation of the columns. 

 

2. Permitted Deformation Limits According to TBSC 

The damage limits calculated for different performance 

levels of RC structural members and the evaluation of 

damage status are very important in the performance-

based seismic design of earthquake-resistant RC structures 

[30]. To be able to apply the life safety-oriented 

performance-based seismic design method of RC 

structures, it is necessary to quantify the seismic 

performance indexes for structural members [31]. In the 

performance assessment to be made in TBSC [11], SH, 

KH, and GÖ performance levels and damage limit values 

were defined for structural RC load-bearing elements. 

Regarding RC members, SH defines a limited amount of 

performance level, KH’s strength can be achieved safely, 

and GÖ defines advanced non-linear behavior. For 

different performance levels, the limit values for 

reinforcing steel and concrete unit deformation according 

to the distributed plastic behavior model are given in Table 

1. Plastic rotation limit values according to the lumped 

plastic behavior model for performance levels are given in 

Table 2. Plastic rotation values can be calculated based on 

the moment-curvature relations by taking into account the 

axial load level and material models in the load-bearing 

elements. The mechanical reinforcement ratio of the 

effective confining reinforcement (𝜔𝑤𝑒) is calculated as in 

Equation (1).  

 

𝜔𝑤𝑒 = 𝛼𝑠𝑒𝜌𝑠ℎ,𝑚𝑖𝑛

𝑓𝑦𝑤𝑒

𝑓𝑐𝑒

; 𝑓𝑦𝑤𝑒=1.2𝑓𝑦𝑘 , 𝑓𝑐𝑒=1.3𝑓𝑐𝑘   (1) 

where 𝛼𝑠𝑒  is confinement effectiveness coefficient, 

𝜌𝑠ℎ,𝑚𝑖𝑛  is volumetric spiral reinforcement ratio, 𝑓𝑦𝑤𝑒 and 

𝑓𝑐𝑒  are expected yield strength of reinforcement and 

expected compressive strength of concrete, 𝑓𝑐𝑘  is the 

compressive strength of unconfined concrete, and 

( 𝑓𝑐𝑘=30-50MPa) and 𝑓𝑦𝑘 are yield strength of transverse 

reinforcement ( 𝑓𝑦𝑘=420MPa). 

The confinement effectiveness coefficient of the 

circular confining reinforcement in circular cross-section 

elements is given in Equation (2) and the volumetric ratio 

of the spiral confining reinforcement is given in Equation 

(3). In these equations, 𝑠 and 𝐴𝑜𝑠 are spacing and area of 

spiral reinforcement, and 𝐷 is the concrete core dimension 

to center line of perimeter spiral reinforcement. 𝑛=1 for 

spiral reinforcement. 

 

𝛼𝑠𝑒 = (1 −
𝑠

2𝐷
)

𝑛

 (2) 

𝜌𝑠ℎ =
2𝐴𝑜𝑠

𝐷𝑠
 (3) 

 

3. Non-linear Behavior of Reinforced Concrete 

Columns 

According to TBSC [11], in the calculation of 

deformation and internal forces for different performance 

levels of RC structural elements, non-linear behavior such 

as material strengths, reinforcement configuration in 

cross-section, stress-strain, moment-curvature, 

displacement relationships, and plastic hinge properties 

are taken into account. Stress-strain relations proposed by 

Mander et al. [28] were used for unconfined and confined 

concrete models in the performance evaluation according 

to deformation with non-linear methods.  

 

 

Table 1. Total unit deformations of concrete and reinforcing steel according to different performance levels [11] 
 

Deformation Limits Concrete Reinforcement 

GÖ 
a) 𝜀𝑐

(𝐺Ö)
= 0.0035 + 0.04√𝜔𝑤𝑒 ≤ 0.018 

b) 𝜀𝑐
(𝐺Ö)

= 0.0035 + 0.07√𝜔𝑤𝑒 ≤ 0.018 
𝜀𝑠

(𝐺Ö)
= 0.40𝜀𝑠𝑢 

KH 𝜀𝑐
(𝐾𝐻)

= 0.75𝜀𝑐
(𝐺Ö)

 𝜀𝑠
(𝐾𝐻)

= 0.75𝜀𝑠
(𝐺Ö)

 

SH εc
(SH)

=0.0025 εs
(SH)

=0.0075 

a) rectangular columns, beams, and shear walls, b) Columns with circular cross-sections 

 

Table 2. Plastic rotations for different performance levels [11] 
 

Deformation Limits Plastic Rotations 

GÖ 𝜃𝑝
(𝐺Ö)

=
2

3
[(∅𝑢 − ∅𝑦)𝐿𝑝 (1 − 0.5

𝐿𝑝

𝐿𝑠
) + 4.5∅𝑢𝑑𝑏] 

KH 𝜃𝑝
(𝐾𝐻)

= 0.75𝜃𝑝
(𝐺Ö)

 

SH 𝜃𝑝
(𝑆𝐻)

= 0 

∅u ; Maximum curvature, ∅𝑦 ; Yied curvature, 𝐿𝑝 ; Plastic hinge length, 𝐿𝑠 ; Shear span, 𝑑𝑏 ; longitudinal 

reinforcement diameters.  

 

  



 

 
The moment-curvature relations are required for the 

non-linear analysis of RC structures to predict section 

strength, stiffness, and ductility. For RC columns, the 

theoretical moment-curvature analysis can be done if the 

stress-strain relationships of both concrete and reinforcing 

steel are known. Accurate determination of the moment-

curvature relationship of RC load-bearing elements is a 

reliable indicator of the load capacity of structures 

subjected to seismic loads [32]. 

In order to perform structural design under the influence 

of earthquakes and to examine the seismic behavior of the 

structure, first of all, the behavior of the materials and 

elements that make up the structure should be known. The 

behavior of the carrier element under the effect of simple 

flexural and normal force or only simple flexural can be 

examined by obtaining the moment-curvature relation, and 

the changes in ductility level and stiffness can be observed 

by looking at its behavior. The moment-curvature relations 

were calculated by considering the Mander unconfined 

and confined concrete model [28] and the material 

properties given for the reinforcing steel in Figure 2. The 

concrete model developed by Mander et al. [28] was used 

for unconfined and confined concrete models in the 

analysis of RC column models. According to the Mander 

model [28]; confinement effectiveness coefficient (𝑘𝑒 ), 

Effective lateral confining stresses applied to core concrete 

in x and y directions ( 𝑓𝑙𝑥
′  and 𝑓𝑙𝑦

′ ), confined concrete 

compressive strength (𝑓𝑐𝑐
′ ), and the corresponding strain at 

maximum concrete stress ( 𝜀𝑐𝑐 ) can be calculated by 

Equations (4-7), respectively. The maximum compressive 

strain in the confined concrete (𝜀𝑐𝑢 ) can be found by 

Equation (8). In the equation, 𝜌𝑠 is the volumetric ratio of 

the total transverse reinforcement [33].  
 

𝑘𝑒 = (1 − ∑
(𝑤′𝑖)2

6

𝑛

𝑖

) (1 −
𝑆′

2𝑏𝑐
) (1 −

𝑆′

2𝑑𝑐
) (1 − 𝜌𝑐𝑐)⁄  (4) 

𝑓𝑙𝑥
′ = 𝑘𝑒

𝐴𝑠𝑥

𝑠. 𝑑𝑐

𝑓𝑦ℎ = 𝑘𝑒 . 𝑓𝑙𝑥

𝑓𝑙𝑦
′ = 𝑘𝑒

𝐴𝑠𝑦

𝑠. 𝑏𝑐

𝑓𝑦ℎ = 𝑘𝑒 . 𝑓𝑙𝑦

 (5) 

𝑓𝑐𝑐
′ = 𝑓𝑐𝑜

′ (−1.254 + 2.254√1 +
7.94𝑓𝑙

′

𝑓′𝑐𝑜

− 2
𝑓𝑙

′

𝑓𝑐𝑜
′

) (6) 

𝜀𝑐𝑐 = 𝜀𝑐𝑜 [1 + 5 (
𝑓𝑐𝑐

′

𝑓𝑐𝑜
′

− 1)] (7) 

𝜀𝑐𝑢 = 0.004 +
1.4𝜌𝑠𝑓𝑦𝑤𝜀𝑠𝑢

𝑓𝑐𝑐
′

 (8) 

 

For a comprehensive performance-based seismic 

assessment of existing or newly constructed RC framed 

structures, estimating the displacement capacity of the 

columns and their deformation relationships is crucial 

[34]. The displacement and deformation capacity of 

reinforced concrete columns are formed by sectional 

damage under seismic loads [35]. The displacement 

ductility of RC load-bearing members is an important 

parameter characterizing the seismic response of RC 

structures. Additionally, displacement ductility can be 

used to determine whether a structural design based on 

earthquake codes will achieve the main goal of seismic 

design [36].  

The ductile deformation capacity of RC columns as 

resistant to the effects of lateral loads is an important factor 

for achieving a better seismic performance in structures. 

Reinforced concrete columns designed with sufficient 

ductility typically prevent brittle fracture of structures. 

Ductility is an important property in terms of the 

determination of whether the seismic response of 

structures is suitable for the initial targets for which they 

were designed. The seismic design and evaluation of 

structural members should not only focus on strength but 

should also take into account the ductility of the members. 

In order to better understand and evaluate the ductile 

seismic design, the deformation capacity of the structural 

elements under the effect of severe seismic loads should 

be calculated [24]. The performance evaluation methods 

taken into account in obtaining the non-linear 

displacement capacity of the structural elements can be 

calculated by considering the plastic hinge and the 

displacement-controlled seismic design method [25]. The 

catastrophic deterioration of the mechanical strength of 

columns at final displacements is an important factor in 

terms of the seismic collapse of RC structures. Accurately 

calculating the deterioration of the mechanical strength is 

critical for evaluating the seismic collapse capacity of 

structures [37]. Reinforced concrete columns are exposed 

to lateral displacements under gravity loads and severe 

earthquake effects, and major damages occur in the plastic 

hinge regions where non-linear deformations occur. 

Deformations occur in the plastic hinge regions of the 

structural elements. To calculate large lateral displacement 

capacities, the structural members must have a large 

curvature capacity in the plastic hinge region.  

The plastic hinge method is used in the seismic design 

and performance evaluation of RC columns according to 

displacement-based. In RC structural members, the 

lumped plastic rotation values (𝜃𝑝) along the length of the 

plastic hinge (𝐿𝑝) are calculated as shown in Equation (8). 

The bending displacement capacity (∆𝑢) of RC columns is 

obtained as the sum of yield (∆𝑦) and plastic displacements 

(∆𝑝) (Equation 9). The term (∅𝑢 − ∅𝑦)𝐿𝑝 in the equation 

refers to the plastic rotation based on the assumption of 

plastic curvature, where the plastic hinge region is stacked 

at its center. In RC columns, the plastic hinge length (𝐿𝑝) 

shall be taken as half of the section height in the active 

direction (𝐿𝑝 = 0,50ℎ). ∅𝑦 and ∅𝑢 are yield and ultimate 

curvature values, respectively (Figure 1).  
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Figure 1. Theoretical model of elastic and plastic displacements 

in cantilever column 

 

𝜃𝑝 = 𝜑𝑝𝐿𝑝 = (𝜑𝑢 − 𝜑𝑦)𝐿𝑝 (9) 

∆𝑢=
𝜑𝑦 × 𝐻𝑤

2

3
+ (𝜑𝑢 − 𝜑𝑦)𝐿𝑝(𝐻𝑤 − 0.50𝐿𝑝) (10) 

 

4. Materials and Method 

In this study, depending on the non-linear behavior and 

calculation methods, the seismic performance of RC 

column models was analytically investigated by 

considering the displacement capacity and the 

deformation-based damage limits. The displacement 

capacities are taken into account in the theoretical model 

of elastic and plastic displacements for the cantilever 

column. Deformation values for RC column models are 

calculated for SH, KH, and GÖ performance levels defined 

in TBSC [11]. Total unit deformation limits of concrete 

were calculated based on spiral ratios and plastic rotation 

limit values at axial loads, and they were examined for 

different performance levels. The unit deformations of 

reinforcing steel is calculated by multiplying the strain in 

reinforcement at ultimate strength with constant 

coefficients for different damage levels.  

Circular cross-section columns are popular for column 

design of RC structures since their strength characteristics 

under seismic effects are similar in all directions. 

Therefore, circular column models with diameters of 

D=565mm and with the different concrete grades, spiral 

reinforcement diameters, spiral reinforcement spacing, 

and different axial loads were designed (Table 3 and 

Figure 2). How different design parameters such as 

material properties, axial load levels, rebar diameter, and 

spacing affected the non-linear behavior of the bearing 

elements and ductility criteria were calculated. Non-linear 

stress-strain, moment-curvature, and displacement 

capacity of RC columns were first obtained in order to 

calculate deformation limits and plastic hinge properties 

according to TBSC [11].  

In RC column models, the total displacement values 

were obtained according to the yield, and plastic 

displacement values were calculated by taking into 

account the axial load levels acting on the section 

according to the plastic hinge length. For the calculation of 

the total peak displacement values of the RC columns, 

characteristic yield and ultimate curvature (pre-failure 

curvature) values were obtained from the section 

properties, plastic hinge length, and non-linear analysis. 

The results are presented and interpreted in tables and 

graphs. For RC circular cross-section columns, the 

deformation damage limits and damage regions obtained 

based on the TBSC [11] regulation are given visually on 

the moment-curvature relations. Thus, the deformation 

damage limits and regions to be monitored visually on the 

moment-curvature relations will be easily interpreted by 

the performance evaluation of the bearing elements. 

Elastic and plastic displacements of RC circular column 

models were analytically calculated based on the 

cantilever column model. Accordingly, deformation limits 

calculated according to TBSC [11] are valid for circular 

cantilever columns (column height, h=3500mm).  

 

Table 3. Designed column section details  
 

Material (MPa) 
Spiral Reinforcement Axial Load 

(𝑁/𝑁𝑚𝑎𝑥) 
Diameters spacing 

C30 

C35 

C40 

C45 

C50 

8mm 

10mm 

12mm 

50mm 

55mm 

60mm 

65mm 

70mm 

75mm 

80mm 

0.10 

0.20 

0.30 

0.40 

 

 

 
 

Figure 2. Sectional geometry and reinforcement layout view of 

the designed RC circular columns 
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Figure 3 Stress-strain relationship for materials [11] 

 

In the non-linear analysis of RC column models, the 

material models for concrete and reinforcing steel are 

given in Figure 3. The combined effect of seismic and 

vertical loads (𝑁𝑑𝑚 ), cross-section area of RC column 

shall satisfy the condition  𝐴𝑐 ≥ 𝑁𝑑𝑚/0.40𝑓𝑐𝑘 [11]. In this 

study, 𝑁/𝑁𝑚𝑎𝑥  ratios of 0.10, 0.20, 0.30, and 0.40 were 

taken into account to investigate the effect of axial load 

levels on the non-linear analysis of RC circular columns. 

In the designed circular column models, the minimum 

ratio of the spiral reinforcement and the volumetric ratio 

of the spiral reinforcement are taken into account based on 

the conditions given in TBSC [11] and ACI318 [39] 

regulations. TBSC [11] and ACI318 [39] state that the 

ratio of spiral reinforcement shall not be less than 

Equations (10) and (11). 𝐴𝑐 and 𝐴𝑐𝑘 are gross section area 

and core concrete area of column, respectively.  

 

5. Numerical Study 

5.1 Stress–Strain Relation of Circular Columns 

In the designed RC circular column models, the stress-

strain relations for the confined concrete were obtained 

according to different spiral reinforcement ratios and 

concrete grade. The compressive stresses as a function of 

the compressive strain of the confined concrete were 

presented comparatively. The effect of the design 

parameters in the column sections on the stress-strain 

relationship of the confined concrete was calculated and 

compared (Figure 4). Although the yield strength of the 

spiral reinforcement used in the models was constant, it 

was concluded that the use of spiral reinforcement in 

different diameters and spacing values affects the lateral 

compressive strength of the designed reinforced concrete 

column sections. Increasing the spiral reinforcement ratio 

should be expected to have the same effect; therefore, it is 

normal for the section bearing capacity to increase when 

the spiral reinforcement is increased. As the spiral 

reinforcement spacing is reduced and the spiral 

reinforcement diameter increases, the ductility increases 

due to the confining effect. For the constant spiral 

reinforcement spacing in circular cross-section column 

models, it was concluded that the compressive strength of 

the confined concrete, calculated with the increase of the 

spiral reinforcement diameter, increases. For constant 

concrete grade, 𝜀𝑐𝑐 and 𝜀𝑐𝑢  values increase as spiral 

reinforcement diameter increases (confined concrete has 

more ductile behavior). For the constant spiral 

reinforcement ratio, as the concrete grade increases, the 𝑓𝑐𝑐 

also increases, but the confined concrete exhibits a brittle 

behavior (𝜀𝑐𝑐 and 𝜀𝑐𝑢  values decrease). According to the 

constant spiral reinforcement diameter, 𝜀𝑐𝑐and 𝜀𝑐𝑢 values 

decrease as spiral spacing and concrete grade increase. 

Since the longitudinal reinforcement ratio in the confined 

concrete models does not have a significant effect on the 

𝑓𝑐𝑐 , 𝜀𝑐𝑐 , 𝜀𝑐𝑢  values and the ductility of the column 

sections, it was considered constant in this study. 

 

 

5.2 Moment-Curvature Relationships of Circular Columns 

The moment-curvature analysis is required to calculate 

the non-linear behavior, strength, stiffness, and ductility of 

structural members. Moment-curvature relations are 

obtained according to different design parameters for 

circular column models. Moment-curvature relations of 

the designed RC circular section column models were 

obtained by making necessary analyses according to 

different design parameters, and investigations were made. 

The ductility of the RC column section can be expressed 

as the ratio of the maximum curvature to the yield 

curvature 
∅

= ∅𝑢/∅𝑦 . In the RC circular columns, the 

influence of different design parameters on the M-∅ and 


∅
 are shown in Figures 5-6, respectively. 

𝜌𝑠 = 0.45 (
𝐴𝑐

𝐴𝑐𝑘

− 1)
𝑓𝑐𝑘

𝑓𝑦𝑘

𝜌𝑠ℎ ≥ 0.12 (
𝑓𝑐𝑘

𝑓𝑦𝑘
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Figure 4. Stress-strain relationships of the RC circular columns according to Mander model 

 

 

 
Figure 5. Moment-curvature relations for RC circular columns according to different design parameters 
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Figure 6. Influence of different parameters on the curvature ductility 

 

When the moment-curvature analysis results of the RC 

circular column models are examined, it is seen that the 

variation of the axial load and spiral reinforcement has a 

significant effect on the non-linear behavior of the 

sections. For the constant spiral reinforcement and 

concrete grade, ductility values of column sections 

decrease as the axial load level increases. As a result of the 

increase in the spiral ratio, the moment capacity values of 

the column increase. As the moment bearing capacity 

increases with the increase in the spiral reinforcement 

ratio, the section ductility also increases. The spiral ratio is 

important for the ductility behavior of the columns and the 

curvature values increase significantly.  
 

5.3 Non-linear Displacement of Circular Columns  

In order to calculate the displacement capacity and 

ductility demands of RC circular cross-section columns, 

the ∆𝑦 and ∆𝑝 values according to the ∅𝑦 and the length of 

the plastic hinge of the sections were calculated, and the 

∆𝑢  value was obtained. The displacement ductility (
∆

) 

values were calculated based on the calculated ∆𝑦 and ∆𝑢 

values. The ∆𝑢  and 
∆

 values were calculated based on 

axial loads and plastic hinge analysis in circular columns. 

∆𝑦 and ∆𝑝 were taken into account in the calculation of ∆𝑢 

values of columns. In the RC circular columns, the 

influence of different design parameters on the ∆𝑢 and 
∆
 

are shown in Figures 7 and 8 respectively.  

There are differences in ∅𝒚, ∅𝒖, ∆𝒚, ∆𝒑, ∆𝒖and 
∆
 values 

calculated for the axial load levels. As the axial load levels 

increase, the ∆𝒑 , ∆𝒖 and 
∆

 values decrease. As the spiral 

reinforcement ratio increases, the ∆𝒖and 
∆
 values increase. 

As the spiral spacing increases, the ∆𝒖 and 
∆

 values 

decrease. The 
∆
 value decreases with increasing ∆𝒚 values 

and decreasing ∆𝒖 values. 
 

5.4 Deformation Limits for Different Performance Levels 

According to the non-linear calculation method, one of 

the most important steps in performance evaluation is to 

determine the damage limits for different performance 

levels in the structural elements. Deformation demands, 

which are taken as a basis for the evaluation, are also of 

great importance in order to determine the damage that 

will occur to the structural elements. In the calculation of 

deformation limits and plastic hinge properties, three 

different deformation limits (GÖ, KH, and SH 

performance levels) defined in TBSC [11] were used. In 

TBSC [11], the deformation limits given for reinforcing 

steel at different performance levels are obtained by 

multiplying the unit deformation values corresponding to 

the tensile strength of reinforcing steel by constant 

coefficients. The deformation limits for the As constant 

values, GÖ, KH, and SH performance levels are given as 

𝑠
(𝐺Ö)

= 0.0320 , 𝑠
(𝑆𝐻)

= 0.0075 , and 𝑠
(𝐾𝐻)

= 0.0240 , 

respectively. 𝜀𝑐 limit values were calculated for different 

5

10

15

20

25

30

35

40

0,1 0,2 0,3 0,4


∅

𝑁/𝑁𝑚𝑎𝑥

Concrete Grade: C30

Ps=0.0180

Ps=0.0124

Ps=0.0079
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40

30 35 40 45 50


∅
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N4
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spiral and longitudinal reinforcement ratios by taking into 

account the different performance levels. Plastic rotation 

limit values (𝜃𝑝) are functions of ∅𝑦, ∅𝑢, 𝐿𝑃, 𝐿𝑆, and 𝑑𝑏. 

Therefore, parameters affecting ∅𝑦 and ∅𝑢 values, such as 

concrete grade, axial load level, spiral ratio, and 

configuration of spiral reinforcement, also affect the 𝜃𝑝 

values. Deformation limits for different performance 

levels were calculated for the RC circular columns 

according to different parameters (Figure 9).  

 

 
Figure 7. Influence of different design parameters on the ultimate displacement 

 

 
Figure 8. Influence of different design parameters on the displacement ductility  
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Figure 9. Deformation limits according to different parameters  

 

 
Figure 10. Moment-curvature relationship deformation limits distribution  
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The deformation limits for the concrete (𝑐
(𝐺Ö)

, 𝑐
(𝐾𝐻)

) 

are calculated based on the expected strength of 

reinforcement steel and concrete (𝑓𝑦𝑒, 𝑓𝑐𝑒), reinforcement 

ratio of the confined reinforcement (
𝑠ℎ

) , and the 

configuration of the spiral reinforcement. Deformation 

limit for the SH performance level of the confined concrete 

is given as constant value (𝑐
(𝑆𝐻)

= 0.0025). The 𝑐
(𝐺Ö)

 and 

𝑐
(𝐾𝐻)

 damage limits vary based on different spiral 

reinforcement diameters and spiral reinforcement spacing. 

Total unit deformation limit values corresponding to 

different performance levels of RC column models were 

obtained based on TBSC [11]. Depending on the 

deformation upper limit values obtained, cross-sectional 

deformation damage levels were determined by the excel 

software, and they are shown on the moment-curvature 

graphs (Figure 10).  

 

6. Conclusions 

The ratio of spiral reinforcement affects the non-linear 

behavior of RC columns and their deformation limits and 

plastic hinge properties. In this study, definitions of 

structural performance levels were presented, and for 

members, performance indicator limits, which are mainly 

based on definitions of material deformation limits for 

each structural performance level, were achieved. It was 

determined that  𝑐
(𝐺Ö)

ve 𝑐
(𝐾𝐻)

 values decrease as spiral 

reinforcement spacing increases for the constant concrete 

grade and longitudinal and spiral reinforcement diameter. 

𝑐
(𝐺Ö)

, 𝑐
(𝐾𝐻)

 values increase with the increase of the spiral 

reinforcement diameter for the constant concrete grade, 

longitudinal reinforcement diameter, and spiral 

reinforcement spacing. In addition, for the designed 

column sections, 𝑐
(𝐺Ö)

 and 𝑐
(𝐾𝐻)

 values increase with 

increasing concrete grade for constant longitudinal and 

spiral reinforcement ratio.  

𝜃𝑝
(𝐺Ö)

 and 𝜃𝑝
(𝐾𝐻)

 deformation damage limits vary based 

on the moment-curvature relationship and axial load 

levels. The values of 𝜃𝑝
(𝐺Ö)

 and 𝜃𝑝
(𝐾𝐻)

 decrease with the 

increase of spiral reinforcement ratio for constant concrete 

grade and axial load levels. The values of 𝜃𝑝
(𝐺Ö)

 ve 𝜃𝑝
(𝐾𝐻)

 

increase with the increase of spiral reinforcement diameter 

for the constant concrete grade, axial load level, and spiral 

reinforcement spacing. As the concrete grade increases for 

the constant axial load level, spiral reinforcement 

diameter, and spacing, 𝜃𝑝
(𝐺Ö)

 and 𝜃𝑝
(𝐾𝐻)

 values decrease by 

a little difference. 𝜃𝑝
(𝐺Ö)

 and 𝜃𝑝
(𝐾𝐻)

 values decrease with 

increasing axial load level for constant concrete grade and 

spiral reinforcement ratio. One of the most important steps 

in the performance evaluation according to the non-linear 

calculation method is to determine the deformation 

damage limits and plastic rotation limits of GÖ, KH, and 

SH in the structural members. Because of increasing spiral 

reinforcement ratios, deformation damage limits of the RC 

columns remain in the safer direction. 
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 In the present work, a novel 9Cr oxide-dispersion strengthened (ODS) steel powders with Y2O3 

(0.5 wt%) dispersoids were synthesized by high planetary ball milling at different time intervals 

(2, 8, and 16 hours). The structural and crystallographical evolution of the produced powders 

during the ball milling and post-annealing treatment were evaluated by SEM, XRD, and micro-

Vickers hardness analyses. The SEM results showed that the fine dispersions of powders were 

achieved with the extending milling time. When milling time was 8h, it was observed that the 

mean size of powders increased maximum level of 101 μm and then dramatically reduced to 5 μm 

at latest milling time (16h). The XRD data revealed that the crystallite size of ODS powders 

diminished gradually with increasing milling time. Plus, all reflection peaks of the Fe, Cr, W, Mo 

expanded and the diffraction peaks of the Y2O3, W progressively disappeared with the increasing 

milling time. The hardness results revealed that the increasing milling time was beneficial for 

hardness improvement, due to dominant strain hardening mechanism and it developed from 160 

to 334 Hv after 16h of milling protocol. To understand high temperatures characteristics such as 

grain growth, phase transformation, and hardness of produced powders, 16h milled powders 

subjected to post-annealing treatments at 700 oC and 900 oC for 1 h. When pure Fe and Cr peaks 

were observed in the non-annealed powders, no evident reflection peak of Y2O3 was observed. 

However, all pure Fe and Cr reflection peaks became narrower and Y2O3 reflection exhibited more 

sharper tendency with increased annealing temperatures, which resulted in increased grain growth 

and formation of Fe-based oxide structures. 
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1. Introduction 

Oxide-dispersion strengthened (ODS) alloys contain 

very fine oxide particles and they are mainly used for 

structural applications for nuclear power plant 

constructions as piping and cladding tubes [1]. They are 

most important candidates for the fuel cladding materials 

owing to their extreme temperature strength, as well as 

their thermal stability at elevated temperatures and 

excellent resistance to corrosion [2-6]. The most diverse 

feature that differentiate ODS steels from other structural 

systems is that they have fine dispersoids comprising of 

several oxide based structures such as Al2O3, Y2O3, Ce2O3 

or uniformly dispersed Y-Al-O, Y-Ti-O constituents at a 

high number density in the matrix [7, 8]. These nanoscale 

particles throughout the matrix, cause the secondary phase 

particles to prevent the movement of dislocations during 

deformation and resultant an increment of the density of 

dislocations in the material [9, 10].  

ODS alloys are chiefly produced by the powder 

metallurgical ways, including ball milling/mechanical 

alloying of mixed powders with well dispersed oxide 

structures and followed consolidation and heating 

treatments [11]. The microstructural evolution and 

mechanical performance of ODS alloys greatly depends on 

process variables and chemical compositions. Generally, 

Y2O3, Ce2O3, La2O3, MgO, ZrO2 [12, 13] are added into 

ODS alloys as dispersed particles. Regarding the 

introduction of these dispersoids to the material system, 

which can generally harden the material, Y-based oxide 

structures are the foremost preferred ones due to its low 

solution ability in the base matrix, thermodynamically 

stable characteristics, and lattice divergence that favors 

their influence as dislocation propagation inhibiting 

dispersoids and their excellent irradiation stability 

performance [14].  

Li et al. [7] examined that the influence of different 

types of nanoscales oxides (Y2O3, Ce2O3, La2O3) on the 
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microstructure changes and mechanical properties of 

produced 14Cr-ODS steels. As well as superb thermal 

stability of Y2O3, they found that the Y2O3 added ODS 

alloys exhibit higher yield strength, have a lower particle 

size distribution and thus have a higher number density.  

In the past, several studies regarding the effect of small 

quantity addition of rare elements (RE) on the structural 

and mechanical characteristics of ODS alloys have been 

published [2, 3, 15-17]. The outcomes of these studies 

reveal that alloys composing of these elements exhibit 

higher mechanical performance and well-balanced 

uniform oxide particles compared with other traditional 

ODS alloys without containing these elements. Hoelzer et 

al. [18] were prepared 4 different samples comprising of 0, 

0.25, and 0.3 Y2O3 wt% added 14Cr-ODS employing two 

diverse methods. They reported that the nanoparticles 

added alloys showed remarkably higher strength than 

oxide strengthened alloys for elevating temperatures. 

Meanwhile, the ductility performance of the oxide 

strengthened alloys was superior to that of the 

nanoparticles strengthened alloys.  Xu et al. [19] found that 

the diverse annealing treatments was a crucial effect on the 

compositional fluctuations and design of nanoscale oxide 

dispersion performance. They reported that when 

annealing temperature reached to 1100 oC or above, the Ti 

enrich shell gradually vanished, and only Y-Zr rich oxide 

structures were stayed in structure. Various elements such 

as Hf, Ni, Ti and Zr added ODS steels have superior creep 

rupture strenghted than other ODS steels which does not 

include such elements [16, 20]. So, it is very important to 

clearly describe the microstructural and morphological 

changes of such minor elements during the mechanical 

alloying process, followed by the annealing or sintering 

parameters to be performed [3].  

9Cr-ODS steel is an encouraging candidate material for 

nuclear energy powerhouses, a system that requires 

superior mechanic attitude at increased temperatures [21]. 

In particular powder metallurgy, the fabrication process 

has come across some challenges in obtaining precise 

composition control [22]. Some of the diffusing atoms, 

such as Cr, V, Nb, W, and Mo significantly influence 

mechanical properties. This is thought to happen by 

microstructural evolutions. Besides, the main contribution 

to the advanced mechanical and creep performance in 

comparison with other martensitic-based steels is assigned 

to the presence of the nanoscopic oxide precipitations in 

the matrix, which hinder the mobility of dislocations called 

as Orowan looping mechanism [23]. Hence, the mean 

interparticle distance between oxides in the matrix is one 

of the manipulating parameters that regulate the material 

system's microstructural changes and resultant mechanical 

properties. The solution limit of Y in Fe is also very poor 

at room temperature [24]. Thus, it is hard to solve Y into 

Fe matrix by conventional metallurgy process. Hence, ball 

milling method is frequently chosen by various researchers 

to fabricate new Fe-based ODS steels [25, 26]. 

In this work, 9Cr prealloyed powders was selected 

matrix material and it was reinforced with Y2O3 0.5 wt% 

to produced ODS nanocomposite powders. The main 

purpose of this study was to examine size and structural 

changes of reinforcement phase (Y2O3) and the difference 

in the morphological structure and hardness properties of 

the mixed particles during ball milling and post-annealing 

treatment. This study exhibits recent improvements in the 

procedure of scrutinization of new generation 9Cr-ODS 

nanocomposite powders, to supply significant knowledge 

for microstructure control and hardness aspect in the 

context of structure-performance framework. In this 

regard, the combined influence of ball milling duration and 

annealing temperature on the microstructural evolution, 

particle size, crystal structures, and hardness properties of 

milled powders was assessed by using scanning electron 

microscopy (SEM), particle size analyzer and X-ray 

powder diffraction (XRD) analyses, energy-dispersive X-

ray spectroscopy (EDX), and consequently hardness 

measurements.  

2. Experimental Method 

The  prealloyed 9Cr ferritic powders consisting of Fe–

9Cr–1Mo–1W–0.2V (wt%) composition plus nanosized 

ceramic powders of Y2O3 (0.5 wt%) (Nanografi, Turkey) 

was milled in a Retsch PM 200 high planetary ball milling 

device, utilizing 125 ml tungsten carbide (WC) jar and 7.5 

mm WC balls maintaining a 15:1 ball to powder (BPR) 

weight ratio. The ball milling operation was performed under 

air atmosphere for 2, 8, and 16 hours employing rotation 

speed of 350 rpm with time interval i.e., milling operation 

was conducted 30 min and then rested 15 min till planned 

milling duration. The goal of such a milling procedure was 

to prevent increase high-temperature causing 

recrystallization in the plastically deformed powders. To 

eliminate severe cold welding and agglomeration, total 

amount of 2 wt% stearic acid was gradually added in milling 

system during each milling time was finished. Subsequently, 

16 h milled powders were annealed at 700 °C, and 900 °C  

for 1 h in Protherm brand furnace. The particle size values 

and their distribution behavior after the milling was analyzed 

by particle size analyzer (Malvern Mastersizer 2000) using 

laser diffraction in wet distribution. The morphological 

alterations of the produced powders were monitored by 

scanning electron microscope (SEM, Zeiss Evo-LS10). 

Besides, an energy dispersive X-ray spectroscopy (EDX) 

module in the same SEM instrument was utilized to assess 

the chemical differences and dispersion behavior of the 

synthesized powders. A high-resolution X-ray powder 

diffractometer curves were collected by (Malvern Xpert3) 

XRD instrument to evaluate the differences in the phase 

composition and to identify phase formation for different 
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milling times.   

According to available knowledge in the literature review 

[27, 28], the micro-Vickers hardness test was selected since 

it is suitable for multiphase structures due to its remarkably 

harder and smaller diamond indenter which minimize 

potential damage to the material during testing. The hardness 

test was performed with respect to different milling times in 

an ex-situ model. From each set powder group, a little 

amount of milled powders mounted in a 15 mm diameter 

bakelite and it left till fully cured. To calculate the hardness 

precisely, a smooth and homogenous sample surface is 

required. Thus, the bakelite molds were gently ground up to 

2000 mesh fine SiC abrasive papers and ultimately, they 

polished to a reproduce finishing surface employing ultra-

fine alumina paste (Ra: 0.25 µm). The micro-Vickers 

hardness measurement of each group was done utilizing a 

digital Innovatest W-HV400 Vickers-hardness tester under a 

constant load of 25 g and dwelling time of 15 s. To supply 

exactness and repeatability in the measurements, three 

identical samples were evaluated from each powder group. 

From each batch set, at least five different measurements 

were performed to insure accurate statistical sample and they 

were presented along with standard deviations and 

exemplary indentation figures. A schematic representation of 

the milling method and powder characterizations are 

illustrated in Figure 1. 

3. Results and Discussions 

3.1 Variation of Particle Shape and Size 

Figure 2 exhibits the SEM images of initial 9Cr powders 

and 9Cr-ODS ferritic powders with respect to different 

milling times. Figure 3 shows the minimum (d0.1), average 

(d0.5), maximum (d0.9) particle size of the milled powders. 

Considering both Figure 2 and 3, it was observed that the as-

received (unmilled) powders showed irregular shape with an 

average particle size of 92 μm. It was seen that the 2h milled 

powders were slightly flattened, and the mean size of the 

particles was about 89 μm. The main reasons for such a little 

reduction were both the applied low milling time (2h) and 

the high effectiveness of the initial process control agent 

(stearic acid) on the milling systematics. After milling of 8h, 

the average size of the powders reached to maximum levels 

(100 μm) because the powders subjected to cold-welding and 

repetitive flattened mechanism and like as ‘corn-flakes 

structure’ was observed in the microstructure as shown in 

Figure 2. One reason for the observed particle shapes can be 

originated from shearing effect of hard WC milling balls on 

the 9Cr-ODS ferritic matrix powders. Such an inspections 

were commonly monitored by several researchers 

conducting a study on the mechanical alloying of similar 

systems [29, 30]. Further deformation up to 16h, the particle 

shape totally transformed into randomly fractured irregular 

shaped smaller pieces as shown in Figure 2. The average size 

of this powder system dramatically decreased to minimum 

level of  5 μm (See Figure 3) because of excessive work 

hardening and dominant fracture mechanism during the 

milling duration between 8h and 16h. 

The monitored drastic reduction in powder size could also 

be assigned to the step by step fragmentation of thinned 

flakes (as indicated in Figure 4) into randomly fractured 

minor particles along with priorly existence of smaller 

irregular shaped powders. On the other hand, various 

researchers announced that the reduction in particle size was 

proof that fragmentation of flakes, creating new powder 

surface area [31]. 

 
Figure 1. Schematic representation of ODS principle and milling operation, experimental setup and measurements
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Figure 2. Particle shape changes of 9Cr unmilled powders and milled 9Cr-ODS powders at different milling times 

The kind and quantity of process control agent (PCA) is 

one of the most important parameters affecting kinetics of 

mechanical alloying. Employing insufficient amount of PCA, 

the surface area of the powders covered by the PCA is 

restricted. In this case, overdone-cold welding is still going 

on and alloying is not given a chance. Nevertheless, if the 

sufficient amount of PCA can completely cover the surface 

area of the powders, the excess cold welding mechanism 

does not occur [32]. An equilibrium is fulfilled between cold 

welding and fracture mechanism, and alloying takes place 

instantly. As the increasing specific surface area, the effect 

of PCA has reached the desired level and alloying has 

occurred. 

As shown in Figure 5, particle size distribution behavior 

of the initial powders displayed a homogeneous tendency. 

Since the low milling duration (2h) and effective PCA in the 

milling operation, a wide range of initial powders protected 

their initial shape and thus no discernible size distribution 

behavior was observed except for shifting towards lower 

angle due to reduced particle size. Plus, the particle 

morphology of the unmilled and 2h milled powders was 

nearly equiaxial as compared to further milling systems, as 

can be confirmed by examining Figure 2 and 5. However, 

this tendency gradually altered up to 16h milling duration. A 

broadened peak distribution towards to high particle size was 

achieved after 8h milled powders owing to numerous flake 

pieces resulted from rolling effect of milling medium. When 

16h milled powders were examined, particle size distribution 

varied within a narrow range with bimodal distribution 

meaning it has two different peaks. Nevertheless, these peaks 

were monitored in the quietly low side of particle size. The 

reason for this is that the flake-structure powders were 

fractured with prolonged milling time and as a result of these 

fractures, the smallest particles were formed in all milling 

operation. This is a significant indication that the particle size 

powders are nonuniformly  dispersed. In addition, as shown 

in the Figure 4, the cross sections of the powders reached 

about 800 nm due to the ball-wall, ball-ball and powder-

powder collisions and this leads to easier breakage of the 

powders with random fragmentation resulting two diverse 

peaks in distribution behavior. After milling 16h, the mean 

particle size dramatically decreases from 101 μm to 5 μm, as 

shown in Figure 3. Considering particle size and morphology 

analyses, it can be assumed that the ball milling operation 

consist of two stages: cold-welding and fracture mechanism 

[33]. Firstly, initial powders experienced severe plastic 

deformation under the rolling effect of WC balls, and it led 

to flakes with very thin cross section, as depicted earlier in 

Figure 4. Secondly, such a thinned powders were effortlessly 

fragmented into minor sizes due to high impact of powder-

powder, powder-jar, powder-ball crashes. As can be 

obviously experienced, ball milling process not only resulted 

in the shift of average size to lower values but also benefited 

the distribution tendency to narrow zone. 
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Figure 3. The differences in minimum, average, and maximum 

particle size for unmilled and milled powders with regard to 

increasing milling time 

 
Figure 4. SEM image, indicating cross-section view of thinned flake 

9Cr-ODS particles after 8h of milling 

 

3.2 XRD and Crystal Structure Analyses 

Figure 6 illustrates the XRD patterns of unmilled and 

milled powders. The monitored diffraction peaks belong to 

the Fe, Cr, W, Mo, and Y2O3 materials. However, no 

detectable diffraction peak was observed for V due to its 

quite low concentration (0.2 wt%) below the resolution limit 

of XRD instrument. As the increasing ball milling time, it 

was appeared that the peak intensity of Y2O3 vanished, which 

was assigned to its well distribution in the Fe matrix and 

accompanying reduction in particle size due to brittle solid 

behavior of hard ceramic Y2O3 phase. On the other hand, the 

diffraction intensities of Fe base metal and alloying elements 

decreased along with increased peak wideness except for 8h 

milled systems (to be explained in detail further). 

Considering available information in the classical theory of 

XRD, the widening reflection peak implies that the 

crystallite size or domain size reduces accompanying 

increasing lattice strain dependence on milling time [34]. At 

first glance, it was glittered that the (200) diffraction peak 

intensity of 8h milled powders (as described in green color) 

remarkably increased, and it also showed approximately 

same intensity in the main reflection of (110) direction. This 

observation perfected the particle shape image of illustrated 

in Figure 4, where flakes of 800 nm thickness were detected 

in 8h milled 9Cr-ODS powders.  The detected texture 

formation was ascribed to the plastic deformation provoked 

by the thinned flake particles from the rolling effect of rigid 

milling medium [35]. Increasing milling time up to 16h 

resulted in vanishing of texture formation on the particles. 

The disappeared texture was related to the development of 

smaller particles because of the fragmentation of platelets or 

flakes after 16h of milling, as depicted prior in Figure 2. 

 
Figure 5. The variation on the particle size distribution behavior of 

powders in regard to milling duration 

 
Figure 6. XRD diffraction patterns showing planes and phases of 

initial and milled powders at different milling duration 

 



 

 

 

The crystallite (domain) size of the (110) and (200) 

diffraction curves of the produced powders evaluated by 

XRD data utilizing Scherrer equation [36] with respect to 

ball milling time is illustrated in Figure 7. As shown in Figure 

7, increasing milling time resulted in reduction in crystallite 

size and concomitant widening of full width at half-

maximum (FWHM) in the (110) reflection of Fe which is 

expected by virtue of ball milling and solid solution 

mechanism resulted by decreased crystallite size (D) with 

extended milling time. Severe and repeated collision of 

powders-ball-jar changed the crystallite size of main 

reflection (110) from 132.19 nm to 14.12 nm. Also, it could 

be inferred that prolonging milling time resulted in increment 

in both lattice distortion and dislocation numbers because 

dislocations, voids, interstitials, and other metallurgical 

defects led to intense plastic deformation during mechanical 

milling operation [37]. Hence, one observes that the 

mechanical alloying process not only improve the grain 

refinement of the powders but also augments both strain 

storage on the lattice and dislocation density. However, 

crystallite size increased up to 85 nm on (200) reflection 

which was attributed texture formation on this 

crystallographic direction, as described earlier in Figure 4 

and 6. However, farther milling process created strict plastic 

deformation as a consequence high energy milling which 

was led to randomly arranged grain boundaries as barriers to 

dislocation movement and initiated solid-solution 

mechanism so, the domain size went down to 11.25 nm on 

(200) direction plane. 

The micro-Vickers hardness of the 9Cr-ODS steel 

powders against different milling times is presented in Figure 

8. The hardness of the powders improved from 160.74 Hv to 

334.63 Hv with increasing milling time because of excessive 

plastic deformation of the powder particles. The synthesized 

powders exhibit excellent hardness properties than that of the 

traditional plastic deformation routes [38]. 

 
Figure 7. The alterations on the crystallite size of (110) and (200) 

plane direction of powders for different milling times 

3.3 Hardness Properties of Milled Powders 

These milled powders subjected to strain hardening owing 

to prolonged milling duration which results in an 

enhancement in hardness of the particles. Such an 

improvement on hardness of produced powders can be 

defined by several cooccurring factors. The grain refinement 

mechanism is the prominent one among them. Following 

Hall-Patch principle, which defines the correlation between 

hardness/strength of polycrystalline samples and the grain 

size, as the grain size decreases the hardness increases. This 

equation can be also utilized by different modified constants 

for nano-crystalline materials [39]. Another crucial factor is 

the increased stored energy on the lattice originating from the 

high dislocation density triggered by improving milling time. 

Moreover, different mechanisms such as dispersion, 

precipitation, and solid solution hardening/strengthening are 

also effective in increasing the hardness/strength of the 

powders [40]. 

3.4 Effect of Annealing Treatment on The Produced 

Powders  

The high temperature development of the 16h milled 

powders can lead to precipitates, different phase 

transformations and grain growth mechanisms. To 

comprehend such an effect, XRD analysis was done on the 

annealed 16h milled powders. Figure 9 illustrates the XRD 

curves of as-milled (16h) and annealed powders at 

temperatures 700 oC and 900 oC. It was observed that all 

reflections exhibited a gradual decrement in FWHM 

meaning increment in crystallite size as a function of 

temperatures. The any  intermetallic phases were not 

encountered in as-milled powders due to small amount of 

Y2O3 and strain triggered peak widening influence. The 700 
oC annealed powders showed a Fe3O4 peaks. As for 900 oC, 

it was detected that Fe2O3 peaks in addition to Fe3O4. These 

peaks were monitored earlier for different 9Cr-ODS powders, 

that increased milling time resulted in the aggression of extra 

O in the material system and later these O react with the base 

Fe matrix to develop different Fe-O forms, which finally led 

to the development of Fe2O3 and Fe3O4 phases during 

elevating annealing temperature [41]. The present 

observations also showed good agreement with these studies. 

Moreover, the crystallite size of the main reflection of Fe was 

assessed utilizing Scherrer method, and chart describing the 

differences of crystallite size with respect to annealing 

temperature was illustrated in Figure 10. As the annealing 

temperature elevated, the crystallite increased to 67.25 nm 

and 160.53 nm for 700 and 900 oC, respectively. Figure 11 

shows the hardness results with exemplary indentation of the 

annealed powders. The micro-Vickers hardness of the 16h 

milled powders slightly increased from 324.71 Hv to 325.35 

Hv for 700 and 900 oC, respectively. It was observed that 

there were no clear changes among diverse annealing 

temperatures.
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Figure 8. The micro-Vickers hardness changes of the milled powders with exemplary indentation images for different milling times 

However, the annealed powders exhibited lower hardness 

as compared to as-milled powders, which was correlated 

with grain growth during elevating temperature, and it 

resulted in deteriorated hardness. On the other hand, oxide 

based intermetallic formation such Fe2O3 and Fe3O4 was 

beneficial for hardness due to their hard ceramic phases. 

Concomitant influence of grain growth and formation of 

intermetallic, which were unfavorable and favorable impact 

on hardness resulted in such an indiscernible difference on 

hardness performance. One reason for this case could be 

originated from combined influences grain coarsening and 

disappearing of structural defects inside of the powders due 

to thermal softening triggered by elevating annealing 

temperatures as reported by Nowik and Oksiuta [42]. 

To evaluate the aforementioned beneficial parameters on 

the hardness, SEM-EDS analysis was performed for 16h 

milled powders. The composition in the spectrum of 16h 

milled 9Cr-ODS powders employing EDX analysis showed 

in Figure 12. Figure represented atomic and weight 

percentage of content of distributed elements and their keV 

values.  

 

 
Figure 9. Crystallographical evolution of 16h milled 9Cr-ODS 

powders after annealing in ambient temperature, 700, and 900 oC 

 

 
Figure 10. Dependence of crystallite size of 16h milled 9Cr-ODS 

powders for different annealing temperatures 
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Figure 11. The micro-Vickers hardness and exemplary indentation 

images of annealed 16h milled nanocomposites powders 

The constituent of dispersed elements was comprised of 

Fe, Cr, W, Mo, Y, O, and C, which were existent in the pre-

alloyed and milled 9Cr-ODS powders. Even at small region, 

after 16h of milling protocol a well-balanced mixture of 

alloying elements was observed. As observed EDS analysis, 

alloying and reinforcement elements exhibiting uniform 

dispersion behavior throughout the matrix, may also lead to 

dispersion hardening mechanism. 

To supply hypothesis about the uniform dispersion of hard 

ceramic Y2O3 phases and alloying elements EDX line 

analysis was also performed. As shown in Figure 13, the 

spectra of constituent elements of 16h milled 9Cr-ODS 

powders were detected with nearly same distribution 

behavior. Such an observations were proofed that followed 

milling protocol i.e., 16h of milling time was sufficient for 

uniform dispersion of alloying and reinforcement elements. 

These observations agreed with great extend to XRD and 

hardness results. 

 
Figure 12. Results of the EDS analysis taken from indicated 

spectrum of 16h milled powders 

 
Figure 13. EDS line analysis of 9Cr-ODS powders milled for 16 h 

4. Conclusions 

In this paper, the 9Cr-ODS powders were synthesized by 

high planetary ball milling with different milling times (2, 8, 

and 16 h). The influences of milling duration on the 

microstructure, crystal structure and hardness properties of 

the produced powders were analyzed within the scope of  

structure-performance relationships. It was observed that the 

16h milling protocol developed the minimum particle size (5 

μm) as compared to initial form (92 μm) and these powders 

exhibited  almost single phase (Fe) with solutioned alloying 

elements. Besides, it was observed that the strain hardening, 

Orowan precipitation and solid solution hardening 

mechanisms triggered by collisions of milling systematic 

constituents (powder, ball, and jar) were presumed to most 

dominant factors on the hardening properties. Such an effects 

led to an increment on the powder hardness 160 to 334 Hv 

for initial prealloyed 9Cr powders and 16h milled 9Cr-ODS 

powders, respectively. However, no discernible difference 

was observed as a result of the formation of beneficial 

intermetallic on the increase in hardness and the 

simultaneous occurrence of the harmful grain growth 

mechanism after annealing treatment of 16h milled powders. 

Based on observed outcomes, it could be concluded that 

despite increasing temperatures, the produced 9Cr-ODS 

nanocomposite powders did not compromised of its hardness 

and that the materials produced by the applied methods in 

here are a new alternative for high temperature applications. 
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Research Article 

Post curing temperature effect on mechanical characterization of jute/basalt 

fiber reinforced hybrid composites 

Berkay KARAÇOR a,*  and Mustafa ÖZCANLI a   

 

  ARTICLE INFO  ABSTRACT 

 Fiber-reinforced polymer composites have a fast-growing performance in many areas of 

engineering as a replacement for metallic materials due to their low density, low cost, specific 

mechanical characteristics, and lower energy consumption. The efficiency of fiber-reinforced 

polymer composites at high temperatures is an issue that requires to be well investigated before 

this type of composite can be used in important engineering fields. The aim of this study is to 

examine the change in mechanical properties of homogeneous and hybrid composites prepared 

from epoxy resin reinforced with jute fabric and basalt fabric at three diverse post-curing 

temperatures (50°C, 70°C, and 90°C). The vacuum- assisted resin transfer molding process was 

used to fabricate the laminated composites. The tensile strength and microhardness values of post- 

cured homogeneous and hybrid composite samples were determined by tensile tests and Vickers 

hardness measurements. A water absorption test was also performed to determine the water 

absorption capacity of the fabricated composites. After tensile testing of the fabricated structures, 

the effect of post-curing temperatures on the interaction of the fiber-matrix interface was 

investigated by scanning electron microscopy analysis. The results indicate that with increasing 

the post-curing temperature from 50 °C to 90 °C, an improvement of 45.48% in tensile strength 

and 34.65% in hardness is achieved for the hybrid composites. Moreover, the results of the water 

absorption test show that the increased post-curing temperature reduces the water absorption 

capacity of the hybrid composites by 3.53 times.  
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1. Introduction 

In the automotive field, worldwide competition is a 

leading force in the emergence of improved and new 

materials, in order to reduce costs, maintain the ecological 

balance, and also maintain the share of commercial sales. 

In this competition, light mass designs are revealed and the 

desired requirements are met by the sector stakeholders' 

orientation to innovative materials [1]. During recent 

years, the usage of fiber-reinforced composite materials 

has been increasing for these innovative materials. 

Especially natural fiber reinforcements have created a 

remarkable recognition among researchers due to factors 

such as having low density compared to synthetic fibers, 

being cost-effective, being produced from natural sources, 

and being environmentally friendly [2]. Compared to 

synthetic fibers, the biodegradability of natural fibers, less 

damage to processing equipment and greater flexibility, 

improved composite surface quality in molded parts, and 

minimal health hazards are among the important 

advantages. For this reason, low-cost, light natural fibers 

such as abaca, sisal, hemp, flax, coconut, jute fiber can 

narrow the use of synthetic fibers in many areas [3], [4]. 

Moreover, natural fibers also have some critical 

disadvantages. The hydrophilic nature of natural fibers 

creates an issue in these cellulose-containing fibers that 

will significantly affect their mechanical features as well 

as their physical properties. Since the chemical nature of 

both the fibers and the matrix are diverse, it can lead to 

inoperative stress transmission during the formation of an 

interface of the produced composites [5], [6]. For this, the 

hybridization process of natural and synthetic fiber 

reinforcements contributes to the usage of natural fibers in 

structural applications. While the low mechanical 

characteristics of natural fibers are improved by the 

hybridization process, the cost of the other reinforcing 

element used, the damage to the environment, etc. factors 

are minimized [7]. Jute fibers are one of the most cost-

effective natural fibers cultivated in countries such as 
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India, China, Nepal, Bangladesh, and Thailand. In 

addition, it has many application areas such as aircraft, 

furniture sector, including the automotive sector. The high 

strength/weight ratio, good insulation features, mechanical 

features, and thermal features of jute fibers are effective in 

the preference of jute fibers in these areas. Whereas the 

lower density, specific strength per unit cost, specific 

stiffness, and strength in jute fibers are comparable to glass 

fibers, it is better than glass fibers in terms of specific 

modulus, besides jute is superior in terms of cost per 

module [8]–[10]. The use of light, low-cost natural fibers 

in many industries, including the automotive industry, is 

replacing a large part of the traditional materials used. 

Especially in automotive, the reinforcement of natural 

fibers to interior and exterior parts not only gives 

ecological sensitivity and recyclability without sacrificing 

safety but also affects fuel economy by reducing vehicle 

weight. Thus, the global CO₂ balance will not only be kept 

at a stable level even so will contribute to global 

sustainability by reducing dependency on petroleum-based 

products [11]–[13]. One of the fibers that have the 

potential to be used in the automotive sector is basalt fibers 

from the mineral fiber class. When basalt fibers are 

compared with vegetable natural fibers, it is seen that they 

have a higher modulus of elasticity and tensile strength. It 

is a green material that does not harm the ecological 

environment, has a cost of less than one-tenth of carbon 

fiber, and exhibits notably diverse characteristics from 

other fibers. Basalt rock fibers are nonflammable and 

explosion-proof, as well as atoxic reaction with water or 

air. It is stated that basalt-based composites can be used 

instead of steels and known reinforced plastics. Basalt 

fibers have good moisture, fatigue, and vibration 

resistance and exhibit superior characteristics in terms of 

acoustic insulation compared to other fibers [14]–[17]. 

However, many determinants like the type of matrix used 

in the production of composites, the filling material, the 

orientation of the fabric, and the production methods affect 

the mechanical characteristics of the hybrid composite. 

Researchers use various techniques to enhance mechanical 

characteristics in hybrid composites. They discovered that 

with this applied modification and chemical treatment, the 

fibers improved in mechanical characteristics, water 

resistance, and fire resistance compared to untreated 

composites [18]. Cangül et al. [19] conducted an 

experimental study to crosscheck the water solubility 

capacity and water absorption characteristics of the resins 

using four distinct resins. They commented that water 

solubility and water absorption in composite resin matrices 

are seen as one of the critical issues that change the 

chemical, physical, and mechanical structures of resins, 

the matrix and filler structure of the resin should be 

carefully examined to eliminate this effect. An accelerated 

aging effect has been created on composite laminates, and 

the mechanical responses that occur in laminates over time 

have been investigated. In the research, in which jute and 

basalt fibers were used as reinforcement elements with two 

different sequencing orders, it was observed that the 

hybridize operation of basalt fibers to jute fibers 

significantly increased the resistance to environmental 

aging [20]. Surana et al. [21] examined the mechanical and 

vibration characteristics of the samples they prepared 

using basalt fiber and epoxy. Whereas it was observed that 

2% filling material gave the best results in the tensile test, 

it was understood that 4% filling material was the critical 

value in the vibration test. Kumar and Singh [22] examined 

the impact of fiber orientation on impact strength, flexural 

strength, tensile strength, and hardness in basalt fiber 

reinforced epoxy hybrid composites. In the mechanical test 

outcomes, the best values were obtained for the composite 

specimens with a fiber orientation angle of 90°, as the 

composite specimens with a fiber orientation of 45° 

showed the lowest values. In an investigation of Darshan 

and Suresha [23], in which basalt fiber was hybridized 

with silk fiber, it was aimed to produce new composite 

materiel by incorporating basalt fiber in different weight 

ratios into silk fiber composites. It has been found that the 

composites composed of 25% by weight silk fiber and 

25% by weight basalt fiber give the most optimum 

mechanical properties for use in structural engineering 

applications. In another search in which basalt and jute 

fiber were used, the walnut shell was mixed with epoxy 

resin in weight ratios between 0% and 15% (0%, 5%, 10%, 

15%) to form composite materiel. It was found that the 

mechanical features were improved in the composites with 

higher walnut shell ratios by weight [24]. In an 

investigation in which nano graphene was used as filling 

material, the friction coefficients and specific wear rates of 

the products produced by producing homogeneous jute 

fabric composite, homogeneous basalt fabric composite, 

and hybrid basalt/jute fiber composite were investigated. 

In the results, the hybrid composites with the lowest 

specific wear rate and coefficient of friction are those 

containing 0.4% by weight graphene [25]. The mechanical 

characteristics of composite laminates in which jute fiber 

is combined in different ratios (20%, 30%, and 50%) were 

analyzed both experimentally and numerically. It was 

expressed in the results that the mechanical properties 

improved as the Jute fiber ratio increased in the 

combination [26]. In the microscopic and macroscopic 

examination of fiber metal layer composites in four 

different arrays consisting of basalt, jute, and aluminum, it 

was found that weak adhesion occurred between jute fibers 

and aluminum in the interfacial connections. It was stated 

that the poor adhesion of jute fibers with epoxy was the 

basis of the loss in mechanical features [27]. By the time 

these studies in the literature are examined, it has been 

observed that there is not enough research to investigate 
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the effect of temperature on composite materials. It is 

known that temperature is a very important parameter in 

composites both during production and during operation. 

Almeida-Chetti et al. [28] investigated how curing 

temperatures on four different composite resins influence 

the modulus of elasticity and flexural strength of the resins. 

It was determined that there was an augment in both the 

modulus of elasticity and the flexural strength of the post-

cured composites. In the search made by Singh et al. [29], 

it was investigated how the post cure temperature varying 

between 80°C and 130°C would affect the mechanical 

characteristics of composites produced with jute fiber and 

epoxy resin. Whilst there was an increment in elastic 

modulus, flexural strength, and tensile strength up to 

100°C, temperatures after 100°C had a negative impact on 

mechanical properties. The impact strength, on the other 

hand, had the highest value when the post curing 

temperature was at 80°C, while its increase from this 

temperature negatively affected the impact strength. It has 

also been found that the post-curing process improves the 

ratio of the material's loss modulus to the storage modulus, 

resulting in the development of the fiber matrix interface 

[30]. The effects of various operating temperatures during 

production were investigated, although the effects of 

different curing temperatures have been discussed in 

previous studies, it was found that the study on the effects 

of post-curing on tensile strength, hardness, and water 

absorption values of Jute and Basalt fibers and their hybrid 

composites is lacking in the literature. In this work, pure 

jute composites, pure basalt composites, and hybrid 

jute/basalt composites were fabricated using Jute and 

Basalt fabrics and epoxy resin. The fabricated composites 

were exposed to post-curing at 50°C, 70°C, and 90°C for 

1 hour. It was investigated how these three different post-

curing temperatures on the fabricated products in tests of 

tensile strength, hardness, and water absorption were 

scrutinized. The microscopic effects of the three different 

post-cure temperatures on the manufactured composites 

were also analyzed using scanning electron microscopy. 

 

2. Material and Methods  

2.1 Material  

Jute plain woven texture and Basalt plain woven texture 

were supplied by companies in Istanbul. These textures were 

utilized as reinforcement materiels. These texture 

characteristics used in this research are listed in Table 1. The 

fabric specimens are indicated in Figure 1. Also, the fabric 

stacking sequences are indicated in Figure 2. 

In this work, the related hardener LH160 and the epoxy 

resin L160 were utilized as matrix material. The hardener 

and epoxy resin were procured by Kompozitshop. The 

specific characteristics of the matrix assembly are listed in 

Table 2. A weight ratio of 100:25±2 was chosen for the 

mixture of epoxy resin and hardener, taking into account the 

values given by the manufacturer and data from previous 

studies. 

In this research, twenty-seven composite samples were 

prepared for homogeneous and hybrid composite structures 

with two different fabrics and three different post-curing 

temperatures. The fabrics were placed with unidirectional 

and inter-ply structure. The pattern names given to the 

samples for the composite laminates fabricated are listed in 

Table 3. 

After the samples were cured in a furnace at 50°C, 70°C, 

and 90°C for 1 hour, the cutting process was carried out with 

a waterjet device in the test sizes defined in the norms. 

Table 1. Fabric characteristics [31], [32]  
 

Fabric 
Weight

(g/m²) 

Thickness of 

fabric (mm) 

Warp

(tex) 

Weft

(tex) 

Jute 

fabric 
250 0.4 - - 

Basalt 

fabric 
200 0.2 200 200 

 

 

Figure 1. Fabric specimens: a) Jute fabric b) Basalt fabric 

 

 
Figure 2. Fabric stacking sequences of: a) Jute fabric b) Basalt 

fabric c) Jute/Basalt fabric hybrid structure 



 

 

 

Table 2. Hardener and epoxy characteristics [33] 

 

 

Table 3. Naming of prepared specimens 

  

 

2.2 Method 

The VARTM technique has been utilized in the 

manufacturing of hybrid composites comprise of epoxy resin 

reinforced with jute and basalt fabric. In this technique, a 

vacuum force is the main factor to remove the air that may 

be in the reinforcement material and to ensure that the resin 

enters the mold. Ensuring tightness is the most critical step 

in the fabrication process. All samples were produced at 

20°C ± 2°C and a pressure of 1 bar. First, the production area 

was surrounded with vacuum sealing tape, according to the 

dimensions of the fabrics, which were cut according to the 

standard dimensions. After the fabrics are lined up on the 

area in a predetermined order, peel fabric, infusion mesh, and 

vacuum foil are laid on top in order. Hose connections for 

resin inlet and outlet were then connected to the system, and 

the resin prepared in the determined mixing ratios was 

infused into the system. The vacuum pump was operated at 

a pressure of one bar for approximately two hours until 

excess resin movement ceased. The samples were cured 

within 24 hours after the pump was turned off. The samples 

taken after 24 hours were cured in a furnace at 50°C, 70°C, 

and 90°C for 1 hour and then prepared for waterjet cutting.  

2.3 Tensile Testing 

The tensile test was carried out to specify the 

mechanical features of the composite products produced in 

the scope of the study. Specimens with 250 mm length,25 

mm width and 2.5 mm thickness were prepared for the 

tensile test according to the ASTM D3039 standards. The 

tests were performed using the ALSA Hydraulic test 

device in KOLUMAN Automotive Industry Laboratory. 

ASTM D 3039 rule was taken into account when tensile 

testing the materials, and the test was carried out by 

adjusting the cross-head speed to 2 mm/min [34]. The 

apparatus with a capacity of 98000 kN load cell was 

utilized to construct tensile tests as is indicated in Figure 3. 

The experiments were performed at 20°C ± 2°C 

temperature and the sample sizes were entered into the 

computer program before starting the test. After the test, 

the values of tensile strength, modulus of elasticity, and 

strain rate values of the manufactured products were 

reached. From the average of the results of the 5 samples 

tested for homogeneous and hybrid composite structures, 

the values related to the tensile strength of the 

manufactured specimens were obtained. 

2.4 Hardness Testing 

The hardness value of the composite products 

manufactured in the study was assigned by the Vickers 

hardness method. The measured Vickers hardness values are 

directly related to the applied load and the area created by the 

impression on the test surface of the material. The ASTM 

E92-17 standard was taken as a reference when measuring 

the hardness of the samples, and the measurement was made 

by selecting the force value of 0.2 kgf using an AOB Lab 

product machine. Specimens with 70 mm length,70 mm 

width and 1.5 mm thickness were prepared for hardness test. 

[35]. Fifteen hardness measurements were performed on the 

prepared sample surfaces and the average of the 15 values 

was recorded as the Vickers hardness value of the composite 

product. 

 
Figure 3. Tensile testing machine 

 LH160 

Hardener 
L160 Epoxy 

Density (g / cm³) 0.96-1.0 1.13-1.17 

Viscosity (mPas) 10-50 700-900 

Actuation 

temperature (°C) 
- 

60 / +50 except 

heat treatment 

-60 / +80 by 

performing heat 

treatment 

Refractor index 1.520-1.521 1.548-1.553 

Mensuration 

circumstances 
25°C 25°C 

Pattern 

name 

Textile versions 

J Jute fabric 

B Basalt fabric 

JE Jute fiber reinforced homogeneous composite 

BE Basalt fiber reinforced homogeneous 

composite 

JBE Jute/ Basalt fiber reinforced hybrid composite 
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2.5 Water Absorption Analysis 

The objective of this analysis is to specify the water 

absorption capacity of the samples produced in normal water, 

taking into account ASTM D-5229 standards [36]. For the 

water absorption test, the samples were produced in the 

dimensions of 100 mm length, 100 mm width and 2 mm 

thickness and prepared for the test. The three composite 

samples were tested with water during their stay in the 

container. First, the dry weights of the produced products 

were measured on a digital balance, then the samples were 

immersed in water for 120 h and the samples were weighed 

at regular intervals and the amount of water absorbed was 

noted periodically. The test was implemented at room 

temperature. Tap water was used in the containers in which 

the samples were placed. The preference for tap water is 

because there are also studies using tap water, and these 

studies also yield close results to real results. 

 

2.6 Morphological Analysis 

The SEM FEI Quanta 650 Field Emission device was used 

to examine and analyze the surface morphology of the 

produced composite samples. The surface conductivity of 

the samples was increased by gold spraying and the surface 

coating was performed. The aggrandizement capacity of the 

instrument is in the range of 6-1,000,000 x times and can be 

operated at 30 kV. With this analysis, it will be possible to 

observe the fracture surface of the composite samples and 

explore the interfacial properties such as fiber-matrix 

interactions, matrix cracks in the material, fiber shrinkage, 

fiber breakage, and fiber-matrix bond separation. 

3. Result and Discussions 

3.1 Tensile Test Results 

In the scope of this research, tensile test outcomes are 

given in Figure 4. The standard deviations in the test results 

were ±3.94, ±19.92, and ±7.82 for the J, B and JB samples at 

50°C, ±7.87, ±22.96, and ±5.08 for the J, B and JB samples 

at 70°C, respectively. These deviation values for 90°C are 

±1.06, ±17.91, and ±4.78 for J, B and JB samples, 

respectively. According to the results obtained, the post-

curing temperature being 90°C instead of 50°C caused an 

increase in the tensile strength value of hybrid jute/basalt 

composites and homogeneous jute composites, while a 

decline in tensile strength value was observed in 

homogeneous basalt composites. Increasing the post curing 

temperature above 70°C in homogeneous jute and basalt 

composites had a negative impact on the tensile strength. It 

has been stated in the studies that this situation is associated 

with the glass transition temperature of polymers. The 

outcomes of the study displayed that the tensile strength 

value of the samples produced did not change when the glass 

transition temperature was exceeded in the material.  

 
Figure 4. Tensile test results 

In a study in which the hybridization process of jute fiber 

was performed, it was expressed that the tensile strength and 

flexural strength values declined by rising the post cure 

temperature from 60 °C to 90 °C [37], [38]. In this study, a 

tensile strength increment of 21.22% in homogeneous jute 

composites and 8.21% in homogeneous basalt composites 

was observed at post-curing temperature increasing from 

50 °C to 70 °C. In hybrid jute/basalt composites, on the other 

hand, increasing post-cure temperature from through 50 °C 

to 70 °C provided a tensile strength increase of 27.18%, as 

increasing post-cure temperature from 70 °C to 90 °C 

provided a 14.39% increase in tensile strength. Besides, 

compared to homogeneous jute composites, the tensile 

strength of hybrid jute/basalt composites increased by 1.96, 

2.06, and 2.68 times at 50 °C, 70 °C, and 90 °C post curing 

temperatures, respectively, with hybridization process. This 

reflects the positive impact of increasing the post-cure 

temperature on the tensile strength values of the 

hybridization process. 

Table 4 displays the elastic modulus and elongation rate 

results of produced composites. As the elastic modulus 

results are evaluated, the rise in post-cure temperature from 

50°C to 90°C in parallel with the tensile strength value 

results had a positive effect on homogeneous jute composites 

and hybrid jute/basalt composites, while it had a negative 

effect on homogeneous basalt composites. In the results of 

the elongation rates, the impact of post-cure temperature 

increase was similar to the tensile strength and elastic 

modulus results. In the study where the post curing 

temperatures at 60 °C, 80 °C, and 100 °C were analyzed 

using jute fabric, it was found that the elastic modulus value 

increased with increasing post curing temperature [39]. 

Rising the post-cure temperature from 50 °C to 90 °C led to 

an elastic modulus increase of 1.58 times in homogeneous 

jute composites and 1.44 times in hybrid jute/basalt 

composites. Whilst these rates tend to increase by 1.02 times 

at post-curing temperatures rising from 50°C to 70°C in 

homogeneous basalt composites, post curing temperature 

increasing from 70°C to 90°C caused a 1.14 times decline in 

elastic modulus value.  
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Table 4. Elastic modulus and elongation rate results 
 

Post-cure 

temperature 

Elastic modulus (MPa) 
Post-cure 

temperature 

Elongation rate (%) 

Jute Basalt Jute/Basalt Jute Basalt Jute/Basalt 

50°C 
993.2±

21.52 

5749.2

±24.78 
1227±49.13 50°C 4.22±0.22 9.76±0.27 6.26±0.39 

70°C 
1139.4

±31.76 

5892.8

±21.48 
1464.4±65.8 70°C 4.24±0.23 9.94±0.27 6.52±0.18 

90°C 
1567.4

±18.9 

5148.8

±20.04 
1768.2±62.57 90°C 4.56±0.13 9.3±0.27 6.34±0.17 

In the previous studies, it has been found that the features 

of tensile strength at different temperatures applied to hybrid 

composites using basalt fibers vary depending on the 

temperatures [38]. Elevated the post-cure temperature from 

50°C to 90°C in percent elongation rates resulted in an 

increase of 1.01 times in hybrid jute/basalt composites and 

1.08 times in homogeneous jute composites. 

3.2 Hardness Test Results 

Figure 5 gives the microhardness results of prepared 

composites in this research. It indicates that Vickers hardness 

value increases with increasing post curing temperatures 

both in homogeneous composites and hybrid composites. It 

can be shown that the enhanced cross-links formed by the 

post-curing process in the polymer matrix resin make the 

composite structure more robust, causing an increase in the 

hardness value due to the increased post-curing temperature. 

In a study in which the hardness test was performed by rising 

the post-cure temperature from 40°C to 80°C, it was 

determined that the hardness value enhanced with the post-

cure temperature [40]. Increasing the post curing temperature 

from 50°C to 90°C resulted in an increase of 36.15%, 

19.53%, and 34.65% in Vickers hardness values for JE, BE, 

and JBE, respectively. As the post-cure temperature is 

increased from 50°C to 70°C, these rates are 28.86%, 12.6%, 

and 7.97% for JE, BE, and JBE, respectively, in Vickers 

hardness values. Increasing the post-cure temperatures from 

70°C to 90°C increases the Vickers hardness values by 

5.66%, 6.16%, and 24.71% for JE, BE, and JBE, respectively. 

While the standard deviation values were ±23.67, ±20.07, 

and ±25.05 in J, B and JB samples, respectively, at 50°C, 

they were ±10.32, ±22.3, and ±27.53 in J, B and JB samples 

at 70°C. These values are ±12.64, ±14.24, and ±20.55 for J, 

B and JB samples at 90°C, respectively. 
 

3.3 Water Absorption Analysis Results 

Figure 6, 7 and 8 gives the water absorption analysis 

outcomes of produced samples. Because of the hydrophilic 

nature of jute fibers, the highest water absorption was 

observed in homogeneous jute fiber composites. Basalt 

fibers from mineral fibers did not absorb as much water as 

jute fibers. In previous studies, basalt fiber was successful in 

preventing water penetration into the fiber-matrix interface 

by showing better water-repellent behavior in basalt 

hybridization application in composites [41]. In JE 

composite structures, the water absorption rates of 7.31%, 

6.14%, and 8.94% were observed in the samples applied 

post-cure temperatures of 50°C, 70°C, and 90°C, 

respectively. These increase rates were found as 0.42%, 

0.25%, and 0.24% in BE structures at post-cure temperatures 

of 50°C, 70°C, and 90°C, respectively. In JBE structures, 

water absorption was 1.66% at 50 °C, 0.74% at 70 °C, and 

0.47% at 90 °C. From this, it is observed that the water 

absorption of the hybrid composites made with basalt fiber 

and jute fiber is significantly less, and the water absorption 

of the jute fibers is significantly inhibited by the basalt fibers. 

Water absorption is also affected by the cell wall, the lumen, 

the gap between fiber and resin, and poor interfacial bonding 

[42]. It is obtained from the results in the graph that the water 

absorption decreases with the increase of post-curing 

temperatures. This is an indication that the polymer epoxy 

matrix forms stronger bonds as the post-cure temperature 

rises, reducing the water absorption capacity of the fibers. 

3.4 SEM Analysis Results 

The images from Figure 9 to Figure 17 show the SEM 

analysis images of the structures after the tensile test 

performed after the post-cure temperatures of 50°C, 70°C, 

and 90°C were applied. SEM analysis image of 

homogeneous jute fiber composites applied at 50°C post 

curing temperature is given in Figure 9. 

 
Figure 5. Hardness test results 
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Figure 6. Water absorption analysis results of Jute composite 

 

Figure 7. Water absorption analysis results of Basalt composite 

 

Figure 8. Water absorption analysis results of Jute/Basalt hybrid 

composites 

 

Whilst voids are seen in the JE structure, there are almost 

no void structures in the BE structures in Figure 10. Fiber 

shrinkage and fiber elongation were detected in JE structures, 

and homogeneous fiber breaks were detected in BE 

structures. In the JBE structures in Figure 11, it was 

understood that due to the strong bonding of the matrix resin 

and the fibers, no voids were observed, fiber shrinkage and 

elongation of the jute fibers were observed, while basalt 

fibers broke into fiber bundles. In the samples after the 

tensile test, fiber breaks and fiber shrinkage due to 

mechanical load are also observed at different post-curing 

temperatures in the hybridization of jute fiber with different 

fabrics [43]. It is seen that the jute fiber structures in Figure 

12 show fiber shrinkage. In the comparison of BE structures 

in Figure 13 and Figure 11, it was determined that basalt 

fibers were broken in bundles and homogeneously and did 

not show fiber shrinkage or elongation. 

By the time the JE structures in Figure 15 are checked 

against the JE structures in Figure 9 and Figure 12, it was 

found that the gaps between the matrix resin and the fibers 

increased. This can be expressed by the fact that natural 

fibers and matrix structures have different chemical 

structures and do not form a good bond between them [30]. 

In the comparison of BE structures in Figure 13 and Figure 

16, it was seen that the resin did not completely cover the 

matrix in BE structures that were post-cured at 90 °C, 

indicating that there was not as much bonding between the 

matrix and the resin as in BE structures that were post-cured 

at 70 °C. This explains why the tensile strength value of 

Basalt fiber samples when 90°C post curing temperature is 

applied is less than the tensile strength value of the samples 

for which 70°C post curing temperature is applied. As the 

JBE structures in Figure 17 and Figure 14 are checked 

against the structures in Figure 11, it was observed that resin 

and fibers showed good adhesion. Moreover, less fiber 

breakage and shrinkage were observed in Figures 14 and 17 

compared to the JBE structures in Figure 11. 

 
Figure 9. JE composites at 50°C post cure temperature SEM 

micrograph 

 

 

Figure 10. BE composites at 50°C post cure temperature SEM 

micrograph 
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Figure 11. JBE composites at 50°C post cure temperature SEM 

micrograph 

 

 
Figure 12. JE composites at 70°C post cure temperature SEM 

micrograph 

 

 
Figure 13. BE composites at 70°C post cure temperature SEM 

micrograph 

 

 
Figure 14. JBE composites at 70°C post cure temperature SEM 

micrograph 

 

Figure 15. JE composites at 90°C post cure temperature SEM 

micrograph 

 

 

Figure 16. BE composites at 90°C post cure temperature SEM 

micrograph 

 

 
Figure 17. JBE composites at 90°C post cure temperature SEM 

micrograph 

 

4. Conclusions 

In the present study, the effect of three different post-

curing temperatures on the mechanical characteristics and 

water absorption rate of homogeneous and hybrid woven 

composites reinforced with jute and basalt fibers was 

investigated. The outcomes of the tensile tests demonstrated 

that increasing the post-cure temperatures from 50 °C to 

90 °C resulted in an increase in tensile strength of 1.06 times 

for homogeneous jute fiber composites and 1.45 times for 

hybrid jute/basalt composites. For homogeneous basalt 

fibers, increasing the post-cure temperature from 50 °C to 

70 °C brought about 1.08 times increment in tensile strength, 
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while rising the post-cure temperature from 70 °C to 90 °C 

decreased the tensile strength value. Whereas increasing the 

post-cure temperature for hybrid composite samples 

improves the mechanical properties, increasing the post-cure 

temperature above 70 °C for homogeneous jute and basalt 

fibers commonly do not result in a positive increase in the 

mechanical features of the material. According to the results 

of the Vickers hardness test, both the homogeneous jute and 

basalt composites and the hybrid jute/basalt composites 

exhibited higher hardness values with increasing post-cure 

temperature. Elevated the post-cure temperature from 50 °C 

to 90 °C led to an increase of 1.36 times for homogeneous 

jute fiber composites, 1.19 times for homogeneous basalt 

fibers, and 1.35 times for hybrid jute/basalt fibers. The water 

absorption results show that the water absorption rate 

generally decreases with elevated post-cure temperature. 

This can be ascribed to the fact that the resin forms a stronger 

bond with the fibers and prevents it from interfering with the 

fiber-matrix interaction. The results of the SEM analysis also 

indicate that the data obtained from the physical examination 

of the homogeneous and hybrid composite structures 

confirm the results of the tensile tests. Although increasing 

post-cure temperatures have shown different effects on 

hybrid and homogeneous composite structures, increasing 

the post-cure temperature usually has a favorable impact on 

the mechanical features. In terms of both environmental 

impact and cost, the use of natural and mineral fiber 

reinforced composites by hybridization and application of 

high post-curing temperatures will exhibit superior 

characteristics for interior and exterior trim parts in the 

automotive industry compared to other hybrid structures.  
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Nomenclature 

J : Jute fabric    

B : Basalt fabric 

JE : Jute fiber reinforced homogeneous composite 

BE : Basalt fiber reinforced homogeneous composite 

JBE : Jute/ Basalt fiber reinforced hybrid composite 

VARTM : Vacuum Assisted Resin Transfer Molding 

ASTM : American Society of Testing Materials 

HV : Hardness Value 

SEM : Scanning Electron Microscope 
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Research Article 

Examining the hydrophobic properties of electrospun oxide-induced polystyrene 

nanofibers for application in oil-water separation 
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aSelcuk University, Institute of Science, Department of Nanotechnology and Advanced Materials, Konya, 42130, Turkey 
bSelçuk University, Faculty of Science, Department of Biotechnology, Konya, 42130, Turkey 
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  ARTICLE INFO  ABSTRACT 

 Nanofibers have great importance in the membrane technology used in hydrophobic surface 

filtration studies applied to water-oil separation products. This study improves upon the 

hydrophobic properties of electrospun polystyrene-based nanofibers by increasing surface 

contact angles. As a result, nanofibers have been produced by adding ZnO, MoO3, NiO, SiO2, 

and TiO2 additives to the polystyrene (PS)/dimethylformamide (DMF) polymer solution at 5% of 

the mass. Surface contact angle (CA), fourier-transform infrared spectroscopy (FTIR), and 

scanning electron microscope (SEM) images of the nanofibers were taken. The obtained results 

were evaluated and show the fiber diameter to range from 555 to 1553 nm. The addition process 

was observed to be able to affect the polystyrene fiber’s ability to retain water. Moreover, 

surface contact angle of polystyrene increased to 143° by TiO2 addition. Furthermore, the highest 

oil-carrying capacity is concluded to have been observed on the SiO2 and MoO3 doped fibers. 
 

Keywords: 
Nanofiber 

Polystyrene 

Water-oil separation 

 

 

1. Introduction 

Oil plays a vital role in the modern industrial world. 

Despite being a necessary raw material for a variety of 

chemical and synthetic polymer fabrications, it is not 

found in all regions of the world. Moreover, undesirable 

accidents occur while processing it, such as in its 

transportation, usage, and storage. This causes not only a 

loss of energy but also threatens the environment [1]. 

Accidents in crude oil transportation have created 

undeniable catastrophes requiring clean-up operations, 

with 5,000 tons of oil spilled annually between 2010–

2014 [2]. The most noteworthy examples of major 

accidents have been the Torrey Canyon (1967), Amoco 

Cadiz (1978), Atlantic Empress (1979), Exxon Valdez 

(1990), and ABT Summer (1991) spills that resulted in 

major environmental impacts [3]. Furthermore, oil spills 

could have critically negative effects on marine life, 

endangering the lives of seaweed (Codium tomentosum, 

Codium barbata), algae (Ulva lactuca), mollusks, 

(Mytilus galloprovincialis, Ostrea edulis, Patella 

vulgata), crustaceans (Crangon crangon) and fish 

(Gobius niger, Solea, Trigla lucerna) species [4]. 

A vast amount of research is found on the parameters 

of oil/water separation applications. Surface porosity and 

breakthrough pressure are considered the main 

parameters affecting the efficiency of membrane filters 

for oil/water separation applications [5]. Another study 

from Hazlett investigated and highlighted other main 

parameters such as surfactant concentration, fiber size 

and material, bed depth, packing density, water content, 

and continuous phase flow field velocity [6].  Bansal et 

al. [7] also investigated parameters such as droplet size, 

interfacial tension, inflow velocity, pressure drop, 

emulsion concentration, pore size, fiber fineness, 

permeability, and thickness. 

Several technologies have been developed recently, 

including the air flotation, selective adsorptions, and 

filters (membranes) effective at oil/water separation and 

wastewater treatments [8]. Conventional methods also 

have been used worldwide for water/oil separation, such 

as burning, biodegradation via microorganisms, reduction 

of oil and water density differences, and evaporation of 

volatile components [9]. Rohrbach et al. [10] synthesized 

a hydrophilic and oleophobic cellulose-based filter with 
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over 99% efficiency at 89.6 L/m2h water flux. Wei et al. 

[11] have fabricated oxidized poly (arylene sulfide 

sulfone) (O-PASS) nanofibers via electrospinning. The 

obtained nanofiber exhibited significant hydrophobicity 

and 99% efficiency at high water flux 623.1  L/m2h. In 

another study, Cheng et al. [12] have fabricated 

superhydrophobic nanofibers with separation efficiency 

of about 99.6% via coaxial electrospinning, containing 

polydimethylsiloxane (PDMS)/polyvinylidene fluoride 

(PVDF). Liu et al. [13] fabricated a water-repellent SiO2 

cotton fiber with a high oil-absorption capacity and 

adequate buoyancy. Shin & Chase [14] added a 1% mix 

of polyamide nanofibers to glass-fiber filter media, 

improving the separation efficiency to 84% from 71%. In 

addition, Secerov Sokolovic & Sokolović [15] 

investigated the effects of polyethylene, polyester, and 

polyurethane polymeric fibers on non-Brownian oil. 

Speth et al. [16] developed a new and scientifically based 

design method for fiber-bed coalescers. In another study, 

Shin & Chase [17] determined the effect of wettability on 

the coalescence mechanism. 

Electrospinning is a simple, convenient and cost-

effective technique for preparing separation membranes. 

Nanofibers are advantageous due to their large surface 

area, low energy consumption, and nanoscale-sized pores 

that are useful for achieving high separation efficiency 

[18]. A membrane with a large surface area can contact, 

adsorb, and coalesce a dispersed liquid [19]. Qiao et al. 

[20] produced polystyrene (PS)/polyacrylonitrile (PAN) 

sorbents with a high oil-absorption capacity using the 

electrospinning method. The oil absorption capacities 

(OAC) of PS/PAN sorbent in pump oil, peanut oil, diesel, 

and gasoline have been measured as 194.85, 131.7, 66.75 

and 43.38 grams of oil per gram of absorbent (g/g), 

respectively. Zhu et al. [21] examined the oil/water 

selectivity and adsorption mechanism of polyvinyl 

chloride (PVC)/polystyrene (PS) electrospun fibers as 

sorbent materials. The PVC/PS nanofibers showed 

significant oil absorption capacities of 146, 119, 38 and 

81 g/g for engine oil, peanut oil, diesel, and ethylene 

glycol, respectively. 

This study produces nanofiber materials by adding 

ZnO, MoO3, NiO, SiO2, and TiO2 to the PS/DMF 

solution. The morphological properties of the obtained 

nanofibers are characterized by scanning electron 

microscope (SEM), surface contact angle (CA) 

measurements, and fourier-transform infrared 

spectroscopy (FTIR) graphs. The resulting fiber surfaces 

were immersed in an oil/water emulsion to determine 

their oil absorption capacities. 

 

2. Materials and Method 
 

All chemicals (PS, ZnO, MoO3, NiO, SiO2 and TiO2) 

were purchased from Sigma Aldrich. PS is added to the 

N,N-dimethyl formamide (DMF) solvent at a mass of 

17% and mixed using a magnetic stirrer. After mixing for 

30 minutes, a homogeneous 17% PS solution was 

obtained, after which the solution was loaded into a 

stainless-steel needle syringe with a diameter of 1.2 mm. 

With the unadulterated sample, nanoparticles were added 

at a weight-to-volume (w/v) ratio of 5% to the 17% 

polymer solution, and then the electrospinning process 

was performed. The electrospinning was carried out in a 

laboratory environment at room temperature. The voltage 

of 12-18 kV was applied, and the distance between the 

needle tip and the collector was 13-17 cm. In order to 

determine the oil absorption capacities (OAC) of the 

produced fibers, sunflower frying oil that was used 

repeatedly and supplied by a local cafeteria was added to 

the pure water at a ratio of 5 g/L and mixed. 

By measuring the dry masses of fibers and their mass 

after absorbing oil, the oil absorption rates can be 

determined in two different ways. Firstly, it can be 

calculated by measuring the weights of the sorbents and 

oil using the following formula capacity (Equation 1) 

called as The gravimetric sorption capacity [22]: 
 

Absorbance capacity (%)  =   
(𝑚𝑠,𝑜 − 𝑚𝑠) 

𝑚𝑠

 (1) 

where 𝑚𝑠  and 𝑚𝑠,𝑜  are the sponge’s masses before and 

after sorption. It can also be gained using the Equation 

(2):  

OAC =  [
(𝑊3 − 𝑊2 − 𝑊4)

(𝐼 −
𝑚𝑐

100
) 𝑊1

] 

 

(2) 

where 𝑊1 is the weight of the sample before the addition 

of oil in grams (g), 𝑊2  is the weight of the syringe 

assembly (syringe chamber, filter paper, test tube, and 

sample in grams), 𝑊3  is the weight of the syringe 

assembly after the centrifuge (syringe chamber, filter 

paper, test tube, sample, and absorbed oil in grams), 𝑊4 is 

the weight of oil absorbed by the empty filter paper after 

the centrifuge in grams, and mc is the initial moisture 

content of the sample [23]. 

3. Results 

3.1. SEM Analysis 

Electron microscope photos were taken under 15kV at 

a magnification of 5000X for all samples. Average fiber 

diameters were calculated from the SEM images. 

Average fiber diameters were calculated as 767 nm for 

the undoped sample and 760 nm, 1553 nm, 680 nm, 

555nm, and 822 nm for samples doped respectively with 

ZnO, MoO3, NiO, SiO2, and TiO2. A homogeneous 

distribution without the formation of a beaded structure in 

the fibers can be seen in Figure 1. These surface 

formations are thought to reduce the angle of contact. 
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Figure 1. SEM images of a) Undoped PS, b) PS/ZnO, c) PS/MoO3, d) PS/NiO, e) PS/SiO2, and f) PS/TiO2 nanofibers 

 

In Figure 1e, the silicon dioxide particles significantly 

affected the fiber structure compared to the other doped 

samples. Although no beaded structures occurred, small 

lumps can be seen on all samples. In Figures 1c, 1d, and 

1f, smooth surfaces were obtained as a result of the more 

homogeneous distribution of the additive in the solution, 

with lumps rarely being seen on the surface of the added 

fibers. 

3.2. Fourier-Transform Infrared Spectroscopy (FTIR) 

Analysis 

The chemical structure of the material is identified 

using FTIR. Figure 2 provides the FTIR diagrams 

obtained for the nanofibers containing 17% PS and 5% 

ZnO, MoO3, NiO, SiO2, or TiO2 as an additive. 

Generally, CH₂, OH, and C=O bonds are typically 

observed above 1,500 cm-1. Aromatic C-H bond 

vibrations were observed between 3050-3000 cm-1. 

Moreover, aliphatic C-H absorptions were observed at 

3000-2850 cm-1. Meanwhile, peaks in the range of 1440-

1610 cm-1 belong to the double bond voltage C=C in the 

aromatic ring. Peaks from the Si-O-Si bonds were seen at 

1040-1060 cm-1, and peaks evaluable as belonging to the 

O-Si-O bond were seen at 746-766 cm-1. The peaks at 

1450 cm−1 correspond to stretching in styrene ring 

[24].  The numerous peaks between 1030 and 548 

cm−1 are due to CH deformation. The reference bands 

used are and the symmetric CH2 stretching band at 2851 

cm−1 for PS [25]. 

3.3. Contact Angle (CA) Analysis 

Materials with a surface water contact angle greater 

than 90o are considered to be hydrophobic. A 

hydrophobic surface can easily be developed using 

building blocks with low surface energy or through 

surface modification [26]. Wettability is considered to be 

a true solid surface feature that defines the contact 

between a liquid and a solid surface and is often 

characterized using a liquid droplet contact angle (CA). 

 

Figure 2. FTIR spectrums of the PS, PS/ZnO, PS/MoO3, 

PS/NiO, PS/SiO2 and PS/TiO2 nanofibers 

 



 

 

 
Figure 3.  Contact angle measurements of a) undoped PS, b) PS/ZnO, c) PS/MoO3, d) PS/NiO, e) PS/SiO2, and f) PS/TiO2

The wetness of the obtained nanofibers was determined 

via static water contact angle measurements. In order to 

measure the static water contact angle of deionized water 

(DI) on the obtained nanofibers, a goniometer was used. 

Deionized water was provided using a syringe pump 

(KDS Legato 100) and a stainless-steel needle (EFD, 

internal and external diameters of 250 and 520 um 

respectively) at a flow rate of 180 µL/hour. The contact 

angle was measured after resting the drop of deionized 

water on the PS nanofiber membrane for 5 seconds. All 

measurements and experiments were carried out in 

laboratory ambient conditions at room temperature. 

Contact angle measurements of the fibers are shown in 

Figure 3. The average static water contact angle was 

obtained from measurements taken in five different 

positions on the same sample. The contact angle graphs 

of the samples are shown Figure 4. 

3.4. Oil Absorption Capacity Analysis 

The obtained nanofibers were added to the ionized 

water as shown in Figure 4b. Samples were prepared by 

cutting 20×20 mm squares from the fabricated fibers and 

immersing them in the oil/water solution. It was carried 

out at room temperature. It was stirred in magnetic stirrer 

for 30 minutes at 500 rpm. The masses of the oil fibers 

were measured as shown in Figure 4c. The Oil carrying 

capacity (%) is calculated by the equation 1 and listed in 

Table 1. According to Table 1, the oil absorption capacity 

of unadulterated PS and the ZnO, MoO3, NiO, SiO2 and 

TiO2-doped PS nanofibers were respectively measured as 

68%, 24%, 103%, 70%, 114%, and 95% g/g. All the 

fabricated samples can be seen to have exhibited the 

potential to absorb oil and separate oil from water. The 

highest oil-carrying capacity is concluded to have been 

observed on the SiO2 and MoO3 doped fibers. 

 
 

Figure 4. (a) Contact angle graphs of undoped PS, PS/ZnO, PS/MoO3, PS/NiO, PS/SiO2, and PS/TiO2 nanofibers,  

(b) Oil absorption capacity measurement solution of fibers and (c) Oil absorption capacity of fibers after measurement 

103                    Doğan et al., International Advanced Researches and Engineering Journal 06(02): 100-105, 2022 



        Doğan et al., International Advanced Researches and Engineering Journal 06(02): 100-105, 2022 
 

 
Table 1. Mass Measurements of the Waste Oil and Fiber Sample

 

4. Conclusions 
 

This study successfully fabricated PS/DMF nanofibers 

using the electrospinning method. ZnO, MoO3, NiO, 

SiO2, and TiO2 nanoparticle additives were added to the 

nanofibers, and the resulting SEM, FTIR, and surface 

contact angle measurements of the produced nanofibers 

were examined in detail. According to the analysis 

results, the need for more studies can be concluded in 

order to optimize the contribution ratio to nanofibers. 

Regarding to SEM images, nanofibers have been 

distributed homogeneously without any beaded structure 

formation. Moreover, average fiber diameters are 

calculated as 767 nm for undoped sample and 760 nm, 

1553 nm, 680 nm, 555 nm and 822 nm for ZnO, MoO3, 

NiO, SiO2 and TiO2 doped samples, respectively. 

In order to separate water using these nano-porous 

materials, nanofibers must have at least a 145o surface 

contact angles with the water. However, the obtained 

results were found to be less than this value. Apart from 

the production method being the right choice, the 

PS/DMF ratio was also expected to have an effect on the 

desired contact angle values. In addition, although the 

added oxides were thought to have a hydrophobic effect, 

they did not exhibit the expected effect. The added 

particles were assumed would increase the expected 

effect of clinging to the outer surfaces of the nanofibers. 

However, the highest oil-carrying capacity is concluded 

to have been observed on the SiO2 and MoO3 doped 

fibers. In addition, no correlation was detected between 

the average fiber diameters and surface contact angle. 
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 This paper reports on electrophoretic deposition of hydroxyapatite coatings on 316L stainless steel 

and Ti6Al4V alloy. Coatings were carried out at 60 sec. deposition time and voltage values of 40, 

80, 120, 160 Voltage. Suspension: It was prepared by using Ethanol, Hydroxyapatite, Polyvinyl 

Alcohol, Sodium dodecyl sulfate, N-N-Dimethylformamide chemicals. The findings and results 

acquired at the end of the study have been presented and discussed. When the Ca/P values 

calculated in the study are examined, it was seen that there are values close to the ideal Ca/P ratio 

(1.67) in all parameters. When the roughness values are examined, it was seen that coatings close 

to the ideal surface roughness value (1-1.5 µm) are obtained. When the nano indentation test results 

were evaluated, it was observed that coatings suitable for shell bone implants were obtained.   
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1. Introduction 

Ti and its alloys and 316 L stainless steels (SS) have 

been used in orthopedic and dental applications because of 

their biocompatibility and high mechanical properties [1]. 

The human body has a corrosive environment because 

of the natural ions in its structure [2]. SS 316L and 

Ti6Al4V alloy are implant materials with high corrosion 

resistance [3]. Although their corrosion resistance is high, 

it is normal for implant materials to be affected by this 

environment. Because they will be exposed to this 

corrosive environment for a long time. The use of metal 

implants in this corrosive environment can causes of the 

harmful ions in their structure to in the body. Some ions in 

metal implants have carcinogenic and allergenic effects 

[4,5]. Therefore, direct use of these implants is not 

preferred. 

HA has high biocompatibility and bioactivity. It is also 

a calcium phosphate-based bio ceramic material that forms 

the main inorganic compound of human bones and teeth 

[4-8]. The reason why HA is preferred in biomedical 

applications is its osteoconductive and biocompatibility 

properties [7-10]. The biggest disadvantage of HA is low 

mechanical properties. This prevents its application as a 

direct implant [11-14] 

Since direct application of metallic biomaterials in 

implantation processes is not supported, it is a preferred 

application to be coated with HA, which has high 

biocompatibility and bioactivity [15-16]. 

With this application, the high bioactivity and 

biocompatibility of HA is combined with the high 

mechanical properties of the metal implant, resulting in a 

superior biomaterial. In addition, HA acts as a barrier 

between the implant and the body, cutting off the contact 

of metal ions with the body and preventing the release of 

ions into the body [4,17]. 

Different methods are used for HA coating processes on 

metal implants. These; electrophoretic deposition (EPD), 

electrochemical deposition, thermal spray coating, 

Biomimetics, sol-gel, spray coating and plasma spray 

coating [18-25]. The EPD method has attracted attention 

in recent years [25-26]. EPD starts with the movement of 

charged particles in a stable suspension with the effect of 

an applied electric field and is completed by the 

accumulation of moving particles on the implant material 

surface [25-28]. 

The reasons why EPD is preferred that the coatings are 

obtained in a short time, the coatings are homogeneous, the 

cost is low, and the possibility of coating complex 
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materials [20-30]. 

In this study, coating surfaces were performed by SEM, 

EDS and XRD analysis. In addition, microhardness, 

Modulus of Elasticity (E), surface roughness and thickness 

were determined. All the results were discussed and 

contrasted with the studies in the literature. Thus, a 

contribution to the literature has been made. 

 

2. Materials and Methods 

In this study, Ti6Al4V alloy and SS 316L were preferred 

to be used as substrate. The substrate materials to be used in 

the coating process was cut as D= 20mm, h=10 mm. In order 

for the substrates to be clean, they were cleaned in an 

ultrasonic bath in 70% ethyl alcohol solution for 30 minutes, 

washed with distilled water and dried again. In order to clean 

the oxide layers formed on the substrates, the surfaces were 

wearied with acid solution. This wearing was carried out in 

95% distilled water, 2% HF, 3% HNO3 solution. The 

substrates were kept in this solution and then washed with 

distilled water in an ultrasonic bath. 320x sanding process 

was applied to the substrate material surfaces. After the 

sanding process, it was washed with distilled water and ethyl 

alcohol. Then was made ready for the coating process. 

Ethanol of 99.8 percent purity was used as solvent to 

prepare the coating suspension in the EPD process. 1 g HA 

and 0.001 g SDS were added to 100 mL of ethanol. Then 

were mixed in a magnetic stirrer to disperse the HA particles 

homogeneous. To increase the adhesion strength of HA 

particles, 1 g PVA and 10 ml N, N-Dimethylformamide 

chemicals were added to the suspension [31]. In order to 

ensure the stability of the prepared suspension, the 

suspension pH was adjusted to 4. The substrates to be used 

in the coating process were arranged as cathode and anode. 

The distance between the substrate were fixed to 10 mm. 

Prepared substrate were immersed in a stable suspension and 

connected to the DC power source. The coating process was 

carried out in 60 seconds of deposition time and 40, 80, 120, 

160 V values. 

 

3. Results and Discussion  

The microstructure analysis of the coated substrate was 

performed by using a ZEISS Gemini 500 model scanning 

electron microscope (SEM). 2500X images of the results 

in the SEM are given in Figure 1 and 2.  When Figure 1 

and 2 were examined, it was clear that HA coating the 

surface of the substrate in a homogeneous and intense 

manner. 

The elemental components of the coated substrate were 

determined by using an EDX detector on SEM. One 

example of EDS analysis result is given in Figure 3. When 

Figure 3 was examined, it was seen that calcium phosphate 

structure was formed in the coating. 

 

 

 
(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 1. SEM images of HA-coated Ti6Al4V alloys a) 40V /60s, 

b) 80V/60s, c) 120V/60s, d) 160V/60s 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 2. SEM images of HA-coated SS 316L a) 40V/60s, 

b) 80V/60s, c) 120V/60s, d) 160V/60s 

For each parameter, the Ca/P ratio is given in Figure 4. 

In the literature, some of the Ca/P ratios obtained are as 

follows: 1.66 [27], 1.61, 1.65, 1.72, 1.73 [32], 1.59, 1.63, 

1.66, 1.72 [33]. Ideal Ca/P proportion was determined in 

the literature for HA covers at 1.67 [34]. There are values 

in all parameters close to the ideal Ca/P ratio. 

 

(a) 

 

(b) 

Figure 3. EDS analysis result of HA-coating (120V/60s) 

a) Ti6Al4V alloys, b) SS 316L 

 

 

Figure 4. Ca/P ratios for different voltage values 

 



 

 
Phase analysis of coated substrate was carried out XRD 

device at the Manisa Celal Bayar University-Applied 

Science Research Centre was used. The XRD analysis 

result of HA coatings applied to Ti6Al4V and SS 316L 

substrates was showned in Figure 5 and 6. When Figure 5 

and 6 were examined, it was showed that HA powders 

preserved their structure during electrophoretic deposition, 

as in the literature [6, 35]. 

In the literature, some peak points of HA crystals 

obtained are as follows: 2 Theta= 26.0078°, 28.1945°, 

32.2494°, 34.1778°, 39.9130°, 48.1571° and 50.5511° 

[32].  2 Theta= 26.06°, 31.62° [35]. 2 Theta= 25.91°, 

28.94°, 31.78°, 32.19°, 32.93°, 34.10°, 39.80°, 46.71° and 

49.49° [7]. 2 Theta= 25.7182°, 28.7945°, 31.6402°, 

32.0520°, 32.6648°, 32.7802°, 33.8369°, 33.926°, 

39.6934°, 46.2985°, 49.3822°, and 70.7743° [33].  

The thickness of the HA coatings was measured with a 

ElektroPhysik MiniTest 730/Sensor FN 1.5 HD trademark 

device. Measurements were made 5 times for each coating 

parameter and the averages were taken. The values of the 

coating thicknesses were given in Figure 7. When Figure 

7 were examined, it was observed that the coating 

thicknesses increase as the voltage value increases. 

The thicknesses of HA coatings obtained by EPD 

method in the literature were follows: 4.38, 5.43, 7.60, 

9.42 μm [32]. 5.86, 7.73, 9.72 and 12.11 μm [33]. 10 μm 

[35]. 29.35 μm [36].2.6, 2.8, 4.2 μm [21]. 

The measurement of surface roughness (Ra) values was 

carried out with the Roughness Tester PCE-RT 1200 

model device. Results were obtained in micrometres. Five 

measurements were made on each coating surface and the 

results were averaged. Evaluation results were given in 

Figure 8. 
 

 

Figure 5. XRD Analysis Results of HA-Coated Ti6Al4V Alloys 
 

 

Figure 6. XRD Analysis Results of HA-Coated SS 316L 

Figure 7. The Average Thicknesses of HA Coatings 

 

Figure 8. The Average Roughnesses of HA Coatings 

 

When Figure 8. were examined, it was seen that 

successful results have been obtained. In addition, It was 

observed that the surface roughness of the coatings 

increases as the voltage value increases. The ideal surface 

roughness was measured of between 1-1,5 μm in the 

literature [4]. Surface roughness of HA coatings obtained 

by EPD method in the literature were as follows: 0.818, 

1.055, 1.552 and 1.673 μm [32]. 1.18, 1.95, 2.26 and 2.83 

μm [33]. 1.26 μm [36]. 1.8 μm [4]. 

Hardness and elastic modulus (E) of the coatings were 

investigated by using the indentation test device in the 

Middle East Technical University Central Laboratory. 

Tests conducted by this tester were performed under the 

load-unload test mode by applying a test force of 5 mN. 

Berkovich tip was used in the indentation process. At least 

3 measurements were made for each substrate and 

Microhardness and E values were calculated by taking the 

average of these measurement results. The test results were 

showed Figure 9 and 10. 

There are differences in the mechanical properties of the 

bones in different parts of the human body. For example, 

the E values is 0.001-0.01 GPa in joint cartilage, 0.05-0.5 

GPa in cancellous bone, 1 GPa in tendon-bone, and 7-30 

GPa in shell bone [2]. When Figure 9 and 10 were 

examined, it was seen that the HA coatings obtained in 

some parameters were applicable for shell bone implants. 
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Figure 9. Vickers Hardness and Elasticity Modulus Values of HA-

Coated SS 316L 

Figure 10. Vickers Hardness and Elasticity Modulus Values of 

HA-coated Ti6Al4V Alloys 

Drevet et al. observed that the hardness value was 5.4-

153.5 MPa and the E value was between 5.2-19 GPa in HA 

coatings which they applied to Ti6Al4V implants with 

EPD method with different parameters [27]. Bartmanski et 

al.observed that the hardness value was 0.0112-0.1349 

GPa and the E value was between 1.25-30.31 GPa in HA 

coatings which they applied to Ti13Zr13Nb implants with 

EPD method with different parameters [36]. 

 

4. Conclusions 

In this study, HA coating processes were performed on 

Ti6Al4V alloy and SS 316L implants using the EPD 

method. Obtained results are given below. 

• When the SEM images of the HA coatings created as 

a result of the study, it was seen that there are 

homogeneous coatings on the substrate material 

surfaces in all parameters. 

• When the EDS analysis results were examined, it was 

observed that calcium phosphate structure was 

formed in all parameters. In the literature, the ideal 

Ca/P ratio of HA coatings has been determined as 

1.67 [34]. When the Ca/P values calculated in the 

study, it is seen that there are values close to the ideal 

Ca/P ratio in all parameters. 

• When the surface roughness results were examined, 

it was observed that the surface roughness of the 

coatings increases as the voltage value increases. 

Surface roughness values of HA coatings applied to 

Ti6Al4V alloy implants were 0.803-1.554 µm, 

Surface roughness values of HA coatings applied to 

SS 316Limplants were obtained between 0.955 and 

2.013 µm. In the literature, the ideal surface 

roughness value was determined between 1-1.5 µm 

[37]. When the roughness values were examined, it 

was observed that coatings close to the ideal surface 

roughness value was obtained. 

• When the coating thickness results were examined, it 

was observed that the coating thicknesses increase as 

the voltage value increases. The thickness values of 

HA coatings applied to Ti6Al4V alloy implants were 

3.87-7.95 µm, and the thickness values of HA 

coatings applied to SS 316L implants were between 

1.63-3.97 µm. 

• When the indentation test results were examined, it 

was observed that the hardness and E values of the 

coatings decrease as the voltage value increases. The 

hardness values of the HA coatings applied to the 

Ti6Al4V alloy implants were 72.432-534.74 MPa, E 

values were between 13.035-72.074 GPa, the 

hardness values of the HA coatings applied to the SS 

316L implants were 39.038-176.067 MPa, and the E 

values were between 5.185-25.469 GPa. The E values 

is 0.001-0.01 GPa in joint cartilage, 0.05-0.5 GPa in 

cancellous bone, 1 GPa in tendon-bone, and 7-30 GPa 

in shell bone [2]. When the results were evaluated, it 

was observed that coatings applicable to shell bone 

implants were obtained. 
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 The phosphorous acid salts are widely used in the industry because of the effective treatment 

against various fungal diseases encountered in plants. The production process is exothermic and, 

with high temperatures around 94℃ achieved, significant risks were observed in terms of 

occupational health and safety. Therefore, the aim is to design a control system that will make this 

production process reliable for human health, economic and ecological damage. For this purpose, 

studies were carried out to determine the optimum operating mode, heat transfer system, and 

temperature controller design to prevent a sudden temperature rise. First, the overall heat transfer 

coefficient between the reactor and the jacket was determined as 51.0930 W/m2℃ and, the 

refrigerant was chosen as cooling water with 1.271 g/s flow rate which is relatively more 

economical and accessible. The model parameters of the system were determined with a detailed 

dynamic analysis by giving positive and negative step inputs to the cooling water flow rate and 

then obtaining model parameters through reaction curve and linear regression methods. By using 

the obtained model parameters theoretical P, PI and PID parameters were calculated by Cohen 

Coon and, Ziegler-Nichols approaches, and the success of controller parameters was tested, 

simulated with the MATLAB Simulink program and lastly, successful temperature control was 

achieved in the experimental system. 
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1. Introduction 

Ensuring the nourishment of humanity is an issue that 

has been studied for centuries. Pesticides are being 

developed as an alternative solution for this situation. 

Today, about 80% of pesticides used in agriculture are 

applied in developed countries [1]. Pesticides having an 

important role in food production are in use to keep crops 

healthy against insects, fungi, weeds, and other pests. They 

are not only known to maintain and/or increase crop yields, 

but they also indicate how many time crops can be grown 

on the same field per year. This is particularly important in 

countries experiencing food shortages [2]. However, there 

are dangers in the use of pesticides. Pesticides affect the 

health of thousands of people worldwide each year [3, 4]. 

This toxic effect of pesticides to humans can cause both 

acute and chronic health problems, depending on the 

exposure time and type [2, 5, 6]. 

Compounds whose active ingredient is phosphorous 

acid (H3PO3) show pesticidal properties in many plants. 

However, for phosphorous acid products to provide a 

nourishing effect to the plant, must be produced under 

suitable conditions, continuously and sustainably. Since 

the pH value of the phosphoric acid, which is an aqueous 

solution of phosphorous acid, is approximately 1.5, it 

should not be directly contacted with the plant, as it can 

cause permanent damage to the plant [7]. Therefore, for 

efficient and effective product formation, the active 

ingredient and weak acid, phosphorous acid (H3PO3), need 

a neutralization reaction with a strong base. Mono and 

dipotassium phosphide (KH2PO3 and K2HPO3) are formed 

because of the exothermic reaction of phosphonic acid, 

which is an aqueous solution of phosphorous acid, and 

potassium hydroxide. These products, which have a liquid 

soluble (SL) form, are expected to be pH-neutral solutions 
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(preferably between 6.2-6.7) to provide nutritional benefit 

while not harming the plant to which they are applied [8]. 

Potassium phosphide salts both have a direct toxic effect 

against plant pathogens and activate the natural defense 

mechanisms of plants by reducing the effects of diseases 

and/or eliminating diseases. Thus, they make a double 

effect. Systemically up and down movements of the plants 

in the vascular system of the plants, including the root 

system, which is quickly absorbed by the plant and roots 

to ensure maximum and yielding usage [9]. In addition to 

acting by walling up the pathogen inside the fungus, killing 

the surrounding cells in disease formation or insect 

invasion, and preventing further fungal growth, the plant 

also activates its immune defense system. During this, 

other fungitoxic compounds accumulations and metabolic 

changes, resistance inducers are set off to response more. 

The remaining part of the plant starts to produce other 

compounds to increase its resistance against possible 

infection(s) or attack in other parts of the plant [10]. 

Induced resistance (IR) and systemic acquired resistance 

(SAR) and are known two responses. To survive against 

any negative influence from the outside, plants have the 

ability to prepare their immune systems against microbial 

pathogens. This results in robust and rapid  stimulation of 

defense mechanisms after a possible pathogen bombard 

[11–13]. An example of this stimulation is SAR, which is 

defined as the immune response of plants to pathogen 

attacks [13]. Activation of SAR causes broad-spectrum 

systemic resistance evolution [14–17]. Determining the 

biochemical changes that cause the resistance state is 

important for the development of plant protection 

chemicals, SAR, which is a new model of genetically 

developed disease resistance [16]. Induced or induced 

resistance (IR) is the mechanism by which plants 

deliberately meet specific microbes. This system aims to 

provide resistance against infection by pathogens in 

treated plants. Stimulated plant defenses are expected to 

involve the lignification of cell walls. This is achieved by 

the addition of chemical cross-links to cell wall peptides. 

Thus, infection in the plant becomes hard [18]. During the 

production of potassium salts of phosphorous acid, which 

is an efficient and effective pesticide, heat release occurs. 

In other words, the potassium phosphide production 

reaction is exothermic. When this situation is not taken 

under control, it contains risks such as reactor explosion, 

formation of toxic by-product(s), decrease in product 

yield, and significant ecological and economic 

damage[19–22]. The rapid depletion of the input 

concentrations and thus the rapid change in the 

transformation not only increases the reaction temperature 

but also prevents the formation of the chemical kinetic 

model of the reaction. It is essential to design a system that 

will control the temperature to eliminate possible hazards 

and to develop an efficient production process. Due to this 

need, the type and optimum flow rate of the cooling fluid 

that can absorb the heat released in the reactor during the 

production of mono and dipotassium phosphide salts were 

determined and a PID (Proportional Integral Derivative) 

controller was designed to provide temperature control 

with the selected refrigerant.  In industrial applications, PI 

and PID controllers are favorably and broadly employed  

[23]. While most of the PID controllers were used as 

analog in the past, controllers used with digital signals and 

computers are frequently encountered today [24]. In recent 

years; system identification and adaptation schemes are 

being developed to create PI and PID controllers that are 

optimal for the design objectives studied [23, 25–27]. The 

design of PI and PID controllers for linear systems and 

different design techniques for nonlinear systems are 

mysteries [23, 28–30]. Due to the non-linear parameter 

variations and disturbances, PI or PID controllers design 

procedures have problems in closed loop system [23, 31]. 

The lack of clarity regarding the selection of parameters of 

the sampling period and discrete-time responses for PI or 

PID control systems is another disadvantage of the current 

state of the problem [23, 32]. Where a mathematical model 

of a system is available, it is possible to specify the 

parameters of the controller. However, if a mathematical 

model is not created, an experimental method is needed to 

determine the parameters. In-process control systems, 

controller setting can be defined as of  obtaining controller 

parameters for reaching the desired output. This operation 

is an important term for control systems as it allows 

optimization of another operation and minimizes the error 

of measured output and the setpoint [25, 33, 34]. 

This paper, it is aimed to design the optimum process 

control system in order to the heat released during the 

reaction. For this purpose, optimum operating mode and 

reactant (input), heat transfer coefficient between reactor and 

jacket, optimum refrigerant type, and flow rate were 

determined. By using Cohen-Coon and Ziegler-Nichols 

adjustment methods; P, PI and PID parameters were 

calculated and their performance and applicability were 

examined using MATLAB Simulink, MATLAB Simulink 

Tuning, and VISIDAQ programs and plugins. 

 

2. Materials and Methods 

The main purpose of process control is to ensure quality 

production under safe and efficient operational conditions.  

Process control is concerned with how to achieve and 

maintain these goals. Values such as product concentration, 

temperature and pressure must be controlled for product 

quality and continuity in large-scale, integrated processing 

plants such as refineries. Numerous transaction variables 

can be manipulated for these purposes. Feedback control 

systems keep controlled variable at the desired value by 

the adjustment of manipulated variable [35]. Process 

control can be defined as sequential control, which is a 
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state-based process that follows each other until a process 

is completed, or continuous control, which includes the 

observation and adjustment of fixed process parameters. 

[36]. In this study, it is aimed to determine the model 

parameters and to create a process control system in the 

exothermic production process at high temperatures. For 

this purpose, after determining the overall heat transfer 

coefficient (U) of the reaction, the system was simulated, 

and the refrigerant type and flow rate were decided. Since 

the thermodynamic properties of the production reaction 

of potassium phosphite salts, which is a neutralization 

reaction with significant risks, are not encountered in the 

literature, to determine the heat generated as a result of the 

reaction, insulation was made around the reactor to be used 

with 1 cm and 2 cm thick air and elastomeric rubber foam, 

respectively, and the heat transfer of the reactor with the 

external environment was minimized. The properties of 

the insulation material are given in Table 1. After the 

reactor was insulated, the reaction environment was 

simulated by sending 39 W of heat to the system for 4000 

s with a submersible heater. Thus, 156000 J of heat was 

given to the system with the help of a submersible heater. 

The heat generated in the reactor was calculated using 

Equation (1). 

A jacketed and stirred glass reactor with a diameter of 

10 cm and a height of 20 cm was used to determine the 

overall heat transfer coefficient. Experiments were carried 

out repetitively with two different fluid types, water, and 

ethylene glycol, at different flow rates. Equation (2) was 

used for the calculation of the entire heat transfer 

coefficient (U). Here Q; the amount of heat received by the 

cooling water (W), U; total heat transfer coefficient 

(W/m2⁰C), A; heat transfer area (m2), ∆Tln (⁰C); is the 

logarithmic mean of the temperature difference between 

the reactor and the jacket cooling water. The heat transfer 

area is calculated as 0.063 m2 by Equation (3). 

2.1 Determination of Model and Control Parameters 

In a system where the reactor temperature is controlled, 

the feedback control loop operates to adjust the flow rate 

of the coolant supplied to the jacket to bring the reactor 

temperature in the system to the set point. In the feedback 

control system, the reactor internal temperature (TR) is 

measured as electrical signals using a thermocouple, and 

the temperature value with a transducer creates digital 

signals that the computer can understand. The value of the 

measured electrical signals is compared with the 

determined temperature value (reference value) and the 

error value is calculated. The controller calculates the flow 

rate of the cooling water (Fcw, mL/min) using the 

calculated error value and sends it to the peristaltic pump, 

which is the last control element, to transmit to the process. 

Thus, the cooling water flow rate is adjusted. Depending 

on the flow rate, the amount of heat transferred from the 

reactor to the jacket, and therefore the temperature inside 

the reactor changes. This cycle repeats over and over like 

this. When the temperature in the reactor (TR) reaches the 

set point, the cooling water flow rate and the temperature 

inside the reactor remain at a constant value unless an 

external effect is given. In case the system deviates from 

the setpoint due to any possible factor, the cooling water 

flow rate is adjusted again to reach the desired set point. 
 

𝑄 = 𝑚 × 𝐶𝑝 × ∆𝑇 (1) 

𝑄 = 𝑈 × 𝐴 × ∆𝑇𝑙𝑛 (2) 

𝐴 = 𝜋 × 𝐷 × 𝐿 (3) 
 

 

In this paper, in which the PID controller was selected, 

firstly the dynamics of the system under the step input was 

examined and the success of the controller was examined 

by calculating the controller parameters with the help of 

the model parameters. It is expected that the system will 

become stable at a constant temperature value given by the 

help of a submersible heater at a constant cooling water 

flow rate. In order to examine the dynamic behavior of the 

system, positive and negative effects are given to the 

system that has become stable.  

The transfer function of the system which was given 

depending on the Equation (4) for first order system with 

time delay was obtained by using the reaction curve and 

linear regression methods with the help of the recorded in-

reactor temperature data. In Euation [4] Kp is the gain of 

the process,  is the dead time of process, and  is the 

process time constant.  P, PI, PID parameters were 

calculated with Ziegler Nichols and Cohen Coon control 

parameter calculation methods.  
 

G(s) =
𝐾𝑝(e

−θs)

τs + 1
 

(4) 

 

Table 1. Properties of insulation material 
 

Technical Properties Standard Unit Coolflex Plate 

Thermal conductivity 

 

EN 

12667 

 

W/mK 

0.032 (-20℃) 

0.034 (0℃) 

0.036 (40℃) 

0.040 (+60℃) 

Water vapor diffusion  
EN 

12086 
- 𝜇 ≥ 10000 

Fire unit 
EN 

13501-1 
- B-s3-d0 

Temperature strength  
EN 

14706 
℃ Max +110 

Soluble chlorine ion 

level 

EN 

13468 
- 500 

pH 
EN 

13468 
- 6-8 

Flexibility  - Perfect 

Ozone  - Good 

Strength to chemicals 

(oil, mineral oil) 
 - Good 

Mold formation and 

scent 

 - No 



 

 

 

 

The calculated control parameters were tested 

theoretically in the system simulated with the 

MATLAB/Simulink program, the results were compared, 

and their performances were examined. As a result, the 

model parameters of a batch exothermic neutralization 

reactor with cooling jacket were found and the controller 

was designed with the help of the mathematical model. 
 

 

2.2 Dynamic Behavior of the System 

To obtain the model parameters to be used in the design of 

the process control system, the glass reactor with a reaction 

volume of 2 L and a jacket volume of 1.5 L is insulated to 

minimize heat loss. Thermocouples were connected to the 

inside of the reactor, the cooling water inlet, and the cooling 

water outlet, and the temperature data were recorded 

throughout the reaction, the mixer was placed in the reactor 

to ensure full mixing, the cooling water flow rate was 

adjusted with the help of a peristaltic pump, and a 

submersible heater connected to the variac system was 

placed. All data obtained during the experiment were 

recorded to the computer with the help of a transmitter and 

I/O card. To examine the system dynamics, positive and 

negative load effects are given to the cooling water flow rate 

of the system. The dynamic regions (S1-S3) created by the 

time variation of the temperature inside the reactor under the 

positive and negative effects given to the cooling water flow 

rate are given in Figure 1. S1 of these dynamic regions; the 

region where the first steady condition is met for constant 

cooling water inlet-outlet temperatures and velocities, S2; the 

region formed by giving a positive step effect to the cooling 

water flow rate and S3 is; represents the region formed by 

giving a negative step effect to the cooling water flow rate. 

The step effects on the flow rate, the response of the process, 

and the variation of the heat supplied to the system with the 

help of variac over time are given in Figures 2-3, respectively. 

 

3. Results and Discussion 

The temperature difference (∆TR) inside the reactor was 

measured and since it was known that there was 1500 mL of 

water in the reactor, the heat released in the reactor was 

calculated. Accordingly, since the sum of the heat taken by 

the water in the reactor and the cooling water in the jacket 

will be equal to the heat given to the reactor, the heat taken 

by the cooling water in the jacket should be 92704 J. The 

mass flow rate (�̇�𝑐𝑤) of the cooling water was determined 

with the help of the temperature difference (∆T) measured in 

the jacket and the heat values received by the coolant in the 

jacket. 

In jacket-cooled exothermic reactors where water is used 

as the refrigerant, the heat transfer coefficient of the wall 

between the outer jacket and the inner tank was calculated 

with the help of Equation (2). The values used for all 

calculations and the calculation results are given in Table 2. 

To determine the most appropriate refrigerant flow rate most 

accurately, theoretical calculations were made to observe the 

outlet temperatures of the coolant to be obtained with 

different flow rates, and the changes in the cooling water 

outlet temperature (Tcwo) at different cooling water flow rates 

(�̇�𝑐𝑤 ) are given in Table 3. For the cooling water in the 

jacket to take the determined temperature, the liquid should 

be sent to the jacket at a high flow rate. However, when Table 

3 is examined, it is seen that increasing the cooling water 

flow rate to be sent to the jacket reduces the temperature 

difference. When working at low flow rates, the cooling 

water outlet temperature will be high as the water will stay in 

the system for a longer time, which is a situation that should 

be avoided as it contains risks.  

 

3.1 Determination of Optimum Cooling Fluid 

With the test results given in Table 2 and Table 3, optimum 

working conditions were determined in cases where the 

refrigerant is water. However, to examine the use of one or 

several different refrigerants that can be used as an 

alternative to water, detailed literature research has been 

carried out. As a result of the research, ethylene glycol 

((CH2OH)2) is known to be widely used especially in the 

production of polyester fiber; alternative refrigerant was 

deemed appropriate. To determine the flow rate of this 

determined refrigerant, just like for water, repeated 

experiments were carried out. For safe production, the mass 

flow rate of the fluid to cool the heat released (�̇�𝑐𝑒𝑔) was 

determined as 0.95 g/s using the temperature difference 

(∆TR) given in Table 2 and Equation (1). 

 

 
Figure 1. Dynamic zones due to the change in the cooling water 

flow rate at the reactor temperature; t: time (minute); T: 

Temperature (⁰C);  S1:  the region where the first steady 

condition is met for constant cooling water inlet-outlet 

temperatures and velocities; S2: the region formed by giving a 

positive step effect to the cooling water flow rate; S3: represents 

the region formed by giving a negative step effect to the cooling 

water flow rate; Sb1: jacket outlet of cooling water temperature 

in zone 1; Sb2: jacket outlet of cooling water temperature in 

zone 2; Sb3: jacket outlet of cooling water temperature in zone 

3; Fcfi,: cooling fluid flow rate at the inlet (mL/min); Tcwo: 

cooling water outlet temperature (⁰C); TR: the reactor inside 

temperature (⁰C) 
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Figure 2.  Reactor temperature change over time 

 

Figure 3. Cooling water flow rate and power of heater over time 

Table 2. Results of data used in the wall heat transfer coefficient 

 

Table 3. Investigation of changes in cooling water outlet temperature 𝐓𝐜𝐰𝐨 at different cooling water flow rates (�̇�𝒄𝒘) 

�̇�𝒄𝒘, g/s 0.20 0.30 0.40 0.50 0.54 0.60 0.70 0.80 0.90 1.00 1.10 

∆T, ℃ 27.74 18.49 13.87 11.09 10.30 9.25 7.93 6.94 6.16 5.55 5.04 

𝐓𝐜𝐰𝐨, ℃ 47.74 38.49 33.87 31.09 30.30 29.25 27.93 26.94 26.16 25.55 25.04 

 

Table 4.  Investigation of outlet temperatures (𝐓cego) at different cooling ethylene glycol flow rates (�̇�𝒄𝒆𝒈) 

�̇�𝒄𝒆𝒈, g/s 0.2 0.30 0.40 0.50 0.60 0.70 0.80 0.90 0.95 1.00 1.10 

∆T, ℃ 49.11 32.74 24.55 19.64 16.37 14.03 12.27 10.91 10.33 9.82 8.93 

𝐓𝒄𝒆𝒈𝒐, ℃ 69.11 52.74 44.55 39.64 36.37 34.03 32.27 30.91 30.33 29.82 28.93 

To determine the most suitable refrigerant flow rate, 

theoretical calculations were made to observe the outlet 

temperatures of the coolant to be obtained with different flow 

rates, and the results are given in Table 4. 

Since the total heat that the refrigerant in the jacket will 

take for 4000 seconds is 92704 J, it is seen in Table 4 that the 

temperature difference decreases with the increase in the 

flow rate of the ethylene glycol to be sent to the jacket to take 
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this heat. When operating at low flow rates, ethylene glycol 

will stay in the system longer, just like when water is used as 

the fluid, so the outlet temperature of the coolant will be high. 

This should be avoided as it involves risk. 

Figure 4, created with the data shown in Table 3 and Table 

4, gives an idea about the range of flow rates according to the 

outlet temperatures of different fluids sent to the jacket. 

According to this, it is seen that they have approximate exit 

temperatures because of sending water to the jacket at a flow 

rate of 0.5-1.1 g/s and ethylene glycol at a flow rate of 0.9-

1.1 g/s. At the same time, it is seen in Figure 4 that the water 

flow rate sent to the jacket is less than the ethylene glycol 

flow rate to obtain the same outlet temperature in the coolant. 

For this reason, when water is used to cool this system, it has 

been seen that approximately ½ less substance can be used 

than ethylene glycol and considering that it is relatively more 

economical and not a toxic chemical, it has been decided that 

the use of water as a refrigerant will be more appropriate. 

After determining that water is relatively more suitable 

among the two different refrigerants compared, the optimum 

flow rate for water should be determined by considering the 

cost calculation. As a result of the assumption that all 39 W 

of heat sent to the reactor is taken by the jacket, the exact 

flow rate of the cooling water was determined as 0.906 g/s. 

Since the change of the flow rate changes the heat transfer 

area and thus the overall heat transfer coefficient, the new 

heat transfer area is calculated as 0.066 m2. While the height 

of the jacket to receive this heat was determined as the same 

as the reactor height, the diameter of the jacket was 

calculated as 0.1050 cm and the jacket capacity in this 

direction was calculated as 1.7 L. As a result of all these 

studies, considering the cost and environmental impact as a 

refrigerant, using water at an optimum flow rate of 1.271 g/s 

was determined as the optimum value. 

 

3.2 Dynamic Behavior of The System 

Determination of steady state parameters of the system-S1 

zone: The reactor heat transfer system design parameters 

were investigated by repeated experiments under different 

conditions. First, it is necessary to determine the steady-state 

parameters of the process. During the experiment, which was 

started by keeping the cooling water flow rate and heater 

power constant, the inlet-outlet temperatures of the reactor 

and the cooling water were measured, and the results were 

recorded. This process was continued until the second steady 

state was observed. With the results obtained, the changes in 

the temperature in the reactor and the cooling water 

temperature passed through the jacket over time were 

graphically created. Thus, the steady-state operating 

parameters of the reactor were determined. To obtain the 

response of the reactor, the step input was given to the system 

at a specified time after the reactor was operated in a steady 

state for a while. The variation of the temperature inside the 

reactor with time is shown in Figure 1. 

 
Figure 4. Output temperatures of water and ethylene glycol used 

as refrigerants at different flow rates 

Determination of the variation of reactor temperature with 

negative/positive step inputs given to the cooling water flow 

rate (S2 and S3 zones): After reaching a steady-state, positive 

and negative step effects were given to the cooling water 

flow rate to examine the control efficiency of the reactor. It 

is necessary to examine the effect of these step effects on the 

output variable for the open-loop system. In the experiments 

carried out for this purpose, the temperature of the 

environment where the reaction conditions were not met was 

stabilized with the help of variac and positive and negative 

step inputs were given to the cooling water flow rate while 

the inlet temperature was constant at room temperature 

(20 ℃). Firstly, the coolant flow rate was 40 mL/min. A 

positive step input was given to the system when the 

temperature was steady, and the reactor temperature was 

approximately 38°C.  

As a result of the positive step input, the cooling water 

flow rate increased approximately 10 times and reached 400 

mL/min. 

The reactor temperature decreased and reached a steady 

state again at a temperature of about 33 ℃. Similarly, 

changes in the system were observed by giving a negative 

step input to the system. Initially, the reactor temperature was 

steady at 32°C and the cooling water flow rate was 400 

mL/min. The cooling water flow rate declined to 40 mL/min 

after the given negative step input, the temperature inside the 

reactor dropped to 36 ℃. 
 

Determination of process model and control parameters: In 

this paper, to examine the dynamic behavior of the system, 

the control parameters were calculated with the help of 

model parameters by giving positive and negative step 

effects, and thus the success of the controller was examined. 

The model parameters formed by the positive and negative 

effects given to the system by two different methods, namely 

“Linear Regression Method” and “Reaction Curve Method”, 

were examined.  
 

Determination of Process Model Parameters by Linear 

Regression Method: The result of the positive step effect 

given to the cooling water flow rate (S2 region); the flow rate 

was increased from 40 mL/min to 400 mL/min. The positive 

step effect and reaction curve given is given in Figure 5.a. It 

was observed that the system reached the second steady-state 
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2400 seconds after the positive step input. Obtained data 

were used to determine 𝜏, θ, and Kp values as 11.9 min., 1.92 

min., 0.016 ℃/(mL/min.) respectively. 

The data obtained at the end of the positive step inputs 

were recorded and the system dynamics were examined by 

giving a negative step effect (S3 region) to the system. The 

negative step effect was given by reducing the cooling water 

flow rate from 400 mL/min to 40 mL/min and the reaction 

curve was obtained and given in Figure 5.b. It was observed 

that the system reached the second steady-state 2400 seconds 

after the given negative step effect. 𝜏, θ, and Kp values were 

determined as 9.8 min, 5.06 min, and -0.01172 ℃/(mL/min), 

respectively. 
 

Determination of Model Parameters of the System by 

Reaction Curve Method: The reaction curve of positive step 

input given to the system in the S2 region is given in Figure 

5.a. By applying the reaction curve method, 𝜏, θ and Kp were 

found as 2.33 min., 15.1 min. and as -0.0124 ℃/(mL/min.), 

respectively. The reaction curve formed because of the 

negative step effect given to the system in the S3 region is 

given in Figure 5.b. Using this figure, model parameters 𝜏, θ 

and Kp were determined as 1 min., 17.71 min, and 

0.0120 ℃/(mL/min). 

Determination of PID Control Parameters. P, PI and PID 

parameters were found with Ziegler-Nichols and Cohen-

Coon tuning methods using model parameters obtained by 

“Linear Regression” and “Reaction Curve” methods. These 

parameters are given in Table 5. Positive Effect PID 

parameters found in two different methods were simulated 

with the computer program which is Matlab-Simulink. 

Matlab control simulations are given in Figure 6. 

Figure 6. a-d were compared, and it was observed that the 

control parameters found by the Cohen-Coon adjustment 

method were insufficient to control the system.  

The simulation of the PID parameters obtained from the 

Ziegler Nichols method was found to be the most successful 

among the results obtained. For this reason, optimum control 

parameters were determined by the mentioned methods and 

optimized with the Matlab Simulink PID Tuning program 

extension. PID control parameters obtained by tuning were 

used as -154, 0.123, and 0.519, respectively. 
 

Application of Control Action to the System and 

Experimental PID Control: The reaction was carried out 

experimentally with the obtained optimum theoretical PID 

parameters which were given in Table 5. Experimental 

control parameters that provide the temperature control of 

the system as a result of the final optimizations with the trial 

and error method were given in Table 6. The reaction 

temperature goes up to about 70℃ in cases where no control 

is applied. With the applied PID control, the temperature 

inside the reactor was kept constant at 33 ℃. Experimentally 

open-loop operation without PID temperature control and 

operation under PID control was given in Figure 7. 
 

Table 6. Experimental PID Control parameters that provide 

temperature control of the system  

Control Parameters Values 

Kc -10.8800 

τ1 -10.8308 

τD -0.7214 

 
Figure 5. Change in reactor temperature because of negative (a) and positive (b) step effect on cooling water flow rate
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Figure 6. Linear Regression Positive Step Effect (a-b); (a)Simulation of PID parameters obtained by Ziegler Nichols method; (b) 

Simulation of PID parameters obtained by Cohen-Coon method; (c-d) Reaction curve Positive Step Effect; (c) Simulation of PID 

parameters obtained by Ziegler Nichols method; (d) Simulation of PID parameters obtained by the Cohen-Coon method 

Table 5. Determination of PID control Parameters under positive/negative step inputs by linear regression and reaction curve method 

Method Input Controller Cohen-Coon Ziegler-Nichols 

   Kc 𝝉𝒍 𝝉𝑫 Kc 𝝉𝒍 𝝉𝑫 

Linear 

Regression 

 P -518   -491   

Positive PI -449 4.786  -442 6.39  

 PID -675 4.43 0.678 -590 3.84 0.96 

 P -193   -165   

Negative PI -155 8.26  -148 16.84  

 PID -141 10.367 1.682 -198 10.12 2.53 

Reaction 

Curve 

 P -549   -522   

Positive PI -477 5.872  -470 7.758  

 PID -717 5.389 0.824 -627 4.66 1.165 

 P -1503   -1475   

Negative PI -1335 4.786  -1328 3.33  

 PID -1988 4.43 0.359 -1771 2 0.5 

 

 
Figure 7 (a) Variation of reactor temperature with time in the uncontrolled system (b) Variation of cooling water flow rate and 

reactor temperature over time in PID Control system 
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4. Conclusions 

During the dynamic investigations of the exothermic 

neutralization reaction, a heater was used to represent the 

heat source. The result of the dynamic analyzes carried out 

in an isolated reactor was evaluated theoretically and 

experimentally, and a controller design was carried out for 

the reactor temperature. It was observed that the process 

model parameters obtained from negative and positive step 

inputs given to the cooling water flow rate were different. 

Since the real system should be taken into consideration 

while creating the control parameters, it is predicted that the 

PID controller will continuously have positive effects on the 

cooling water flow rate, and the reaction volume heated 

during the process was calculated on the positive step input. 

At the end of the simulation, it was observed that the control 

parameters found by the Cohen-Coon adjustment method 

were insufficient to control the system. To find the optimum 

control parameters, the Linear Regression method, the PID 

parameters found by the positive step effect Ziegler-Nichols 

method were used as the initial value and optimized with the 

Matlab Simulink PID Tuning extension. Before the control 

application, the last parameters obtained for the final 

optimization were used as the initial value. Then, the PID 

parameters were optimized by trial and error methods while 

the process was in a closed loop. As a result of all these 

processes, the temperature of the reaction, which rapidly 

heated up to 70 oC in an uncontrolled cycle, was kept 

constant at 33 oC. In future studies, a comparison between a 

constant flow rate cooler and a PID controller will help 

optimization studies. Similarly, performance comparison 

with controller types such as P, PI, GMP can be another 

subject of study. 
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 The efficient use of existing energy sources along with the development and widespread use of 

alternative energy sources, especially renewable energy sources becoming important issues. At 

this point, the energy content of municipal solid wastes (MSW) can be considered a renewable 

energy source. MSWs contain a large fraction of renewable material and are continuously 

produced as a result of human activity. Therefore, international authorized institutions such as the 

U.S. Department of Energy (US DOE), and the U.S. Environmental Protection Agency (US EPA) 

assess MSWs as renewable and sustainable energy sources. Incineration is one of the options for 

energy recovery from MSW as a waste-to-energy (WTE) approach. The R1 energy efficiency is a 

criterion introduced by the European Union Waste Directive (Directive 2008/98/EC) to 

differentiate waste operation by incineration as either disposal or energy recovery.  The paper 

focused on the evaluation of the MSW incineration potential of İzmir province in consideration of 

R1 energy efficiency criteria. According to the R1, the MSW energy recovery (both heat and 

electricity) potentials were investigated considering the amount, composition, and calorific value 

of MSW generated in İzmir province. The population growth, MSW generation, and calorific 

value alternation up to 2026 were estimated for İzmir. Based on MSW future projections of İzmir 

province, overall energy recovery potential was assessed. It is forecasted that the average net 

calorific value (NCV) of MSW generated in İzmir will exceed 6 MJ/kg. This NCV will be suitable 

for energy recovery from the İzmir MSW. Assuming R1=0.65, it is predicted that a minimum of 

2231 GWh/year of heat energy or 932 GWh/year of electricity can be produced annually in the 

next years 2022.         
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1. Introduction 

Nowadays, one of the reasons for the steady increment 

in energy demand and dependence on energy is the growth 

of the World population, industrialization, and 

technological progress [1]. It is emphasized by energy 

experts that the fossil fuels in the world may run out [2]. 

Hence, searching for alternative energy resources 

especially renewables have gained great attention recently. 

Municipal Solid Waste (MSW) is considered a renewable 

energy resource because MSWs contain a large fraction of 

renewable material and are continuously produced. MSW 

is a heterogeneous material usually obtained from a 

collection of wastes generated in urban fields, which 

naturally alters from region to region. MSW contains a 

large fraction of renewable materials (or biomass 

feedstock) like food waste, cardboard, paper, grass 

clippings, leaves, wood, leather products, and other non-

renewable (or non-biomass feedstock) materials like 

plastics and other synthetic materials made from 

petroleum [3]. The rational disposal of MSWs, which 

naturally arises as a result of our vital activities, is a very 

important issue in terms of providing maximum economic 

contribution as well as human health [4]. 

The US Department of Energy (US DOE) reported that 

MSW consists of 82% biomass (food, paper, yard wastes, 

rubber, etc.) and 18% petrochemical wastes, which are 

combustible materials. Therefore, the US DOE classifies 

the MSW in the biomass fuel category of renewable 

energy sources [5]. According to the US Environmental 

Protection Agency (US EPA), electricity and heat 

generation with non-recyclable waste materials can be 

considered renewable energy generation. This process 

reduces carbon emissions by reducing methane generation 

from landfills and offsetting energy needs from fossil 

sources [6]. Energy Information Administration (EIA) has 

assorted all consumption at MSW combustion facilities as 

A study on the renewable energy potential of incineration of municipal solid 

wastes produced in Izmir province  
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a renewable part of “Waste Energy” [7]. 

Many countries focus on the policy of using these 

resources effectively to reduce the consumption of natural 

resources and struggle with the emerging energy crisis [8]. 

In this scope, energy generation from MSW is gaining 

increasing interest in terms of reducing dependence on 

fossil sources. Energy conversion from MSW in waste-to-

energy (WTE) power plants is one of the main ways of 

integrated waste management. Hence, energy conversion 

from MSW, as a waste management strategy, is increasing 

in terms of both the number of facilities and capacity 

across Europe and, is supported by legal directives [9]. 

Waste-to-energy is recognized as a promising alternative 

and a potential renewable energy source to tackle the 

problem of waste generation [10]. The waste management 

hierarchy suggested by Directive 2008/98/EC [10] of The 

European Parliament and The Council Energy is shown in 

Figure 1. After reducing, reusing, and recycling, material, 

and energy recovery has a priority in waste management.  

Incineration is defined as the controlled burning of 

waste at high temperatures, and it reduces the volume of 

waste, generates energy from waste as heat and power, and 

eliminates pathogens [11,12]. The main purpose of an 

incineration facility is the conversion of stored energy 

from waste to useful energy forms. MSW incineration 

process is composed of three main steps: combustion of 

MSW in an incinerator, energy recovery from flue gas, and 

cleaning of air pollutants. Incineration of MSW does not 

completely dispose of the waste but does remarkably 

reduce the volume of waste to be landfilled. The reductions 

via incineration are approximately 90 percent by volume 

and 75 percent by weight [13]. Some air pollutants, such 

as COx, SOx, and NOx, are formed because of the 

incineration of MSW. In the past, MSW incinerators were 

considered major sources of such environmental 

pollutants. On the other hand, the WTE power plants 

implemented new US EPA regulations on Maximum 

Achievable Control Technology (MACT) during the 

1990s, and then, they have become one of the cleanest 

sources of heat energy and electricity [14]. 

 

 
Figure 1. Waste management hierarchy [10] 

One of the important issues is the energy conversion 

efficiency of the input waste during incineration. In this 

study, R1 efficiency was adopted for waste incineration 

energy conversion. The criterion of energy efficiency (R1 

formula) that was introduced in the Waste Framework 

Directive in 2008 [10] is an incentive for WTE plants in 

Europe to improve their efficiency. According to Annex II 

of the Waste Framework Directive, incineration facilities 

dedicated to the processing of MSW can be classified as 

R1 recovery operations where their energy efficiency is 

equal to or above 0.65 for new plants [10]. In other words, 

the R1 threshold should be satisfied on the condition that 

a minimum of 0.65 for energy recovery via MSW 

incineration. Gohlke [15] investigated efficiency energy 

recovery from MSW and the resultant effect on 

greenhouse gas balance. The author reported some energy 

efficiency performance indicators and concluded that the 

R1 criterion will lead to the development and 

implementation of the optimized process and system. 

Grosso et al. [16] analyzed the R1 formula and exergy 

efficiency of 97 European plants as energy recovery 

criteria. According to their study, 43.7% of 97 European 

WTE plants have R1 efficiency higher than 0.65. In this 

respect, the energy potential via incineration was 

theoretically assessed for MSW generated in İzmir using 

the R1 criteria in this study. According to the R1 criteria, 

R1=0.65 is the threshold value for energy recovery in 

incineration facilities. Thus, in the scenario of establishing 

an incineration plant in İzmir, the energy recovery 

efficiency of the incinerator should be at least R1=0.65. 

Different from the other study in the literature, a 0.65 

threshold value of R1 efficiency was adopted to determine 

the theoretical potential of energy content which can be 

recovered from İzmir province MSW by the way of 

incineration. The total produced energy from the MSW in 

İzmir was calculated assuming the 0.65 value of the R1 

efficiency is the minimum value for the energy recovery 

and it can be increased, but the calculations have been 

made using this threshold value as the worst scenario for 

energy recovery from MSW. 

İzmir is the third big city in Turkey with a population of 

nearly four million. It is located in the western region of 

Turkey and is on the Aegean Sea coast. İzmir is the industrial 

and tourism center of the Aegean Region and a prospering 

province in both economy and population. In the present 

paper, an investigation of the energy potential of MSW in 

İzmir using incineration technology was carried out. The 

main objective of this study is to quantitate the 

contribution of MSW in İzmir to the energy production of 

the city via the MSW incineration option. This paper 

provides the theoretical potential of energy content that 

can be recovered from MSW by the way of incineration 

and evaluation of the energy potential of MSW in the city 

according to R1 energy efficiency [10]. Different from the 

other study in the literature, the current study investigates 

the incineration potential of MSW generated in İzmir 

province. As stated earlier, a 0.65 threshold value of R1 

efficiency was adopted in this study to assess the 

theoretical potential of the energy content of MSW 
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generated in the İzmir province. The population growth, 

MSW generation, and energy amount projections from 

2022 to 2026 were also presented in this study. 

2. Methodology 

The energy content of MSW is the major energy input 

of the MSW incinerator. The energy content of MSW as 

an energy source is strictly linked to two parameters: net 

calorific value (NCV) and quantity of MSW. The energy 

content of MSW (�̇�𝑤) can be written as in Eqn. 1. 

�̇�𝑤 = �̇�𝑤𝑎𝑠𝑡𝑒𝑁𝐶𝑉𝑤𝑎𝑠𝑡𝑒  (1) 

where �̇�𝑤𝑎𝑠𝑡𝑒is the MSW feed rate to the incineration 

facility and 𝑁𝐶𝑉𝑤𝑎𝑠𝑡𝑒  is the net calorific value of the 

MSW. This is because the calculation and estimation of 

the generation rate and net calorific value of MSW are 

important for the feasibility of an incineration plant. In this 

study, the calculation and estimation of the generation rate 

and net calorific value of MSW produced in İzmir have 

been conducted. 

2.1. MSW generation in İzmir 

The waste continuously is generated as a result of 

human activity. Therefore, the population future 

projection is one of the important parameters for the 

estimation of MSW generation. İzmir’s yearly population 

growth and MSW generation data were obtained from 

official reports prepared by the Turkish Statistical 

Institution (TurkStat) in the current study. According to 

TurkStat statistics, the population of İzmir is gradually 

increasing and it is expected to be nearly 4.7 million in 

2026 [17,18]. The population growth (from 2008 to 2021) 

and future projections (from 2022 to 2026) of İzmir city 

given in the TurkStat report can be shown in Figure 2 [19]. 

 
Figure 2. Population growth of İzmir city [17-19] 

According to the waste generation data, which covers 

between 2001 and 2020 years, published by TurkStat, an 

average of 1.241 kg of MSW per day has been produced 

per person in İzmir province [16]. The data available 

indicate [20] that the average MSW generation in İzmir 

province is around 440 kg/capita/year. The annual MSW 

generation from 2008 to 2020 (orange bars) and future 

estimation (blue bars) of MSW generation from 2020 to 

2026 in İzmir province are given in Figure 3. While the 

annual MSW generation between 2008 and 2020 given in 

Figure 3 is reported TurkStat data [20], the annual MSW 

generation between 2022 and 2026 is determined 

according to the past 2008-2020 MSW data using the least-

squares method. It follows from the report prepared by 

TurkStat that total MSW generation in İzmir increased by 

73.3% from 2008 to 2020. Also, it is expected that the 

MSW production amount is approximately 2.74 million 

tons per year in 2026. The economic development and 

growth of the urban population in İzmir province have 

increased the MSW amount. 

2.2. Calculation of energy content of MSW 

The energy content of the MSW can be determined 

experimentally by combusting the fuel in a high-pressure 

oxygen ambiance in a bomb calorimeter [21-23]. On the 

other hand, the complexity of biomass, particularly in case 

of MSWs, makes it highly difficult to experimentally 

estimate the calorific value (in other words energy content) 

[24]. The experimental approaches can be tedious, costly, 

and time-consuming [21]. Using theoretical approaches 

not only saves time but also saves high expenses [25]. 

There are different theoretical approaches in the literature 

to estimate and calculate the energy value of the MSW 

because of the non-homogeneous structure of MSW.  

 
Figure 3. The annual MSW generation and future estimation in 

İzmir province [20] 



 

 

 

Figure 4. Tanner Diagram adapted from [28, 29] 

 

One of the common theoretical approaches is ultimate 

analysis. This method is based on the elemental analysis 

for each component of the MSW that gives rise to the 

percentages of Carbon, Hydrogen, Oxygen, Nitrogen, 

Sulfur, and Chlorine elements. Then, the energy content of 

the MSW is determined depending on these chemical 

characteristics [24,26]. One of the more accurate ways to 

evaluate the fuel quality of waste is to divide it into 

characteristic components (organics, inert materials, 

plastics, cardboards, etc.). Thanks to this division, 

combustible matter (%C), water content (%W), and ash 

content (%A) of the waste are determined [12]. This 

approach is named proximate analysis. When the waste 

composition is defined accordingly proximate analysis, the 

Tanner diagram (Figure 4), which is the graphical plot of 

combustibility of MSW and based on actual field data 

from MSW incineration plant, can help to determine 

combustion characteristics of the MSW [27,28]. If MSW 

contains ash lower than 60%, moisture lower than 50%, 

and combustible higher than 25%, it can be said that MSW 

is suitable for incineration. 

Together with proximate analysis, the approach 

developed for the feasibility studies of World Bank-

supported projects was used to estimate the NCV of the 

MSW in this study. The NCV is calculated using the 

following expression [30]. 

𝑁𝐶𝑉𝑤𝑎𝑠𝑡𝑒  =  𝑁𝐶𝑉𝑎𝑤𝑓 . 𝐶 − 2445. 𝑊 (2) 

where 𝑁𝐶𝑉𝑤𝑎𝑠𝑡𝑒  is the net calorific value (or lower 

calorific value) of the waste,  𝑁𝐶𝑉𝑎𝑤𝑓  is ash and water 

independent heating value of waste, 𝐶 and 𝑊 are 

combustible and moisture fractions of waste, respectively. 

Table 1 exhibits the fraction basis and calorific values of 

MSW that are calculated based on Eqn (2). 

To determine the composition of MSW in İzmir, waste 

characterization analyzes are carried out by İzmir 

Metropolitan Municipality in 17 districts of İzmir, 

including the summer and winter months [31]. This waste 

characterization analysis was conducted for the years 

between 2008 and 2013 as well as 2018, and it was 

reported for these years. Waste composition percentages 

for 2014-2017 and 2019-2026 are estimated using the least 

square method. In other words, future projections of the 

composition for 2014-2017 and years after 2018 were 

made with curve fitting using the past data (2008-2013 and 

2018 [31]). Composition percentages and future 

projections of İzmir MSW are given in Table 2.  

2.3. The R1 energy efficiency formula 

The R1 is defined to differentiate waste operation by 

incineration as either disposal or energy recovery of MSW 

based on threshold values of 0.60 and 0.65. Recovery takes 

place if R1>0.65 for plants permitted during 2009 and 

later, and for older plants R1>0.60. 

𝑅1 =
𝐸𝑝 − (𝐸𝑓 − 𝐸𝑖)

0.97(𝐸𝑤 + 𝐸𝑓)
 

(3) 

 

Table 1. Fractions and calorific values of waste components reported by the World Bank [12]  
 

Fraction 

Fraction Basis Calorific values 

Moisture 

W % 

Ash 

A % 

Combustible 

C % 

NCVawf 

kJ/kg 

NCV 

kJ/kg 

Food and organic waste 66 13.3 20.7 17000 1905 

Plastics 29 7.8 63.2 33000 20147 

Paper & cardboard 47 5.6 47.4 16000 6435 

Wood 35 5.2 59.8 17000 9310 

Metals 6 94 0 0 -147 

Glass 3 97 0 0 -73 

Inerts 10 90 0 0 -245 

Textiles 33 4 63 20000 11793 

Leather and rubber 11 25.8 63.2 23000 14267 

Fines 32 45.6 22.4 15000 2578 
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Table 2. Composition percent of the MSW generated in İzmir [31] 

 

 Composition percentages 2008 2009 2010 2011 2012 2013 2018 2020 2022 2024 2026 

Food and organic waste 48.78 39.71 49.1 54.66 46.71 56.4 45.41 49.56 49.68 49.80 49.92 

Plastics 8.31 7.23 8.36 9.49 14.91 11.92 10.05 12.43 12.76 13.08 13.40 

Paper & cardboard 12.97 11.16 9.45 9.63 12.96 8.44 6.81 10.11 10.10 10.09 10.07 

Wood 1.12 4.70 0.85 1.29 1.94 0.96 1.24 1.38 1.33 1.29 1.24 

Metals 1.78 0.42 0.51 0.65 1.24 0.97 0.98 0.93 0.93 0.92 0.92 

Glass 5.37 5.09 4.43 5.37 6.55 4.97 6.63 5.49 5.49 5.49 5.49 

Inerts 1.71 11.21 0.73 2.12 1.25 0.83 1.42 2.78 2.79 2.79 2.80 

Fines 11.18 5.8 5.02 2.79 0 3.46 5.17 4.77 4.77 4.77 4.77 

Other combustible 8.16 13.23 8.42 12.53 12.87 9.83 17.62 11.81 11.82 11.82 11.82 

Others 0.25 0.75 12.87 0.003 0 0 2.32 2.31 2.31 2.31 2.31 

Hazardous waste 0.31 0.56 0.13 1.01 1.5 1.79 1.14 0.92 0.92 0.92 0.92 

Waste electrical and electronic 

devices 
0.07 0.14 0.13 0.41 0.07 0.43 0.32 0.22 0.22 0.22 0.22 

          Reported data in ref. [31] 
          Estimated data with least square method using reported past data in ref. [31] 

 

where 𝐸𝑝 is produced energy (electricity or heat), 𝐸𝑤   is 

the energy content of waste. 𝐸𝑓  and 𝐸𝑖  are the auxiliary 

fossil fuel energy and imported energy, respectively. 

If no fossil fuels are burned and no auxiliary energy is 

needed, the R1 energy equation can be simplified as 

below: 

𝑅1 =
𝐸𝑝

0.97𝐸𝑤

 
(4) 

The factor 0.97 in the dominator is meant to take care of 

heat losses due to radiation and bottom ash [32]. The term 

𝐸𝑝 is calculated as defined by [32]: 

𝐸𝑝 = 1.1(𝑄𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡 + 𝑄𝑝𝑟𝑜𝑐𝑒𝑠𝑠) + 2.6 𝑊𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐  (5) 

The terms  𝑄𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡 and 𝑄𝑝𝑟𝑜𝑐𝑒𝑠𝑠 stand for heat 

delivered to district heat and facility internal process heat 

networks [32]. In other words, 𝑄𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡  is the heat energy 

that can be produced for district heating purposes (for 

example, example, residential heating). Similarly, 𝑄𝑝𝑟𝑜𝑐𝑒𝑠𝑠 

is the amount of heat that can be needed in the internal 

processes of the facility (for example, the production of hot 

water for use in internal processes in the facility). The sum 

of 𝑄𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡  and 𝑄𝑝𝑟𝑜𝑐𝑒𝑠𝑠 is total heat (𝑄𝑡𝑜𝑡𝑎𝑙) produced in 

the plant. Another term 𝑊𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐  represents the produced 

electricity. 

When the incineration plant is designed to convert waste 

energy to electricity, produced electricity (𝑊𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐) 

according to the R1 formula becomes 

𝐸𝑝 = 2.6 𝑊𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐 = 0.97 𝑅1 𝐸𝑤  (6) 

𝑊𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐 =
0.97 𝑅1 𝐸𝑤

2.6
 

(7) 

Similarly, when the incineration plant is designed to 

convert waste energy to heat, produced total heat (𝑄𝑡𝑜𝑡𝑎𝑙) 

according to the R1 formula becomes 

𝐸𝑝 = 1.1 𝑄𝑡𝑜𝑡𝑎𝑙 = 0.97 𝑅1 𝐸𝑤  (8) 

𝑄𝑡𝑜𝑡𝑎𝑙 =
0.97 𝑅1 𝐸𝑤

1.1
 

(9) 

3. Results and Discussion 

İzmir is a prospering province both in economy and 

population. The population of İzmir is gradually increasing 

and it is expected to be nearly 4.7 million in 2026. This 

population growth gives rise to an increase in the amount 

of generated MSW. Incineration facilities have been 

notable in that both the generated MSW can be disposed 

of and the energy conversion of MSW can be performed. 

In this study, the calculation method proposed from the 

World Bank report is applied for the NCV of the MSW 

components. The NCV values of the MSW components, 

which were calculated with Eqn. (2), are listed in Table 1. 

The NCV of the MSW produced in İzmir was calculated 

based on the fraction basis of the MSW for the years. The 

overall NCV of the MSW generated in İzmir was 

calculated with Eqn. (10): 

𝑁𝐶𝑉𝑜 = ∑ 𝑥𝑖 × 𝑁𝐶𝑉𝑖

𝑖

 (10) 

where 𝑁𝐶𝑉𝑜  is overall NCV of the MSW 𝑥𝑖 is composition 

percentage of the composition 𝑖 and 𝑁𝐶𝑉𝑖 is the net 

calorific value of the composition 𝑖 (Table 1). As stated 

earlier, the composition percentage,𝑥𝑖  was estimated for 

2014-2017 and 2019-2026 (Table 2). Therefore, the NCV 

of the MSW for İzmir was calculated for 2008-2013 and 

2018 and estimated for 2014-2017 and 2019-2026 using 

Eqn. (10) for the years. "Others", "Hazardous waste" and 

"Waste electrical and electronic devices" in Table 2 were 

not involved in the NCV calculation due to the fact that 

they are not suitable for incineration. "Other combustible" 

in Table 2 was considered textiles, leathers, and rubbers. 

Therefore, the NCV value of "Other combustible" (𝑁𝐶𝑉𝑖) 

was assumed as 13030 kJ/kg which is the arithmetical 

average of the NCV values of textiles, leathers, and 

rubbers [12]. Calculated and estimated NCV of the MSW 

generated in İzmir are given in Figure 5. It can be easily 

seen from the figure that the NCV has increased over the 
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years. This increment means that the energy content of the 

MSW enhances and the usability of the MSW as a fuel in 

the incineration facilities rises. The average NCV of the 

MSW in İzmir was calculated as 6634.9 kJ/kg using the 

Eqn. (2). According to the report published by World 

Bank, the average net calorific value of the waste should 

not be less than 6 MJ/kg throughout all seasons to be able 

to incinerate the waste [12]. It is expected that an 

incineration plant to be installed for the evaluation of 

MSW with this calorific value is suitable for energy 

recovery. 

The total energy that can be produced from MSW in 

İzmir assuming R1=0.65 is represented accordingly by 

years and future projections in Figure 6. It is observed 

from Figure 6 that the total annual produced energy (𝐸𝑝 ) 

exceeds 2452 GWh in the next years of 2022. This 

estimated energy potential of the MSW can be used to 

meet the energy demand of İzmir province in the form of 

heat and electricity. According to the TurkStat, 2452 GWh 

energy value is equal to nearly 0.89% of the gross 

generation of electricity in Turkey. In 2016, 8.6% of 

Turkey’s electricity need was met from renewable energy 

sources. It is expected that this estimated energy potential 

of MSW can contribute to meeting energy demand from 

renewable energy sources. In other words, the incineration 

of MSW produced in İzmir can contribute to the increase 

of 8.6% renewable energy in Turkey with an energy value 

of 2452 GWh. 

The electricity and heat energy potentials of the 

incineration plant for İzmir province were calculated using 

Eqn. (7) and Eqn. (9). The electricity potential means that 

total electricity can be produced if the incineration plant is 

designed to convert MSW energy to electricity. Similarly, 

the heat energy potential means that total thermal energy 

can be produced if the incineration plant is designed to 

convert MSW energy to heat energy. The calculated and 

estimated potentials are given in Figure 7. The total 

electricity consumption in İzmir was nearly 19241 

GWh/year in 2016 and 20433 GWh/year in 2019 [33]. It 

follows from Figure 7 that electricity from MSW with 852 

GWh/year could meet nearly 4.43% of the electricity 

demand of İzmir in 2016. This percentage is encouraging 

for the establishment of the incineration plant in İzmir 

province. Also, producible heat energy with R1 criteria is 

the level that can be used in district heating. The great 

majority of the heat energy demand of both homes and 

industry has been met by natural gas in İzmir. The 

incineration facilities can be a versatile and environmental 

alternative to natural gas combustion systems for İzmir 

province. It can be also seen from Figure 7 that heat energy 

potentials are higher than the electric potential. The main 

reason for this situation is that the heat conversion rate of 

energy of waste is higher than the electricity conversion 

rate in incinerators. 

 

 
Figure 5. Calculated and estimated NCV of the MSW generated 

in İzmir [31]

 

 
Figure 6. The energy potential of the MSW generated in İzmir province 
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Figure 7. Estimated and calculated heat energy and electricity potentials of the MSW generated in İzmir province 

4. Conclusion 

The present study has been conducted to assess the 

energy potential of MSW generated in İzmir in terms of 

R1 energy efficiency. The MSW generation rate, based on 

population, the MSW energy content depending on waste 

fractions, and then heat energy and electricity potentials 

have been calculated and estimated with the future 

projections. The results show that; 

• In the İzmir province, the population and MSW 

generation per capita has been increasing. Because of 

these increments, the overall MSW generation is 

estimated to be over 2.4 million tons per year after 

2022. This amount of MSW can be used for energy 

recovery with aim of both overcoming waste problems 

and meeting energy needs. 

• It is expected that the NCVs based on the MSW 

composition show rising over the years. It is forecasted 

that the average NCV will exceed 6 MJ/kg. This 

calorific value is suitable for energy recovery from 

waste. Therefore, the MSW generated in İzmir can be 

used as a renewable energy source for energy recovery.  

• With the assuming R1=0.65 (threshold value of R1 

energy efficiency for energy recovery in an 

incineration plant), it is predicted that a minimum of 

2231 GWh/year of heat energy or 932 GWh/year of 

electricity can be produced annually the next years of 

2022. This energy potential can be used to meet energy 

demand in İzmir with a properly designed incineration 

plant. It is evident that the evaluation of MSW in 

incineration plants can contribute to the renewable 

energy production of İzmir city. 
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Nomenclature 

𝐴 : Ash content  

𝐶 : Combustible matter content 

𝐸𝑓    : Auxiliary fossil fuel energy 

𝐸𝑖    : Imported energy 

𝐸𝐼𝐴 : Energy Information Administration 

𝐸𝑝  : Produced energy (electricity or heat) 

𝐸𝑤    : Energy content of waste  

𝐸
̇
𝑤 : Energy content of MSW 

𝑀𝑆𝑊 : Municipal Solid Waste 

�̇�𝑤𝑎𝑠𝑡𝑒  : MSW feed rate to incineration facility 

𝑁𝐶𝑉 : Net calorific value 

𝑁𝐶𝑉𝑎𝑤𝑓 : Ash and water independent net heating value 

𝑁𝐶𝑉𝑖  : Net calorific value of the composition 𝑖  

𝑁𝐶𝑉𝑜   : Overall NCV of the MSW 

𝑁𝐶𝑉𝑤𝑎𝑠𝑡𝑒: Net calorific value of the MSW 

𝑄𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡  : Heat delivered to district heat 

𝑄𝑝𝑟𝑜𝑐𝑒𝑠𝑠  : Facility internal process heat networks  

𝑄𝑡𝑜𝑡𝑎𝑙  : Produced total heat (= 𝑄𝑑𝑖𝑠𝑡𝑟𝑖𝑐𝑡 + 𝑄𝑝𝑟𝑜𝑐𝑒𝑠𝑠) 

𝑇𝑢𝑟𝑘𝑆𝑡𝑎𝑡: Turkish Statistical Institution 

𝑈𝑆 : The United States 

𝑈𝑆 DOE : The US Department of Energy 

𝑈𝑆 EPA : The US Environmental Protection Agency 

𝑊𝑇𝐸 : Waste-to-Energy 

𝑊 : Water (moisture) content 

𝑊𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐  : Produced electricity 

𝑥𝑖 : Composition percentage of the composition 𝑖 
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  ARTICLE INFO  ABSTRACT 

 University course timetabling is an NP-Complete problem type which becomes even more difficult 

due to the specific requirements of each university. In this study, it was aimed to solve a university 

course timetabling problem by using integer programming and to develop assignment models that 

can be easily adapted to similar problems. The models that we developed for the solution are based 

on  the integer programming model of Daskalaki et al. [1]. In addition, the models were developed 

taking into account the fact that there was an availability of multi-section courses, the minimum 

overlap of elective courses, and the ability to divide courses into sessions in terms of effective use 

of the capacity. In this framework, two different models (model 1 and model 2) were developed. 

Whereas model 1 assumes that all courses are processed as a single session (If a course has 3 time 

periods per week, then it is taught as a single session), model 2 assumes courses can be assigned 

by divided into multiple sessions (If a course has 3 time periods per week, then it can be divided 

into 1+1+1 or 2+1 sessions.). In model 2, a structure in which the model itself could determine 

how to split the courses in the framework of predetermined options was developed. Both models 

were formulated in such a way as to maximize the satisfaction of the lecturers.  Finally, a larger 

scale problem was derived from the first problem and the performance of these two models were 

compared for both problems. The results showed that the optimal solution was obtained within the 

specified constraints, and the solution time significantly increased with an increase in the size of 

the problem. 
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1. Introduction 

Many timetabling problems such as nurse rostering, 

sports timetabling, transportation planning, university 

course schedules planning and university exam schedules 

planning have been the subject of operations research for 

more than 40 years [2]. The timetabling problem which is 

the most difficult to solve belongs to the problem class 

called NP-Complete. It is difficult to solve such problems 

optimally and efficiently. The course scheduling problem 

also falls under the class of NP-Complete problem due to 

the rapid increase in the number of decision variables and 

the rapid growth of the solution space [3-5]. What makes 

it difficult to solve the problem is that the solution time 

dramatically increases as the problem size grows [1]. The 

increase in solution time also depends on the structure of 

the course timetabling problem because this problem 

varies depending on each institution that has its own 

specific requirements. The fact that courses can be 

mandatory, elective, or in multi-section status can be 

shown as an example of these requirements. To 

accomplish most of the wishes and requirements of the 

instructors and students is also an important and difficult 

task. In the literature, there are many studies in which 

different methods have been used and different models 

have been developed for the timetabling problem by taking 

into account these and similar reasons. 

Educational timetabling problems are usually divided 

into two main categories: high school timetabling 

problems and university timetabling problems. These 

problems in themselves are also divided into two 

categories: course timetabling and exam timetabling [6, 7]. 

The university examination timetabling problem can be 

defined as assigning courses to a specific number of 
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classrooms suitable for the requirement of each course and 

usually to specific time periods for five days a week or for 

ten days two weeks. The focus of this study is university 

course timetabling problems. The university course 

timetabling problem can be defined as assigning a course 

to specific time periods only for five days a week and to 

specific classrooms suitable for student capacity and the 

requirement of the course. In both problem types 

mentioned above, for those called “hard constraints”, there 

should never be an overlap; and for the remaining 

constraints called “soft constraints”, the aim should be to 

minimize the number of overlaps. It is seen that the 

constraints are divided into two groups as hard and soft 

constraints in many of the timetabling studies [6-10]. Hard 

constraints must be fulfilled fully so that the generated 

solution would be a feasible solution and there would be 

no overlap. The possibility of assigning a lecturer or 

student to maximum one course in the same time slot can 

be shown as an example of such constraints. Soft 

constraints are not indispensable but desirable constraints 

for increasing the quality of a timetabling. In practice, it is 

impossible to fully satisfy all soft constraints. For this 

reason, in most timetabling studies, these constraints are 

included in the objective function of mathematical 

programming models. For example, in this paper, the level 

of satisfaction of lecturers is optimized in the objective 

function. 

 Since the university course timetabling problem differs 

depending on the structure of each institution, there is no 

specific problem structure. When looking at past studies, 

it seems that different models and different solution 

methods have been used to solve this problem both 

because of unspecific problem structure and because of 

NP-Complete problem structure. As Babaei et al. [9] and 

Feizi-Derakhshi et al. [11] mentioned in their studies, these 

methods and approaches which solved the timetabling 

problem can be classified under four categories. The first 

category includes techniques based on Operations 

Research.  Graph Coloring [3, 12, 13], Linear 

Programming (LP)/ Integer Linear Programming (IP) [1, 

14-18], Goal Programming [19], and Constraint 

Satisfaction Programming [4, 20, 21] can be given as 

examples of these techniques. The second category 

includes approaches based on the metaheuristic strategies. 

As examples of these, many heuristic approaches 

including primarily the tabu search [22-24] and genetic 

algorithm [25, 26] methods can be shown. The third 

category includes methods based on Multi-criteria and 

multi-purpose approaches. The final category of these 

approaches includes Modern Intelligence Novel Methods. 

Fuzzy theory [27, 28], hybrid [29-31] and artificial 

intelligence-based approaches can be shown as examples 

of this category. 

In our study, primarily, it was aimed to solve a 

university course timetabling problem by using integer 

programming and to create assignment models that can 

easily be adapted to many universities that have similar 

structures. In this framework, two models were developed. 

These models that we developed for the solution are based 

on the  integer programming model of Daskalaki et al. [1]. 

In addition, the models were developed taking into account 

the availability of multi-section courses, the minimum 

overlap of elective courses, and the ability to split courses 

in terms of effective use of the capacity. Model 1 solves 

the timetabling problem by meeting all the requirements of 

the course program of Hacettepe University Business 

Administration (HUBA). Since all courses in HUBA are 

given as a single session in the morning or afternoon, it is 

assumed in model 1 that all courses are presented as only 

a single session. Unlike Model 1, Model 2 contains the 

assumption that course hours can be assigned by dividing 

instead of the single session.  

The contributions of this study are: (1) The fact that the 

courses can become mandatory, elective, and in multi-

section status was taken into account in the both models; 

(2) In the Model 2, a structure in which the model itself 

can determine how to split the courses in the framework of 

predetermined options (e.g., assigning a 3-hour course as 

2 + 1 or as a single session) was developed. Also, in this 

paper, a larger scale problem (problem 2) was derived 

from the HUBA problem (problem 1) and then the 

performances of both models were compared. This last 

analysis is important in that it shows how dramatically the 

solution time for the NP-Complete problem class changes. 

Both models have an objective function. These objective 

functions maximize the satisfaction of the teaching staff 

and minimize the overlap of elective courses. 

2. Structure of University Course Timetabling 

Problem Section 

University course problems differ depending on the 

structure of each institution, its possibilities, and its own 

specific requirements. For this reason, although the basic 

structure of the models developed to solve the university 

course problem is generally similar, the specific 

requirements render the models more complex and different.  

The structure of the university course timetabling mainly 

consists of day, time period, student group, lecturer, course, 

and classroom dimensions. We can explain these dimensions 

through the example of HUBA modeled in our study as 

follows: 

The time period refers to a one-hour interval, and there are 

eight time periods per day between 09:00 am and 17.45 pm, 

from Monday to Friday. 

The student groups are the student cluster taking common 

courses. Therefore, in HUBA, which has a four-year training 

program, every training year refers to a student group. The 

courses in the curriculum are taught by lecturers who are 

experts in their field. In HUBA, which course will be taught 

by which lecturer is determined in advance by the decisions 
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of the board of directors.  

The courses in the curriculum are divided into mandatory 

and elective. Mandatory courses are courses that students 

must take in order to graduate from a program. In terms of 

elective courses, students have the option of taking or not 

taking these courses according to their interests or claim. 

However, they have to take a certain number of these courses 

to complete the total amount of credit required for graduation. 

In HUBA, all courses in the first two years are in the 

mandatory course category, and most of the courses in the 

last two years are in the elective course category. Because of 

the lack of staff and physical space in the HUBA, the course 

timetabling problem should be resolved in such a way that 

the overlap of the elective courses given to student groups is 

minimized. In addition, due to the same reasons, some 

mandatory courses are divided into sections. For this reason, 

the course timetabling problem should be modeled in such a 

way that the students can take any section of the mandatory 

course according to their own program. 

All courses in HUBA are processed as a single session in 

a way that they will be three hours per week. The courses that 

require special equipment are taught in the laboratory, and 

the others are taught in normal classrooms. Some courses 

outside the department are taught by the faculty. For this 

reason, the department’s courses should not be assigned to 

the classrooms and time periods in which these courses are 

held. 

 

3. Modeling the University Course Timetabling 

Problem 

Two different models are developed for solving the course 

timetabling problem. While Model 1 completely meets 

HUBA’s requirements, Model 2 meets the need for programs 

that the courses can be divided into parts according to the 

time period. The notation used in these models is mostly 

similar to the notation used in the study of  Daskalaki et al. 

[1]. The sets, decision variables, and parameters used in both 

models respectively defined below: 

 

3.1 Sets 

• The set of days that are appropriate for assigning in a 

week is indicated by the letter 𝐼, e.g.I= {1,2,3,4,5}. 

• The set of the time periods that are appropriate for 

assigning in a day is indicated by the letter 𝐽. The time 

period usually refers to a time of one-hour, which is 

received 45-minutes lesson and 15-minutes break. For 

this reason, in Model 2, the set of the time period in a 

day that starts at 09:00 and ends at 17.45 is as follows: 

𝐽 = {1,2,3,4,5,6,7,8}. In Model 1, on the other hand, 

as all courses in HUBA are given as a single session 

in the morning or after lunch, the set of the time period 

(a time period is three hours) in a day is as follows: 

𝐽 = {1,2}. 

• The set of the student groups is indicated by the 

letter𝐾, e.g. 𝐾 = {1,2,3,4}.  

• The set of the lecturers is indicated by letter 𝐿, e.g. 

𝐿 = {𝐿𝑒𝑐#1, 𝑙𝑒𝑐#2,… , 𝐿𝑒𝑐#𝐿}.  

• The set of the courses is indicated by letter 𝑀, e.g. 

𝑀 = {𝑐𝑜𝑢𝑟𝑠𝑒#1, 𝑐𝑜𝑢𝑟𝑠𝑒#2, … , 𝑐𝑜𝑢𝑟𝑠𝑒#𝑀}. 

• The set of the classrooms is indicated by the letter 𝑁, 

e.g. 𝑁 = {𝑐𝑙𝑎𝑠𝑠#1, 𝑐𝑙𝑎𝑠𝑠#2, … , 𝑐𝑙𝑎𝑠𝑠#𝑁}. 

3.2 Decision Variables 

In this study, two decision variables were included in both 

models. The first (i.e., basic) decision variable which is 

adopted as the set of binary variables is denoted as follows: 

𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛 =

{
 
 

 
 

1, 𝑤ℎ𝑒𝑛 𝑐𝑜𝑢𝑟𝑠𝑒 𝑚  𝑡𝑎𝑢𝑔ℎ𝑡 𝑏𝑦 𝑙𝑒𝑐𝑡𝑢𝑟𝑒𝑟 𝑙 𝑡𝑜 𝑡ℎ𝑒 𝑠𝑡𝑢𝑑𝑒𝑛𝑡  
𝑔𝑟𝑜𝑢𝑝 𝑘 𝑖𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑗𝑡ℎ 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑  𝑜𝑓 𝑑𝑎𝑦 
 𝑖 𝑖𝑛 𝑐𝑙𝑎𝑠𝑠𝑟𝑜𝑜𝑚 𝑛.  𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾, 𝑙 ∈ 𝐿,

              𝑚 ∈ 𝑀, 𝑛 ∈ 𝑁 
 

  0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                               

  

The second (i.e., auxiliary) decision variable which is 

adopted as the set of integer variables is denoted as follows: 

𝑦𝑖,𝑗,𝑘 =

{
 
 

 
 
   𝑍+, 𝑤ℎ𝑒𝑛 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑓𝑙𝑖𝑐𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑗𝑡ℎ         
            𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 𝑜𝑓𝑑𝑎𝑦 𝑖 𝑜𝑓 𝑠𝑡𝑢𝑑𝑒𝑛𝑡 𝑔𝑟𝑜𝑢𝑝 𝑘 𝑖𝑠.

𝑤ℎ𝑒𝑟𝑒  𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾          
 

 0,               𝑤ℎ𝑒𝑛 𝑡ℎ𝑒𝑟𝑒 𝑖𝑠 𝑛𝑜 𝑐𝑜𝑛𝑓𝑙𝑖𝑐𝑡.                                   

  

3.3  Parameters 

The parameter sets are defined in the form of subsets 

according to the basic indices I, J, K, L, M, and N. Thus, the 

number of variables is further reduced and modeling of 

constraints becomes much easier. These parameters are the 

followings: 

𝐾1={𝑘 ∈ 𝐾: 𝑘 = the student groups of lower-grade years, 

usually from the first two years in a four-year 

department.}. 

𝐾2 ={ 𝑘 ∈ 𝐾: 𝑘 =  the student groups of higher-grade 

years, usually from the last two years in a four-year 

department, and there are also elective courses in this 

period.}. 

𝐾𝑙  ={  𝑘 ∈ 𝐾,  the set of the student group taught by 

lecturer 𝑙. }. 

𝐿𝑖  = { 𝑙 ∈ 𝐿, the set of the lecturer available on day 𝑖. }. 

𝐿𝑘  = {  𝑙 ∈ 𝐿,  the set of the lecturer who teaches the 

student group 𝑘. }. 

𝐿𝑘𝑖  =  𝐿𝑘  ∩  𝐿𝑖 



 

 
𝑀𝑘  = {  𝑚 ∈ 𝑀, the set of the course designed for the 

student group 𝑘.}. 

𝑀𝑘
𝐶  = {  the set of mandatory course designed for the 

student group 𝑘, 𝑘 ∈   𝐾2. }. 

𝑀𝑛  = {  𝑚 ∈ 𝑀,  the set of the course taught in the 

classroom 𝑛.}. 

𝑀𝑘𝑙 =  𝑀𝑘  ∩  𝑀𝑙,  𝑀𝑘𝑙𝑛  =  𝑀𝑘  ∩  𝑀𝑙 ∩ 𝑀𝑛 

𝑀𝑘
𝑆𝑒𝑐 = {  𝑚 ∈ 𝑀,  the set of the multi-section course 

designed for the student group 𝑘. }.  

𝑀𝑘𝑠
𝑆𝑒𝑐= {  𝑚 ∈ 𝑀,   (𝑘, 𝑠)  ∈ 𝐾𝑥𝑆 , 𝑘   the set of the 𝑠 th 

section of the multi-section course designed for the student 

group k. The set of 𝑆 shows the total number of sections in 

one multi-section course, 𝑠 ∈ {1,2… , 𝑆𝑒𝑐#𝑆}.} 

𝑁𝑚𝑘= { 𝑛 ∈ 𝑁,  the set of the classroom that fits student 

group 𝑘 for the course 𝑚 }. 

𝐼𝑛 = { 𝑖 ∈ 𝐼, the set of the day on which classroom 𝑛 is 

suitable for use}. 

𝐼𝑙  = {  𝑖 ∈ 𝐼,  the set of the day on which lecturer 𝑙  is 

suitable for lecture}. 

𝐼𝑙𝑛  =  𝐼𝑙  ∩  𝐼𝑛 

𝐽𝑖𝑛  = { 𝑗 ∈ 𝐽,  the set of the time period of the day 𝑖 on 

which classroom 𝑛 is suitable for use.}. 

𝐽𝑖𝑙𝑛   = { 𝑗 ∈ 𝐽,   the set of the time period of the day 𝑖 on 

which lecturer 𝑙  and classroom 𝑛  are suitable for 

assigning.}. 

𝑃𝑅𝐴 = {(𝑖, 𝑗, 𝑘, 𝑙, 𝑚, 𝑛)  ∈  𝐼𝑥𝐽𝑥𝐾𝑥𝐿𝑥𝑀𝑥𝑁 ,  𝑃𝑅𝐴, course 

𝑚 taught by lecturer 𝑙 to student group 𝑘 is pre-assigned 

for 𝑗 th time period of day 𝑖  in classroom 𝑛 , that is, 

𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛 = 1.} 

𝐶𝑖,𝑗,𝑚 = { cost coefficient of course 𝑚 for 𝑗th time period of 

day 𝑖,  𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀 } 

𝑎𝑘 
1   = total number of courses for student group 𝑘 (only 

Model 1). 

𝑎𝑘 
2   = total number of time periods for student group 𝑘 

(only Model 2). 

𝑏𝑚  = total length of course 𝑚 (only Model 2) 

ℎ𝑚  = total number of time periods for course 𝑚  (only 

Model 2) 

3.3  Model 1 (with single session) 

Model 1 is modelled to meet all the requirements of course 

timetabling of HUBA. The constraints of this model are as 

follows: 

∀𝑖 ∈  𝐼, ∀𝑗 ∈ 𝐽, ∀𝑙 ∈ 𝐿𝑖 (1) 

∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛 ≤ 1,

𝑛 ∈ 𝑁𝑚𝑘𝑚 ∈𝑀𝑘𝑙𝑘 ∈ 𝐾𝑙

 

 

∀𝑘 ∈  𝐾1, ∀𝑖 ∈ 𝐼, ∀𝑗 ∈ 𝐽, ∀𝑠 ∈ 𝑆 

∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛
𝑛 ∈ 𝑁𝑚𝑘𝑚 ∈𝑀𝑘𝑙 − 𝑀𝑘

𝑆𝑒𝑐𝑙 ∈ 𝐿𝑘𝑖

+ ∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛 ≤ 1

𝑛 ∈ 𝑁𝑚𝑘𝑚 ∈ 𝑀𝑘𝑠
𝑆𝑒𝑐𝑙 ∈ 𝐿𝑘𝑖

 

(2) 

 

∀𝑘 ∈  𝐾2, ∀𝑖 ∈ 𝐼, ∀𝑗 ∈ 𝐽, ∀𝑠 ∈ 𝑆 

∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛
𝑛 ∈ 𝑁𝑚𝑘𝑚 ∈𝑀𝑘𝑙 − 𝑀𝑘

𝑆𝑒𝑐𝑙 ∈ 𝐿𝑘𝑖

+ ∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛 ≤ 1

𝑛 ∈ 𝑁𝑚𝑘𝑚 ∈ 𝑀𝑘𝑠
𝑆𝑒𝑐𝑙 ∈ 𝐿𝑘𝑖

+ 𝑦𝑖,𝑗,𝑘 

(3) 

 

∀𝑘 ∈  𝐾2, ∀𝑖 ∈ 𝐼, ∀𝑗 ∈ 𝐽, ∀𝑠 ∈ 𝑆 

∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛
𝑛 ∈ 𝑁𝑚𝑘𝑚 ∈𝑀𝑘

𝐶 − 𝑀𝑘
𝑆𝑒𝑐𝑙 ∈ 𝐿𝑘𝑖

+ ∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛 ≤ 1

𝑛 ∈ 𝑁𝑚𝑘𝑚 ∈ 𝑀𝑘𝑠
𝑆𝑒𝑐𝑙 ∈ 𝐿𝑘𝑖

 

(4) 

 

∀𝑛 ∈  𝑁, ∀𝑖 ∈ 𝐼𝑛 , ∀𝑗 ∈ 𝐽𝑖𝑛 

∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛 ≤ 1,

𝑚 ∈ 𝑀𝑘𝑙𝑛𝑙 ∈𝐿𝑘𝑖𝑘 ∈ 𝐾

 (5) 

 

∀𝑘 ∈  𝐾 

∑ ∑ ∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛
𝑗 ∈ 𝐽𝑖𝑙𝑛𝑖 ∈ 𝐼𝑙𝑛

= 𝑎𝑘 
1 ,

𝑛 ∈ 𝑁𝑚𝑘𝑚 ∈𝑀𝑘𝑙𝑙 ∈ 𝐿𝑘

 (6) 

 

∀𝑘 ∈  𝐾, ∀𝑙 ∈  𝐿𝑙 , ∀𝑚 ∈  𝑀𝑘𝑙 

∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛
 𝑗 ∈ 𝐽𝑖𝑙𝑛 𝑖 ∈ 𝐼𝑙𝑛𝑛 ∈ 𝑁𝑚𝑘

= 1 (7) 

 

∀(𝑖, 𝑗, 𝑘, 𝑙, 𝑚, 𝑛)  ∈  𝑃𝑅𝐴 

𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛 =  1 
(8) 

Equation (1) ensures that every lecturer can be assigned at 

most one student group, one classroom, and one course in 

every time period of the week. Equation (2) ensures that 

every student group can be assigned at most one course, one 

lecturer, and one classroom in every time period of the week. 

However, this constraint provides that only mandatory 

courses of students in the same lower-grade student groups 

do not overlap. In addition, this constraint allows the sections 

of the multi-section mandatory courses to overlap in 

accordance with the structure of this problem. Equation (3) 

and Equation (4) are designed for higher-grade student 

groups that have mostly elective courses. Equation (3) is a 

soft constraint that allows the least overlap of elective 

courses of higher-level student groups. For this reason, it is 

used for the decision variable “𝑦” that indicates the number 
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of overlapping elective courses in this constraint. At least the 

conflict is ensured by minimizing this decision variable in 

the objective function. Equation (4) is almost the same as 

Equation (2). The only difference, Equation (4) ensures that 

mandatory courses of students in the same higher-grade 

student groups do not overlap. Equation (5) ensures that 

every classroom in every time period of the week can be 

assigned at most one student group, one lecturer, and one 

course. Equation (6) is to ensure that all courses of every 

student group take place in the course timetabling. Equation 

(7) is to ensure that every course takes place only once in the 

course timetabling. Equation (8) ensures that course m taught 

by lecturer l to student group k is pre-assigned for jth time 

period of day i in classroom n. 

3.5  Objective Function 

In general, the main purpose of the course timetabling is 

to assign the course appropriately under certain constraints. 

These assignments can be done with constraints (i.e., with 

constraint satisfaction programming) without objective 

function, or different objective functions can be used 

depending on the structure of the problem. For example, 

Daskalaki et al. [1] used a model that minimizes the objective 

function by determining one cost coefficient for each course 

according to every time period of every day in a week. Thus, 

in this way, courses were able to be assigned to the desired 

time period and day. Similarly, the purpose of Bakir 

andAksop [32]’s study was to minimize the objective 

function in terms of student and lecturer satisfaction. 

Min Z= 
∑∑ ∑ 𝑦𝑖,𝑗,𝑘 +

 𝑘 ∈ 𝐾2  𝑗 ∈ 𝐽𝑖 ∈ 𝐼

 

 

(9) 

∑∑ ∑ 𝐶𝑖,𝑗,𝑚
 𝑚 ∈ 𝑀  𝑗 ∈ 𝐽𝑖 ∈ 𝐼

∗ (∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛
 𝑛 ∈ 𝑁𝑚𝑘  𝑙 ∈ 𝐿𝑘𝑘 ∈ 𝐾

 ) 

The objective function of this study consists of two parts. 

In the first part, the overlap of elective courses is minimized. 

For this, we use the decision variable 𝑦𝑖,𝑗,𝑘  , 𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽,

𝑘 ∈ 𝐾, which minimizes the number of overlaps of elective 

courses of student groups 𝑘 for 𝑗th time period of day 𝑖. In the 

second part, the satisfaction level of the lecturer is 

maximized. For this, we use the cost coefficient 𝐶𝑖,𝑗,𝑚 , 𝑖 ∈

𝐼, 𝑗 ∈ 𝐽, 𝑚 ∈ 𝑀, which is formed by giving the minimum 

value for the most desired time period of day, and the 

maximum value for the minimum desired time period of day. 

In these models, these cost coefficients are determined using 

values between 1 and 5. In addition, these two parts can be 

multiplied by constant coefficients of appropriate magnitude 

to form a priority order in the objective function. 

3.6  Model 2 (with multi-session) 

In Model 1, all courses in HUBA can be assigned to only 

one of two different time periods (morning and afternoon) 

due to the fact that they are held once a week. For this reason, 

each course entered as a parameter into the model is 

considered as a time period in Model 1; thus, there is no need 

for additional constraints that ensure a course to have 

consecutive time periods in the day. The opposite is true in 

Model 2 because the course hours can be assigned in this 

model by dividing instead of the single session. As a result, 

additional constraints are needed to ensure that the courses 

have consecutive time periods throughout the day. Also, a 

new decision variable 𝑤𝑖,𝑘,ℎ,𝑚,𝑛 𝑖 ∈ 𝐼, 𝑘 ∈ 𝐾, ℎ ∈ 𝐻𝑚 ,

𝑚 ∈ 𝑀, 𝑛 ∈ 𝑁 is used in model 2. This decision variable 

ensures that the model itself can determine how to partition 

the courses in the framework of predetermined options (e.g., 

to assign a 3-hour course as 2 + 1 or as a single session). The 

fact that the partitioning is left to the model itself is important 

in terms of solution quality. A different approach can be seen 

in Daskalaki et al. [1]. In their study, how the courses would 

be divided was entered as a parameter into the model. 

The decision variable that indicates which part of any 

course will be given on any day is as follows: 

𝑤𝑖,𝑘,ℎ,𝑚,𝑛 =

{
 
 

 
 
1,   𝑤ℎ𝑒𝑛 𝑡ℎ𝑒 ℎ𝑡ℎ 𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑐𝑜𝑢𝑟𝑠𝑒 𝑚 
𝑔𝑖𝑣𝑒𝑛 𝑡𝑜 𝑡ℎ𝑒 𝑠𝑡𝑢𝑑𝑒𝑛𝑡 𝑔𝑟𝑜𝑢𝑝 𝑘 𝑖𝑠

      𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑜𝑛 𝑑𝑎𝑦 𝑖 𝑖𝑛 𝑐𝑙𝑎𝑠𝑠𝑟𝑜𝑜𝑚 𝑛.
𝑤ℎ𝑒𝑟𝑒  𝑖 ∈ 𝐼, 𝑘 ∈ 𝐾, ℎ ∈ 𝐻𝑚, 𝑚 ∈ 𝑀,

 𝑛 ∈ 𝑁

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                              

 

where ℎ refers to the number of time periods of part or a 

whole of a course. For example, if ℎ ∈ 𝐻𝑚  = {1,2} for a 2-

hour course 𝑚, this course can be assigned as 1+1 or a single 

session. Similarly, if ℎ ∈ 𝐻𝑚  = {1,2,3} for a 3-hour course 

𝑚, this course can be assigned as 1+1+1, 2+1 or a single 

session.  

The above constraints (1), (2), (3), (4), (5), and (8) were 

taken in the same way and included in Model 2. In addition, 

the objective function can also be used in Model 2. The other 

constraints of Model 2 are as follows: 

∀𝑘 ∈  𝐾 

∑ ∑ ∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛
𝑗 ∈ 𝐽𝑖𝑙𝑛𝑖 ∈ 𝐼𝑙𝑛

= 𝑎𝑘 
2 ,

𝑛 ∈ 𝑁𝑚𝑘𝑚 ∈𝑀𝑘𝑙𝑙 ∈ 𝐿𝑘

 (10) 

 

∀𝑘 ∈  𝐾, ∀𝑙 ∈  𝐿𝑙 , ∀𝑚 ∈  𝑀𝑘𝑙 

∑ ∑ ∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛
 𝑗 ∈ 𝐽𝑖𝑙𝑛 𝑖 ∈ 𝐼𝑙𝑛𝑛 ∈ 𝑁𝑚𝑘

= 𝑏𝑚    (11) 

 

∀𝑖 ∈  𝐼, ∀𝑘 ∈ 𝐾, ∀𝑙 ∈ 𝐿𝑘𝑖 ,
∀𝑚 ∈ 𝑀𝑘𝑙 , ∀𝑛 ∈ 𝑁𝑚𝑘 

∑ 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛 − ∑ (𝑤𝑖,𝑘,ℎ,𝑚,𝑛 ∗ ℎ)

ℎ ∈ 𝐻𝑚

 

𝑗 ∈ 𝐽𝑖𝑙𝑛

= 0 
   (12) 

 

∀𝑘 ∈  𝐾, ∀𝑚 ∈  𝑀𝑘, ∀ℎ ∈  𝐻𝑚 − ℎ𝑚 

∑ ∑ (𝑤𝑖,𝑘,ℎ,𝑚,𝑛
𝑛 ∈ 𝑁𝑚𝑘

+  

𝑖 ∈ 𝐼

𝑤𝑖,𝑘,ℎ𝑚,𝑚,𝑛) = 1    (13) 
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∀𝑘 ∈  𝐾, ∀𝑚 ∈  𝑀𝑘, ∀𝑖 ∈ 𝐼 

∑ ∑ 𝑤𝑖,𝑘,ℎ,𝑚,𝑛
𝑛 ∈ 𝑁𝑚𝑘

  

ℎ ∈  𝐻𝑚−ℎ𝑚

≤  1   (14) 

 

∀𝑖 ∈  𝐼, ∀𝑘 ∈  𝐾, ∀𝑙 ∈  𝐿𝑘𝑖 , ∀𝑚 ∈  𝑀𝑘𝑙 , ∀𝑛 ∈
𝑁𝑚𝑘 , ∀ℎ ∈  𝐻𝑚  ∧ ℎ > 1, ∀𝑡 ∈ {1, … , ℎ − 1},  
𝑥𝑖,1,𝑘,𝑙,𝑚,𝑛 − 𝑥𝑖,𝑡+1,𝑘,𝑙,𝑚,𝑛  ≤  (1 − 𝑤𝑖,𝑘,ℎ,𝑚,𝑛) 

(15) 

 

∀𝑖 ∈  𝐼, ∀𝑘 ∈  𝐾, ∀𝑙 ∈  𝐿𝑘𝑖 , ∀𝑚 ∈  𝑀𝑘𝑙 , ∀𝑛 ∈
𝑁𝑚𝑘 , ∀ℎ ∈  𝐻𝑚  ∧ ℎ > 1, ∀𝑡 ∈ {1, … , ℎ − 1},  
𝑥𝑖,8,𝑘,𝑙,𝑚,𝑛 − 𝑥𝑖,8−𝑡,𝑘,𝑙,𝑚,𝑛  ≤  (1 − 𝑤𝑖,𝑘,ℎ,𝑚,𝑛) 

(16) 

 

∀𝑖 ∈  𝐼, ∀𝑘 ∈  𝐾, ∀𝑙 ∈  𝐿𝑘𝑖 , ∀𝑚 ∈  𝑀𝑘𝑙 , ∀𝑛 ∈
𝑁𝑚𝑘 , ∀ℎ ∈  𝐻𝑚  ∧ ℎ > 1, ∀𝑗 ∈ 𝐽, ∀𝑡 ∈ {2, … , ℎ −
1} ∧ 𝑗 + 𝑡 ≤ 8,  
− 𝑥𝑖,𝑗,𝑘,𝑙,𝑚,𝑛  +   𝑥𝑖,𝑗+1,𝑘,𝑙,𝑚,𝑛  −  𝑥𝑖,𝑗+𝑡,𝑘,𝑙,𝑚,𝑛  

≤  (1 − 𝑤𝑖,𝑘,ℎ,𝑚,𝑛) 

(17) 

Equation (10) ensures that the number of all courses of 

every student group k in the model is equal to the total 

number of their time periods. Equation (11) ensures that the 

number of course 𝑚 in the course timetabling is equal to the 

number of its time periods. Equation (12) ensures that the 

number of course m on day 𝑖 is equal to ℎ , ℎ ∈ 𝐻𝑚 . 

Equation (13) ensures that all time periods for every course 

during a week are in the course timetabling. ℎ𝑚  in these 

constraints represents the total number of time periods for 

course m. If the value of the decision variable is  𝑤𝑖,𝑘,ℎ𝑚,𝑚,𝑛 

is 1, it means that the relevant course is assigned as a single 

session. If the course m is not a single session, Equation (14) 

ensures each part of the course m to be assigned to a different 

day. For example, if a 3-hour course is divided into 2 and 1 

(i.e., 2+1), 2-hours part and 1-hour part must be assigned to 

different days. Eqs. (15, 16, 17) ensure that time periods 

follow each other if the course is assigned to more than one-

time period on a day. Equation (15) ensures a consecutive 

sequence when a course is assigned to the first time period of 

the day. Equation (16) ensures a consecutive sequence when 

a course is assigned to the last time period of the day. Finally, 

Equation (16) ensures a consecutive sequence when a course 

is assigned to the other time periods of the day. 

4. Optimal Solution of Course Timetabling 

Problem 

Model 1 and Model 2 developed in the scope of the study 

were applied to data of Hacettepe University Department of 

Business Administration (HUBA). 

In the fall semester curriculum of HUBA, 33 courses are 

offered in total. All of these courses are given as a 3-hour 

single session. For this reason, the total number of time 

periods are taken as 33. However, the total number of time 

periods is 99 because the time period is considered as 1-hour 

in Model 2.  

In Table 1, the total number of courses in HUBA is given 

taking into account the mandatory and elective course 

categories. For these courses, there is available seven regular 

classrooms and one specialized classroom (lab). Also, these 

courses are assigned to 23 lecturers.  

The problem of HUBA (problem 1) and a larger scale 

problem (problem 2) were modeled with the Python 

programming language and solved using solver Gurobi6.2.5-

64bit. The solution found is a proposed timetable for both 

problems. 

 

Table 1. Number of mandatory/elective courses offered for each 
student groups 
 

  Student groups  Total 

Courses First Second Third Fourth   

Mandatory 5 7 2 2 14 

Elective 0 0 9 8 19 

Total 5 7 11 10 33 

 

The students of HUBA have 14 mandatory and 19 elective 

courses for the fall semester. These courses were planned 

as follows: 5 mandatory courses for the first year, 7 

mandatory courses for the second year, 2 mandatory and 9 

elective courses for the third year, and 2 mandatory and 8 

elective courses for the fourth year. In Table 2, the solution 

of problem 1 in Model 1 is shown using the code numbers 

of the courses and classrooms. Looking at this table, it 

seems that there is no overlap among all mandatory 

courses, but there is a few overlaps among elective and 

multi-section mandatory courses in accordance with the 

structure of the problem. Also, it appears that all the 

courses required by the curriculum exist in the course 

timetabling and are assigned to suitable classrooms 

without overlap. 

In Model 2, as mentioned above, one day is divided into eight 

time periods to be between 09: 00 am and 17: 45 pm. Thus, 

the courses can be assigned by splitting according to the 

hours of the course. In these problems, since all courses are 

3-hour courses, these courses can be split in the framework 

of predetermined options (e.g., a 3-hour course can be 

assigned as 2 + 1 or as a single session). The solution of 

problem 1 obtained using model 2 is shown in Table 3. 

Similarly, as also shown in this table, firstly, there appears no 

overlap among all mandatory courses. Secondly, there seem 

to be a few overlaps among elective and multi-section 

mandatory courses. Thirdly, it appears that all the courses 

required by the curriculum exist in the course timetabling and 

are assigned to suitable classrooms without overlap. Finally, 

it is seen that the time periods of the course assigned to more 

than one time period on a day are in a consecutive sequence, 

and this course is assigned to the same classroom. 
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Table 2. Course timetabling for the fall semester – Model 1 
 

 Time periods  Time Periods 

Group Days Morning Afternoon Group Days Morning Afternoon 

  
Monday 

M101-01, D5   

St
u

d
en

t 
gr

o
u

p
 3

 

Monday 
M311, D6 M317, D5 

St
u

d
en

t 
gr

o
u

p
 1

 

M101-02, D4       

Tuesday 

  

    Tuesday 

  

M301-01, A1 M321, D 5 

    M301-02, D4   

Wednesday   M107, D6 Wednesday M313, D4 M305, D3 

Thursday M105, D5   Thursday M303, D3 M319, D7 

Friday   M103, D4 Friday M307, LAB-C M309, D5 

St
u

d
en

t 
gr

o
u

p
 2

 

Monday M203, D3 M205-02, LAB-C 

St
u

d
en

t 
gr

o
u

p
 4

 

Monday M403, A1 M409, D8 

Tuesday     Tuesday M425, D7 M417, D7 

Wednesday M201, D3   Wednesday MAN401-01, D6 M407, D7 

Thursday 
M209, A1 M205-02, LAB-C 

Thursday 
M415, D7 M405, D3 

  M207-01, D4     

Friday   M207-02, D6 Friday MAN419, D7 M401-02, D7 

The code numbers indicate which course belongs to which student group and which department, and the digit after "-" indicates the section of the 

course.  The dark grey cells represent mandatory courses, while the light grey cells represent elective courses. 

 

 

5. The Performance of the Model 1 and Model 2 

The solution of the course timetabling problem becomes 

increasingly difficult due to the special needs of each 

educational institution, increasing the number of courses, 

lecturers, and classrooms. Depending on the size of the 

problem, the solution of the models developed for the 

solution of the timetabling problems sometimes takes a very 

long time and sometimes the solution becomes impossible. 

For this reason, the solution performance of the models 

developed for the university course timetabling problem  

in terms of problem 1 and problem 2 are compared in Table 

4. For these problems of different sizes, the number of 

courses varied from 33 to 66, the number of lecturers from 

23 to 46, and the number of time periods from 33 to 198. 

When both problems are solved by Model 1, the solution 

times are 1.6 and 32.7 seconds. On the other hand, when both 

problems are solved by Model 2, the solution times are 13.1 

and 163.5 seconds. 

The solution times are also significantly affected by both 

the number of binary variables and the number of constraints. 

Therefore, within the scope of problem 1 and problem 2, 

some significant results of both models are shown in Table 

5. For problems 1 and 2, Model 1 contained 283-686 

equations, 2150-4280 integer variables, and 2130-4260 

binary variables, respectively, while the non-zero values 

varied from 9450 to 17440. On the other hand, Model 2 

contained 27144-77648 equations, 11795-70770 integer 

variables, and 11715-70290 binary variables, respectively, 

while the non-zero values varied from 152930 to 930360. 

6. Conclusions 

In this study, firstly, using integer programming, the 

course timetabling problem of the Hacettepe University 

Business Administration Department was solved optimally 

considering the level of satisfaction of the lecturers. 

Secondly, this problem was also solved under the assumption 

that the courses can be assigned by splitting. Two models 

were developed to reach these solutions by taking into 

account that the courses can be mandatory, elective, and 

multi-section status. Also, these models allow a minimum 

overlap of the elective and multi-mandatory courses 

provided that students should have the chance to choose at 

least one of the multi-section mandatory courses.  Within the 

scope of these models, new constraints were developed to 

ensure that at least one of the multi-section mandatory 

courses can be chosen and that the courses can be split by the 

model itself in the framework of predetermined options. 

These new constraints that we developed extend the research 

in this area of timetabling, and they provide that these models 

can be easily adapted to the problems in similar structures.  

The solution of the university course timetabling problem, 

which is about assigning the courses in the curriculum in the 

way that there is no problem in terms of student groups and 

lecturers, becomes more difficult as the size and special 

requirements of the problem increase. The results obtained 

in this study support this situation. Looking at the solution 

tables, it can be seen that the optimal solutions are obtained 

within the specified constraints and that the solution times 

significantly increase depending on the problem size. 
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Table 3. Course timetabling for the fall semester – Model 2 
 

    Time periods 

Group Days PER1 PER2 PER3 PER4 PER5 PER6 PER7 PER8 

St
u

d
en

t 
gr

o
u

p
 1

 

Monday 
M101-01,D8  M105,D4     M107,D6 

M101-02,A1         

Monday    M103,A1     M107,D3 

Wednesday M105,D8              

Thursday       M103,D3         

Friday M101-02,A1       M101-01,D5     

St
u

d
en

t 
gr

o
u

p
 2

 

Monday     M205-01,LAB-C   M207-01,D3     

Tuesday     M209,D6   M207-02,D5   

Wednesday       M209,D7 M207-01,D4     

Thursday     M205-01,LAB-C   M207-02,D8   M201,D6 

Friday   M203,D4 M205-02,LABC M201,D7 

St
u

d
en

t 
gr

o
u

p
 3

 

Monday           M311,D6   

Tuesday M309,D4   M303,D3 M307,LAB-C M319,D6 M321,D5 

Wednesday 
M301-01,A1 M311,D8 M313,D6 M317,D6 M321,D5 

M301-02,D5               

Thursday   M301-01,D7 M313,D7 M305,D4 M301-02,D3 

Friday M305,D4 M319,D6 M303,D3 M317,D6 M309,D8 M307,LAB-C 

St
u

d
en

t 
gr

o
u

p
 4

 

Monday 
M403,D3       M401-02,A1 M417,D3 

          M401-01,D4     

Tuesday M405,D3 M407,D8 M425,D3 M415,D8   

Wednesday   M419,D4 M405,A1 M409,D5 M417,D7 M407,D6 

Thursday 
  M419,D3 M403,D8 M401-01,D3     

          M401-02,D7     

Friday       M409,A1     M425,D5 

The code numbers indicate which course belongs to which student group and which department, and the digit after "-" indicates the section of the 

course.  The dark grey cells represent mandatory courses, while the light grey cells represent elective courses. 

 

Table 4. The solution times 

   Problem sizes   Solution times 

  

 Student 

groups 

Courses Lecturers Classrooms/Labs Time Periods  

For of M 1/  M 2 

 
Model 1 

(Second) 

Model 2 

(Second) 

Problem 1  4 33 23 8/1 33/99  1,6 13,1 

Problem 2  8 66 46 16/2 66/198  32,7 163.5 

 M 1: Model 1, M 2: Model 2. 

Table 5. The solution sizes 

  Model 1   Model 2 

  No. of rows No. of columns No. of non-zeros   No. of rows No. of columns No. of non-zeros 

Problem 1 283 2150 integer (2130 binary) 9450 
 

27144 11795 integer (11715 binary) 152930 

Problem 2 686 4280 integer (4260 binary) 17440 
 

77648 70770 integer (70290 binary) 930360 
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 Loans are one of the main profit sources in banking system. Banks try to select reliable 

customers and offer them personal loans, but customers can sometimes reject bank loan offers. 

Prediction of this problem is an extra work for banks, but if they can predict which customers 

will accept personal loan offers, they can make a better profit. Therefore, at this point, the aim of 

this study is to predict acceptance of the bank loan offers using the Support Vector Machine 

(SVM) algorithm. In this context, SVM was used to predict results with four kernels of SVM, 

with a grid search algorithm for better prediction and cross validation for much more reliable 

results. Research findings show that the best results were obtained with a poly kernel as 97.2% 

accuracy and the lowest success rate with a sigmoid kernel as 83.3% accuracy. Some precision 

and recall values are lower than normal ones, like 0.108 and 0.008 due to unbalanced dataset, 

like for 1 true value, there are 9 negative values (9.6% true value). This study recommends the 

use of SVC in banking system while predicting acceptance of bank loan offers. 
 

 

 

1. Introduction 

Primary business of a bank is lending. The main source 

of profit is the interest on the loan[1, 2]. On the one hand, 

banks decide whether the borrower is defaulter or non-

defaulter before giving the loan to customers [3]. On the 

other hand, they offer personal loans to some customers 

who are reliable, but generally, customers reject personal 

loans like in our samples in dataset [4]. Due to this 

problem, the prediction of which customer will accept the 

personal loan is an important task for the banking system. 

For several problems, the banking industry requires 

more accurate predictive modeling system[5]. Bank 

workers can make those models with manually, but this 

process takes long time and lots of man-hours. At this 

point, machine learning (ML) techniques are extremely 

beneficial to predict outcomes when dealing with huge 

amounts of data[5]. So, those models can be applied to 

banking system via using ML techniques. After that 

predictive model, if we can predict which customers will 

accept personal loan offers of banks using machine 

learning, the loan approval process will be automated, so 

banks can save lots of man-hours and improve customer 

service [6]. In this study, Support Vector Machine (SVM) 

algorithm will be used to predict which customer will 

accept personal loan offer of banks because of 

classification problem. 

SVM was first time officially used by Boser et al 

(1992) in the article titled “A Training Algorithm for 

Optimal Margin Classifiers”[7]. SVM is a modern non-

linear, non-parametric classification algorithm that has a 

lot of promise. It is appropriate for binary classification 

applications and includes features of non-parametric 

applied statistics, neural networks, and ML[8]. The 

structure of SVM has several computational advantages, 

including special direction at a finite sample and a lack of 

correlation between algorithm complexity and sample 

dimension[9]. In the situation of non-regularity in the 

data (i.e. not evenly distribution of the data or having an 

uncertain distribution), SVM can be a valuable tool for 

insolvency analysis[8]. SVM algorithms solve non-

convex and more general optimization issues as well as 

convex problems (e.g., linear programming, quadratic 

programming, second order cone programming;  integer 

programming, semi-infinite programming)[10]. 

Li et al applied SVM to credit assessment by using real 

life credit card data (245 bad records and 755 good 
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records, with 14 variables) obtained from a Chinese 

commercial bank. They state that SVM is better than 

basic grade criterion used by the bank to predict accuracy 

in the field of credit assessment [9]. Dall’Asta Rigo 

applied six ML techniques (SVM, LR, MARS, RF, XGB, 

and Stacking) on four real-life credit scoring datasets 

(Home Credit, German Credit, Credit Card Default, Give 

Me Credit) for classification problem [11]. Xu et al used 

4 machine learning methods (RF, XGBT, GBM, and NN) 

to predict factors affecting repayment of borrowers. They 

conclude that the RF performs well in the classification 

task of default [12]. Huang et al explain that SVM and 

NN achieve better prediction accuracy than traditional 

statistical methods in credit rating analyses for the US 

and Taiwan markets [13]. Kadam et al used the SVM and 

Naïve Bayes (NB) to predict loan approval. They 

conclude that NB fulfills of needs of bankers [14]. 

Bayraktar et al compared commonly used machine learning 

methods with deep learning methods (Classification 

Restricted Boltzmann Machine and Multilayer Artificial 

Neural Networks) [15]. Aphale and Shinde used various 

ML techniques (Neural Network, Discriminant Analysis, 

Naïve Bayes, K-Nearest Neighbor, Linear Regression, 

Ensemble Learning, and Decision Tress) to predict the 

creditworthiness of borrowers [3]. 

It is a fact that all articles in the literature focus on credit 

risk management, credit rating, loan repayment, decision-

aid for loaners, and credit default.  However, this study 

aims at predicting acceptance of the bank loan offers by 

utilizing Support Vector Machine (SVM) algorithm. It can 

be said that this study is the first research to use SVM in 

predicting acceptance of the loan offer of a bank to 

customers. Therefore, this study will contribute to loan 

and banking system due to no existing of any article or 

study related to same topic in the literature. 

 

 

Table 1. Features and statistical characteristics of the dataset 
 

Feature 

Names 

Description Mean Standard 

Deviation 

Min 

Value 

Max 

Value 

Feature Type 

ID Customer’s unique ID number 2500.50 1443.52 1 5000 Categorical 

Age Customer’s age 45.33 11.46 23 67 Numeric 

Experience Work experience by number of years 20.10 11.46 -3 43 Numeric 

Income 0.1% Percentage of annual income 73.77 46.03 8 224 Numeric 

ZIP Code ZIP Code of where customer lives 93152.50 2121.85 9307 96651 Categorical 

Family Family Size 2.39 1.14 1 4 Numeric 

CC Avg 0.1% Percentage of average credit card 

spending per month 

1.93 1.74 0 10 Numeric 

Education Level of education (1-Undergraduate, 2-

Graduate, 3-Advanced) 

1.88 0.83 1 3 Categorical 

Mortgage If any house mortgage, its value. 56.49 101.71 0 635 Numeric 

Personal Loan Acceptance of personal loan offer by the 

customer in the last campaign season 

0.09 0.29 0 1 Categorical 

Securities 

Account 

Is there any securities account with the 

customer? 

0.10 0.30 0 1 Categorical 

CD Account Is there any certificate of deposit account 

with the customer? 

0.06 0.23 0 1 Categorical 

Online Is this customer using internet banking? 0.59 0.49 0 1 Categorical 

Credit Card Is this customer using a credit card issued 

by bank? 

0.29 0.45 0 1 Categorical 
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Figure 1. Correlation of attributes 

 

2. Material and Methods 

2.1 Dataset 

This publicly available dataset was obtained from Kaggle 

and shared by Walke [4]. The dataset belongs to “Thera 

Bank” and contains 5000 customers’ demographic 

information like “Age” and “Income” columns, and 

relationship with bank data like “Mortgage” and “Securities 

Account” columns. And customers’ response to the last 

campaign, like the Personal Loan column. Among these 

customers, only 480 (or 9.6%) accepted this offer[4]. 

When the bank loan dataset was checked, selected 

features from dataset for this study are seen in Table 1. In 

addition, table 1 shows mean, standard deviation, min value, 

max value and feature type. There are no missing values or 

duplication, and also no values of string type. This 

information is important because some machine learning 

algorithms cannot work with string values, and missing 

values and duplication can badly affect prediction results. If 

a string value is existed, a label encoder could be used to 

solve that problem. 

After these details, columns which are useless for this 

study must be selected. At the beginning, the correlation 

matrix at Figure 1 should be checked for a visualization of 

how the columns affect the target column, Personal Loan. 

As can be seen in the correlation matrix, each column has a 

positive or negative impact on the target value. ID column 

and ZIP Code column were deleted because ID is a unique 

value for everybody in dataset; ZIP Code is decreasing 

prediction accuracy. After these deletions and details, 

dataset can be used for ML algorithms. 

 

 

 

2.2 Methods 

Before the classification process, we must know the 

general process of how to apply machine learning 

algorithms. Figure 2 shows general process of this ML 

study with grid search and 5-fold cross validation. In this 

study, SVM algorithms were used to predict the acceptance 

of bank personal loan offers. Before this prediction, we 

must separate the Personal Loan column to another data 

frame because that column will be our target column. After 

this process, we can use train test split (TTS), but generally, 

TTS is not a reliable method for machine learning 

prediction because TTS works differently with different 

random state values. So, we are creating train and test data 

using Cross Validation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 2. Our study process 
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(Finding best parameters for kernel types) 
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2.2.1 Support Vector Classifier (SVC) 

A support vector machine (SVM) is a supervised 

learning model (invented by Vladimir Vapnik) and used for 

classification and prediction of data[16]. However, SVM is 

generally used in classification problems. Each data item as 

a point in n-dimensional space is represented in the SVM 

method. Each feature’s value corresponds to the value of a 

specific coordinate. Then the hyper-plane that clearly 

separates the two classes to complete categorization is 

located [17]. There are several hyperplanes from which to 

choose to split the two kinds of data points. The aim is to 

determine a plane with the largest margin, or the largest 

range among data points from both groups. Expanding the 

margin distance adds reinforcement, making following data 

points easier to classify categorize[18]. 

There have been many kernel functions in SVM. 

However, following 4 kernel functions are popular[19]: 
 

• Linear kernel:  

K (xi , xj) =  xiT ∗  xj (1) 

• Polynomial kernel:  

K (xi , xj)  =  (γ xiT ∗  xj +  r)d , γ >  0 (2) 

• RBF kernel: 

K (xi , xj)  =  exp(−γ ║xi −  xj║2) , γ >  0 (3) 

• Sigmoid kernel: 

K (xi , xj)  =  tanh(γ xiT ∗ xj +  r) (4) 

Where, γ, r and d are kernel parameters 
 

In this study, above kernel types and grid search 

algorithm will be used to find the best parameters. After this 

selection, cross validation will be applied to predict results 

and take several metric results like accuracy, precision, 

recall and f1 score. 

 

3. Experimental Study and Findings 

In this study, confusion matrix, accuracy score, precision 

score, recall score and f1 score metrics will be used to 

evaluate SVM algorithm. 
 

3.1 Evaluation Metrics 

The performance of a model can be explained using 

evaluation metrics. The ability of evaluation metrics to 

differentiate between model results is a key feature[20].  
 

3.1.1 Confusion Matrix 

It is a N X N matrix in which N is the number of classes 

being predicted [20]. For this article confusion matrix as 

Table 2 will be used. 

3.1.2 Accuracy Score 

The percentage of correct guesses in the total number of 

predictions is called accuracy[20]. Accuracy was calculated 

with following equation (5). 

 

Accuracy = (TP + TN)/(TP + TN + FP + FN) (5) 

3.1.3 Precision Score 

The fraction of accurately detected affirmative cases is 

known as precision[20]. Precision score show us the 

perfectness of predictive model [21]. Precision was 

calculated with following equation (6). 

 

Precision = (TP)/(TP + FP) (6) 

3.1.4 Recall Score 

The fraction of real positive instances that are accurately 

detected is referred to as recall[20]. Recall was calculated 

with following equation (7). 

 

Recall = (TP)/(FP + FN) (7) 

3.1.5 F1 Score 

For a classification problem, the F1-Score is the 

harmonic mean of precision and recall values[21]. F1 was 

calculated with following equation (8). 

 

F1 = 2 ∗ (
Precision ∗ Recall

Precision + Recall
) 

(8) 

 

3.2 Results 

Support vector machine algorithm with 4 kernel types, 

results shown in below with Table 3. Confusion matrices 

and other metrics are mean version of 5-fold cross 

validation results. All metric scores were generalized in 

Table 4. 

According to the Table 3 and Table 4, all our kernels 

have a successful accuracy score, but we cannot evaluate 

with just one parameter, accuracy score. It can be said that 

scores over 80% is good scores, so our precision scores 

except sigmoid kernel is successful. About recall scores 

there is one kernel (polynomial) we can say is successful. 

About F1 scores polynomial and rbf kernels are successful. 

Reason for lower scores, we do not have a balanced dataset, 

so there are a few positive results, so when SVM kernels try 

to classify that few positive results, there is failure 

happening especially with sigmoid kernel.  

We can clearly say that according to this paper if we 

have an unbalanced dataset we cannot get successful results 

with sigmoid kernel, we can choose polynomial kernel.  

There exists no any article or study related to same topic 

with this study. Some studies related to bank loan approval 

and banking system topics are given in Table 5. 

 

Table 2. Representation of cells in confusion matrix 

 Predicted:0 Predicted:1 

Actual:0 TN FP 

Actual:1 FN TP 
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Table 3. Confusion Matrix 

 

 Actual 

Value 

Predicted Value 

0 1 

Linear SVC 
0 895.2 8.8 

1 40.2 55.8 

Poly SVC 
0 892.4 11.6 

1 16.4 79.6 

Sigmoid SVC 
0 832.4 71.6 

1 95.2 0.8 

Rbf SVC 
0 895.2 8.8 

1 23.4 72.6 

 

Table 4. Metric results 

Kernel 

Type 

Metrics 

Accuracy Precision Recall F1 

Linear 0,951 0,863 0,581 0,694 

Poly 0,972 0,872 0,829 0,850 

Sigmoid 0,833 0,108 0,008 0,009 

Rbf 0,967 0,893 0,757 0,818 

 

 

4. Conclusion 

Literature review shows that machine learning 

algorithms have played a significant role in the prediction 

of acceptance of personal bank loan offers.  

SVM is among the best-performing statistical-learning or 

machine-learning algorithms in terms of accuracy [29, 30, 

31].  In this study, a support vector machine algorithm with 

four kernel types was used. According to the results of the 

analyses, the best results were obtained with a polynomial 

kernel (97%) and the worst results with a sigmoid kernel 

(83%). Some precision and recall values are very low 

compared to normal because our dataset is an unbalanced 

dataset, meaning for every true value, there are 9 negative 

values. When we use an unbalanced dataset, this problem 

can occur. But the general performance of support vector 

machines is satisfying, and we can say that SVM with a 

polynomial kernel is a good choice to predict loan results 

like in our study. When we compare with similar studies, 

there are different types of ML algorithms used. Generally, 

accuracy scores between 77% and 85%.  

After the comparison we can say that SVM with 

polynomial kernel is successful for banking system 

classification problems because our study’s accuracy and 

other metric scores are higher than similar study’s.  

Finally, if banking systems use a machine learning 

method to predict acceptance of bank loan offers, they can 

predict their future profit easily. 
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 With location-based smart applications, the flow of life can be facilitated and support can be 

provided in case of security and emergency situations. Indoor location detection provides various 

conveniences in complex structures such as hospitals, schools, shopping centers, etc. Indoor 

location detection studies are carried out by using data related to location and signal and machine 

learning methods. Machine learning has become frequently used as a solution method in this field, 

as in many other fields. When the studies in the literature are examined, it is seen that the studies 

are mainly focused on producing solutions with supervised machine learning algorithms. 

Unsupervised algorithms are frequently used to determine the labels of data groups that do not 

have labels. In this direction, it can be seen as the first step in labeling the data collected in indoor 

positioning studies and then using it for training predictive models to be developed with supervised 

learning methods. For this reason, the results to be obtained regarding the success and usefulness 

of cluster analysis will constitute an important basis for further studies. In this study, it is aimed to 

examine the success of unsupervised learning, in other words, clustering algorithms. The Wireless 

Indoor Localization Data Set and well-known k-Means and Fuzzy c-Means algorithms have been 

used with different distance measure. The obtained methods performances have been evaluated 

with internal and external indices. The results show that the clustering algorithms can cluster 

correctly data points in the range of 93-95% according to the accuracy and F measure value. 

Although performances indicators are very close to each other according to the internal indexes, it 

can be stated that the model obtained using the Manhattan distance measure and the k-Means 

algorithm has higher performance in terms of clustering success. 
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1. Introduction 

Positioning technologies are among the important 

technological study topics of today. These technologies are 

important in terms of determining the location, enabling 

active monitoring and routing. Positioning techniques are 

applied in two areas, indoor and outdoor. Global 

Positioning Systems (GPS), which uses satellite data and 

can detect position with a very low error, is widely used 

today. Position estimation is performed by a GPS receiver 

by measuring the difference between the arrival time of the 

satellite signals [1]. However, there are elements that 

prevent or attenuate line of sight and signal transmission, 

such as buildings, walls, roofs. Since these factors reduce 

the power and efficiency of satellite and radio signals, GPS 

is not as effective in determining location indoors and in 

high-rise urban areas. On the other hand, as a result of the 

increase in the use of mobile devices such as mobile 

phones, mobile communication systems enable location 

detection and monitoring indoors with Global System for 

Mobile Communications (GSM) signals. Although they 

differ in scope, method and type of location, technologies 

used via mobile devices or equipment for indoor 

localization include ultrasound, infrared, Wi-Fi, 

Bluetooth, Zig-Bee, Ultrawide Band, inertial navigation, 

magnetic-based methods, and Radio Frequency 

Identification (RFID) [2]. 

With location-based smart applications, the flow of life 

can be facilitated and support can be provided in case of 

security and emergency situations. Indoor location 

detection provides various conveniences in complex 

structures such as hospitals, schools, shopping centers, etc. 

In applications such as directing people, especially in 

closed areas such as museums and airports, tracking 

products in areas such as factories and warehouses, 

following elderly patients in need of support in areas such 

http://www.dergipark.org.tr/en
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as hospitals or nursing homes, finding a specific store in 

shopping centers, offering location-based advertisements, 

detecting of abnormal situations in units where security 

measures are intense etc. indoor localization technologies 

are used. In today's world, extracting information from 

data and using that information is very valuable. Although 

location data does not make sense on its own, transforming 

this data into new applications with dynamically 

personalized content can be transformed into important 

profits with a small additional bandwidth usage [3]. 

Moreover, along with various IoT protocols such as 

Bluetooth and WiFi, the connection between various 

devices has led to the emergence of more integrated 

systems. So, especially with the development of the IoT, it 

is clear that indoor location detection will appear in more 

applications and will become even more important in the 

next days [4]. 

In this study, it is aimed to examine the success of 

unsupervised learning methods, one of the machine 

learning methods, in indoor location estimation. The rest 

of this paper is as follows in “Literature Review” studies 

in literature have been given which point out the problem, 

in “Methodology” section the data, methods, performance 

indicators have been detailed, in “Results” section results 

has been presented, and “Discussion” and “Conclusion” 

sections include assessment of results. 

 

2. Literature Review 

Positioning studies are carried out by using data related 

to location and signal and machine learning methods. 

Machine learning has become frequently used as a solution 

method in this field, as in many other fields. [5] have stated 

that supervised learning techniques deal with labeled data 

in the data collection stage of indoor localization, and she 

counted SVM among the most frequently used algorithms. 

[6] have examined the success of machine learning 

approaches with k-nearest neighbor (k-NN), rule-based 

classifier and random forest (RF) algorithms to predict 

indoor location using RSSI-based fingerprint method. [7] 

have presented an indoor positioning system (IPS) and 

motion tracking system for the elderly. Using the obtained 

data sets and Weka software tool, SVM, k-NN, RF and DT 

machine learning algorithms have been tested and the best 

classifier has been determined. [8] have presented an 

indoor location algorithm with the characteristics of WIFI 

fingerprint signals and a Naive Bayes machine learning 

algorithm. [9] has developed a mobile application that 

allows users to capture and create their own RSSI maps 

using the generated models to obtain the current indoor 

location. The models were obtained with Non-Nested 

Generalized Exemplars (NNge), Instance Based Learner 

(Ibk), Random Tree, RF and Random Committee machine 

learning algorithms. [10] have proposed an indoor 

localization approach based on fingerprints of Received 

Signal Strength Indicator (RSSI) measurements using 

Long Short-Term Memory (LSTM) Neural Networks. [11] 

have developed an integrated system for indoor location 

fingerprinting using Deep Neural Network (DNN) and 

improved k-NN algorithm. [12] have proposed a model for 

indoor localization with machine learning (ML) and deep 

learning (DL) algorithms in non-line-of-sight (NLoS) 

conditions using partial knowledge of channel state 

information (CSI). [13] have aimed to explore the possible 

improvement of system accuracy based on radio 

technology Bluetooth Low Energy through k-NN, Support 

Vector Machines (SVM), RF and Artificial Neural 

Network (ANN) machine learning approaches. [14] have 

pointed out a large number of mobile phone models 

causing changes in the measured received signal strength 

(RSS) in indoor positioning, they propose a deep learning-

based system using cellular metrics to provide consistent 

performance in invisible tracking phones. [15] have used 

machine learning algorithms to developed a sensing 

platform consisting of a sensor toolkit with an 

environmental data server to provide indoor location 

awareness. These algorithms include k-NN, SVM, 

Decision Tree (DT), Adaptive Boosting, RF, Lightgbm, 

Xgboost, Gaussian Naive Bayes, and Gradient Boosting 

Classifier. [16] have developed an indoor positioning 

algorithm based on Back Propagation Neural Network 

(BPNN) to solve the low position calculation efficiency 

and positioning accuracy due to the complexity of indoor 

environments. 

When the studies in the literature are examined, it is 

seen that the studies are mainly focused on producing 

solutions with supervised machine learning algorithms. In 

this study, it is aimed to examine the success of 

unsupervised learning, in other words, clustering 

algorithms in determining indoor location. Clustering 

algorithms are frequently used to determine the labels of 

data groups that do not have labels. In this direction, it can 

be seen as the first step in labeling the data collected in 

indoor positioning studies and then using it for training 

predictive models to be developed with supervised 

learning methods. For this reason, the results to be 

obtained regarding the success and usefulness of cluster 

analysis will constitute an important basis for further 

studies. 

 

3. Methodology 

3.1 Data  

The Wireless Indoor Localization Data Set, which is open 

access in the UCI Machine Learning Repository, was used in 

the study [17]. The use of an open data set allows comparison 

with studies to be developed by different researchers. In the 

data set, there are 8 attributes one of which is a class attribute 

and 2000 records. There are 4 different class values in the 

dataset, which includes the signal strength of seven WiFi 
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Figure 1. Descriptive statistics of the data 

signals received by a smartphone in an indoor area, and these 

values indicate four different rooms. The class attribute field 

will not be included in the analysis, it will be used to measure 

clustering success after clusters are obtained. The descriptive 

statistics of attributes has been given in the Figure 1. 

All values have been converted to values in the range of 

[0,1] by using the linear data transformation method as in 

Equation (1): 

 𝑥𝑛𝑜𝑟𝑚𝑎𝑙 𝑣𝑎𝑙𝑢𝑒 =
(𝑥−𝑥𝑚𝑖𝑛)

(𝑥𝑚𝑎𝑥−𝑥𝑚𝑖𝑛 )
 (1) 

3.2 Clustering  

Classification and clustering are the basic functions of 

machine learning. In classification, groups must reflect some 

reference class. In clustering, the categories are discovered 

within the dataset itself [18]. Data clustering is the work of 

bringing together similar records, in other words generate 

homogeneous sub-groups, in multidimensional data and 

revealing relationships based on some similarity criteria and 

model [19]. The important thing in clustering is to bring 

together similar records. Therefore, the most important 

measure is similarity. The similarity of records in the same 

cluster should be maximum (maximum), while the similarity 

of records in different clusters should be minimum 

(minimum). Within the scope of the study, models were 

developed with k-Means, Fuzzy c-Means and algorithms. 
 

k-Means Algorithm: 

Records in the data set are assigned to a number of clusters 

determined by the user according to the similarity measure. 

In a dataset of numeric values, the measure of similarity is 

the distance between two data points. The distance is 

calculated according to the Euclidean, Manhattan and 

Minkowski distance formulas. The steps of the algorithm are 

given below [20]: 

• The number of clusters is determined (k). 

• Cluster centers as many as the determined number of 

clusters are determined randomly. 

• The distance of each observation in the data set to the 

determined cluster centers is calculated and assigned to 

the cluster to which it is closest. 

• Cluster centers are recalculated after all observations 

have been assigned. 

• The third and fourth steps are repeated for the specified 

number of iterations, until the cluster centers do not 

change, and it falls below a predetermined very small 

threshold value. 
 

Fuzzy c-Means: 

Fuzzy c-Means is the extension of k-Means with Fuzzy 

logic approach. Accordingly, each data point does not belong 

to only one cluster. Therefore, each data point has 

membership degrees for the specified clusters. Clusters are 

determined by considering these membership degrees. The 

steps of the algorithm are given below [21]: 

• The number of clusters (c), turbidity parameter (m), 

stopping criterion (Ɛ) are determined. 

• Initial membership degrees are randomly determined 

and a membership matrix is created. 

• Cluster centers are calculated. 

• New membership degrees and membership matrix are 

calculated according to cluster centers. 

• By checking the stopping criterion, the algorithm is 

renewed or terminated with the second step. 

3.3 Distance measure: 

Let each record in the data set consist of values of n 

different attributes. In this case, each record is represented by 

the vector 𝑥𝑘 = [𝑥𝑘,1, 𝑥𝑘,2, … 𝑥𝑘,𝑛]𝑇  and if the data set 

consists of N observations, the data set will be represented by 

𝑋 = {𝑥𝑘| 𝑘 = 1,2, … , 𝑁} . Distance measures have been 

used for numerical data points as a measure of similarity in 

cluster analysis. The data set used within the scope of the 

study consists entirely of numerical values. So, models have 

been prepared by using Euclidean (Equal (2)) and Manhattan 

(Equal (3)) distance measurements as distance measures. 
 

𝑑𝐸(𝑥𝑖 , 𝑥𝑗) = (∑(𝑥𝑖,𝑘 − 𝑥𝑗,𝑘)2

𝑛

𝑘=1

)

1/2

 

(2) 

𝑑𝑀(𝑥𝑖 , 𝑥𝑗) = ∑|𝑥𝑖,𝑘 − 𝑥𝑗,𝑘|

𝑛

𝑘=1

 
(3) 

3.4 Performance Evaluation  

Various indicators are used to test the performance of the 

models developed in the artificial learning process. For 

cluster analysis, these indicators are called internal and 

external indices. External indexes are also used in the 

measurement of success of models in which the supervised 

learning method is used. A confusion matrix (Table 1) is 

created by comparing the labels produced by the model with 

the actual labels of the data set. The values of the indicators 

are calculated over this matrix. Internal indexes are 

calculated regarding the similarity of cluster elements to each 

other as a result of clustering. 

Within the scope of the study, accuracy measure from 

external indices and Dunn, Silhouette, Davies-Bouldin, and 

C index indices from internal indices have been used. The 

calculations of these index measures are given in Appendix. 

 

 



 

 
Table 1. Confusion matrix 

  Actual Class 

  Positive Negative 

P
re

d
ic

te
d

 

C
la

ss
 Positive 

True Positive 

(TP) 

False Positive 

(FP) 

Negative 
False Negative 

(FN) 

True Negative 

(TN) 

 

4. Results 

The results of the clustering algorithm according to accuracy 

measure and F score have been given in Figure 2 and Figure 

3. When the results are examined, Fuzzy c-Means can 

estimate correctly room 4 with an accuracy value of 99.6%, 

regardless of the distance measure, and this value is the 

highest accuracy value obtained. The models developed with 

Fuzzy c-Means have predicted correctly room 1 with 98% 

accuracy and room2 with 98.6% accuracy rates and the 

highest success. 

The accuracy values of each model have been averaged to 

determine the success of predicting all rooms correctly. 

According to the Manhattan distance, the average accuracy 

value obtained with the k-Means algorithm is 93.7% and the 

average accuracy value obtained with the Fuzzy c-Means 

algorithm is 95.2%. According to the Euclidean distance, the 

average accuracy value obtained with the k-Means algorithm 

is 94.3% and the average accuracy value obtained with the 

Fuzzy c-Means algorithm is 94.1%. 

 

 
Figure 2. Results of clustering algorithms according to accuracy measure 

     
Figure 3. Results of clustering algorithms according to F score measure.
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Table 2. Results of clustering algorithms according to internal 

indexes 

 KM_ M KM_E FCM_M FCM_E 

DI 0,042 0,035 0,027 0,029 

SI 0,421 0,423 0,378 0,420 

DBI 0,891 0,868 0,927 0,866 

CI 0,059 0,065 0,090 0,066 

CI: C index, DBI: Davies-Bouldin Index, DI: Dunn Index, 

FCM_E :Fuzzy c-Means Euclidean Distance, FCM_M: Fuzzy c-Means 

Manhattan Distance, KM_E: k-Means Euclidean Distance, KM_M: k-

Means Manhattan Distance 

 

The F score values of each model have been averaged to 

determine the success of predicting all rooms correctly. 

According to the Manhattan distance, the average accuracy 

value obtained with the k-Means algorithm is 93.8% and the 

average accuracy value obtained with the Fuzzy c-Means 

algorithm is 95.1%. According to the Euclidean distance, the 

average accuracy value obtained with the k-Means algorithm 

is 94.3% and the average accuracy value obtained with the 

Fuzzy c-Means algorithm is 94.2%. 

As a result of successful clustering, Dunn and Silhouette 

should get maximum values, Davies-Bouldin and C index 

should get minimum values. When Table 2 regarding the 

internal index values is examined, the models produced with 

k-Means-Manhattan distance according to Dunn and C 

indices, k-Means-Euclidean distance according to Silhouette 

index, Fuzzy c-Means-Euclidean distance according to 

Davies-Bouldin index have been successful. In addition, it is 

seen that the results are close values. 

5. Conclusions 

As stated in the method section, clustering models have 

been obtained according to different distance measures by 

using the data set and the specified methods. As a result of 

running these models, all records in dataset have been 

assigned to four different clusters. The resulting cluster 

labels have been compared with the labels in the original data 

set expressing the location. Thus, it has been determined 

whether the clustering algorithms can make a correct 

clustering, and whether the users in the rooms and the users 

in the clusters determined by the algorithms match each other. 

The determined performance indicators have been calculated 

and the success of the clustering method has been evaluated 

according to these indicators. 

When the results are evaluated according to internal and 

external indexes, different situations arise. While the external 

indices show the success of the Fuzzy c-Means algorithm, 

the inner indices indicate the success of the k-Means 

algorithm. At this point, external indexes should be taken as 

a basis for classification success. In the study, not only the 

accuracy measure was considered, but the F measure was 

especially preferred in order to include the results of different 

performance measures in the evaluation. Both performance 

measures produced parallel results when the separate success 

values obtained for the classes were averaged, and the most 

successful model was determined as Fuzzy c-Means using 

Manhattan's distance.  

When the similarities of the elements within the cluster are 

examined, it is seen that the success of the clustering analysis 

has changed. According to the distances of the elements in 

each cluster, the results point to the k-Means algorithm, 

which mainly uses the Manhattan distance. It can be natural 

for this situation to occur. This situation can be evaluated 

from two perspectives. The evaluation is made according to 

the data points within the cluster, not a reference point. In 

other words, higher intra-cluster similarities have been 

obtained in the clusters obtained with k-Means. However, 

this situation can be interpreted as that although the data 

patterns in the main data set show similar features, this high 

similarity cannot produce a fully effective result in spatial 

clustering. On the other hand, average values for each model 

have been obtained for external indices. However, when the 

prediction accuracies on the basis of rooms are examined, it 

will be seen that there are variations in the prediction success. 

When it is desired to perform location prediction on a data 

set without a class label, the correct number of clusters must 

be determined absolutely. Internal indexes will need to be 

used when determining this number. Even if this situation 

causes performance losses in the next location estimation 

stage, in general terms, clustering analysis can also achieve 

results that can compete with classification models. 
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Appendix 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

(A.1) 

𝐷𝑢𝑛𝑛 =
𝑚𝑖𝑛

1 ≤ 𝑖 ≤ 𝑛
{{

𝑚𝑖𝑛
1 ≤ 𝑗 ≤ 𝑛

𝑖 ≠ 𝑗

𝑑(𝑐𝑖 , 𝑐𝑗)

𝑚𝑎𝑘𝑠1≤𝑘≤𝑛(𝑑′(𝑐𝑘))
}} 

(A.2) 

𝑆𝑖𝑙ℎ𝑜𝑢𝑒𝑡𝑡𝑒(𝑘) =
1

𝑛
∑

𝑏𝑖 − 𝑎𝑖

𝑚𝑎𝑘𝑠 (𝑏𝑖 , 𝑎𝑖)

𝑛

𝑖=1

 
(A.3) 

𝐷𝑎𝑣𝑖𝑒𝑠 − 𝐵𝑜𝑢𝑙𝑑𝑖𝑛 =
1

𝑛
∑

𝑚𝑎𝑘𝑠
𝑖 ≠ 𝑗

{
𝛼𝑖 + 𝛼𝑗

𝑑(𝑐𝑖 , 𝑐𝑗)
}

𝑛

𝑖=1

 
(A.4) 

𝐶_𝐼𝑛𝑑𝑒𝑥 =
𝑆𝑊 − 𝑆𝑚𝑖𝑛

𝑆𝑚𝑎𝑥 − 𝑆𝑚𝑖𝑛

 
(A.5) 

𝑐𝑖  and 𝑐𝑗, cluster centers 

𝑑(𝑐𝑖 , 𝑐𝑗), distance between 𝑐𝑖  ve 𝑐𝑗 

𝑑′(𝑐𝑘), distance between records in set k 

𝑎𝑖, average distance of record i in the cluster from all other records in the same cluster 

𝑏𝑖, minimum value of the mean distances of record i to the records in other clusters 

𝛼𝑖 , average distance of records in cluster i from their cluster center 

𝑆𝑊 is the sum of the NW distances between all the pairs of points inside each cluster 

𝑆𝑚𝑖𝑛 is the sum of the NW smallest distances between all the pairs of points in the entire data set 

𝑆𝑚𝑎𝑥  is the sum of the NW largest distances between all the pairs of points in the entire data set. 
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 Digitalization of the shipyard environment is a challenging problem, and also it is necessary for 

competing the international ship manufacturers. Thus, this study introduced a real-time accurate 

positioning system that is an indispensable part of a digital manufacturing system. The system 

implementation and measurements took place in Sedef Shipyard, the largest shipbuilding facility 

in Turkey. Since the shipyard includes indoor and outdoor environments, Bluetooth Low Energy 

(BLE) systems provide the best solution for locating the staff. The most challenging problem is to 

determine the positions in the metallic surroundings. The constructed system solves this problem 

by placing gateways and sensors at essential locations and using a mesh network. With the 

designed user interface, the position of the staff can be monitored accurately in real time, and 

reports can be generated.   
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1. Introduction 

The shipyard industry in Turkey has a history of more 

than 700 years and has experienced significant global 

growth, especially in recent years. As a result, the industry 

has sufficient facilities, technology, and workforce to 

make the most of global opportunities. However, the 

desired level of digitalization has not been reached yet, and 

therefore, R&D and innovation should be more important 

within the scope of Industry 4.0 [1]. 

A shipyard is a very complex environment where 

production parameters and dimensions change and a 

highly flexible working environment. This makes the 

control of production lines complex and requires the active 

participation of human resources in the business. Processes 

such as cutting sheet metal parts, bending-shaping-

processing of unique pieces, pipe manufacturing, and 

combining different components with welding operations 

in the pool-sled will be implemented during the custom 

ship production. The most crucial factor determining work 

efficiency in these fields comes from the control and 

management of human-machine interaction. To achieve 

this goal, staff and equipment should be precisely localized 

in the shipyard. Wireless systems provide excellent 

convenience in environments such as shipyards, especially 

inside ships. However, such environments are entirely 

covered with metals, which are very good conductors, 

causing communication not to be provided. Because 

metals cause the reflection of incoming waves, 

transmission cannot be made from entirely metal-covered 

rooms such as ships. Another problem is the multipath 

effect. Many copies of the transmitted signal reflected 

from the environment may reach the receiver at different 

times, causing the signal to be weakened or interfered [2]. 

Therefore the challenges in this positioning problem can 

be summarized as 

• The field includes both outdoor and indoor areas, 

• There is a mass of metallic surroundings caused by the 

ships and machines, 

• There are several moving big machines such as cranes 

that may cause interferences. 

A few studies have been done to cope with these 

difficulties and to model the communication channel in a 

ship or metal-dense environment. For example, Estes et al. 

modeled losses by performing narrowband experiments on 

American Navy ships. As a result of the experiments, they 

observed that even though there are losses, energy can pass 

through non-conductive openings [3]. In another study, the 
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statistical model of the channel was obtained by making 

measurements in the ultra-wideband (UWB) frequency 

band in the ship cabin environment. As a result of 

experiments with the measurement system consisting of 

transceiver antennas, network analyzer, and computer, it 

has been shown that the propagation characteristics are 

different from indoor and outdoor [4]. 

Although the Global Positioning System (GPS) has 

become the standard for outdoor location detection, studies 

are still ongoing in indoor location detection. Since they 

offer higher sensitivity, lower cost, and ease of use 

properties, Wi-Fi, optical and Bluetooth Low Energy 

(BLE) systems are good choices for reliable indoor 

positioning applications [5]. Although a wide area is 

covered with a Wi-Fi network, its sensitivity is very low. 

In BLE 4.0 or 5.1 technologies, on the other hand, 

positioning accuracy, which can be lower than 1m, can be 

achieved even if the range is reduced to 75 meters. A wide 

range and high sensitivity are provided by Ultra-wideband 

communication UWB. However, its cost is higher than the 

others. Thus, it is suitable for applications where the 

location must be determined precisely. On the other hand, 

RFID can work more closely and is mainly used in stock 

counting, cafeteria, or door entry applications. 

Furthermore, BLE systems provide the highest battery life 

compared to power consumption. A detailed comparison 

can be found in [6]. Thanks to its advantages, BLE systems 

are used in different and challenging indoor positioning 

applications such as museums [7,8] and in an university 

campus by combining with different sensor data [9]. 

However, there is still a gap in literature about the studies 

in shipyards.   

Therefore, an experimental staff positioning system 

based on BLE was constructed and analyzed to fill in the 

gap in the shipyard localization problem and to make a step 

in the digitalization of the shipyard environment. This 

system includes 400 location sensors, 4870 staff tags and 

200 gateway over 191,000 m2 Sedef Shipyard in Tuzla, 

İstanbul, Turkey. The number of gateways was selected 

heuristically to cover the shipyard area and show the 

project's feasibility. The system is flexible and the 

numbers can be easily increased. The gateways were 

located in open areas, inside buildings and inside ships to 

cover the working site. To make an empirical analysis of 

the BLE positioning system, some experiments were done 

and the results were discussed in this paper. The system 

also includes a graphical user interface that can be used to 

report the activities of the shipyard workers. Thus, the 

contributions of this study can be summarized as:  

• To implement a digital system that determines the 

locations of the staff and machines in a shipyard 

environment, 

• To show that the indoor location of a worker or 

machine in a metallic surrounding such as inside of a 

ship can be found, 

• To provide a user interface to track the movements of 

the workers and machines inside the shipyard campus. 

After giving some necessary background information 

on indoor and outdoor positioning systems in Section 2, 

the construction of the system and the results of the 

measurements were demonstrated in Section 3. Finally, 

discussions are made and conclusions are drawn. 

 

2. Background 

2.1 Indoor/Outdoor Positioning Systems 

Global Positioning System (GPS) has become the 

standard for outdoor location detection; however, studies are 

still ongoing for indoor location detection. There are more 

suitable methods such as Wi-Fi and optical systems, 

Bluetooth Low Energy (BLE) for indoor positioning 

applications [5]. Wi-Fi network provides a wide range of 

connection, but its sensitivity is very low. On the other hand, 

achieved positioning accuracy in BLE 4.0 or 5.1 

technologies can fall below 1m, even if the range is lower 

than Wi-Fi. As mentioned earlier, Ultra-broadband 

communication UWB, has a wide range and high sensitivity, 

which makes it suitable for precise measurement. RFID is 

suitable for locating and counting stocks rather than indoor 

positioning. Moreover, BLE systems provide the highest 

battery life when compared in terms of power consumption 

[6].  

 

2.2 Bluetooth Low Energy 

BLE systems of especially widespread Internet of Things 

(IoT) applications are frequently used. Traditional BLE 

systems use star topology and are an important constraint 

coverage. To cope with this limitation, BLE 5.0 was 

proposed by first changing the physical layer signal 

bandwidth [5]. In addition, BLE 5.0 offers innovations in 

data rate, coverage and advertising channel functionality. As 

message capacity increases, two types of advertising 

channels are recommended. While the first channel is the 

same as the old versions, the second channel can also use 37 

channels formerly known as data channels for messages [5]. 

Secondly, a mesh network is proposed to solve the coverage 

constraint. The advantage of the mesh network over the star 

network is that it can reach a wider coverage area over other 

devices on the network. Of course, for this structure to work 

efficiently, a more complex network management system 

should be defined [10]. The BT-SIG Smart Network 

Working Group was established at the beginning of 2015 to 

determine the standards for the mesh network structure [11]. 

Afterward, IETF (Internet Engineering Task Force) 

published the "IPv6 over Bluetooth Low Energy" RFC 7668 

protocol to facilitate IoT capacity and access over the internet 

[11]. Thus, BLE nodes can communicate with each other via 

IPv6 packets and connections are made over IPSP (Internet 
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Protocol Support Profile) and use UDP protocol. This 

provides communication efficiency and allows routing at the 

IP layer [5]. BLE systems use the RSSI (Received Signal 

Strength Indication) technique, which measures the 

incoming signal strength among positioning techniques. To 

estimate the exact distance from a device using RSSI, an 

empirical model can be employed as in [12] that is expressed 

as 

𝑑 = 𝛼 + 𝛽 (
𝑅

𝑇
) + 𝛾 

(1) 

where  is the actual distance,  and  are the empirical 

regression coefficients, R is the RSSI value and T is a 

reference value which is the received signal strength for a 

device located at 1 meter away from the receiver.  

The further away the signal comes from, the weaker it will 

be. For example, the P mobile device in Figure 1 represents 

stations broadcasting on A, B, and C. In this case, there will 

be LS1<LS3<LS2 relationship between the signal strengths 

coming to the mobile device. However, reflection and 

multipath effects, especially indoors, can negatively affect 

the calculation [13, 14]. 
 

2.3 Mesh Network 

In a mesh network structure, two types of nodes or 

gateways are used: routers (mesh routers, coordinators) and 

routers. The mesh network structure is shown in Figure 2. 

The coordinator is usually equipped with multiple wireless 

access devices and manages the routing algorithm. IEEE 

802.11s standard defines integration of the WLAN link layer 

and mesh functions. Important mechanisms for spontaneous 

networking and message forwarding (routing) between mesh 

nodes, thus described in detail in IEEE 802.11s [15, 16]. An 

essential characteristic of the link determined in the model is 

the airtime cost (in μs) that can be estimated as: 

𝑐𝑎 = (𝑂 +
𝐵𝑡

𝑟
)

1

1 − 𝑒𝑓𝑟

 
(2) 

where O is a constant for the channel access and MAC 

protocol overhead. 𝐵𝑡  represents the test frame size, r 

denotes the test frame data rate (in Mbps), and finally 

𝑒𝑓𝑟  stands for the expected frame error rate. As can be 

inferred from Equation (2), airtime cost depends both frame 

rate and error rate [15]. A more detailed analysis can be 

found in [17]. 
 

 
Figure 1. Positioning with RSSI [13] 

There are various proactive, reactive or hybrid routing 

protocols proposed for mesh networks [18]. Among them, 

Zigbee is often used in case of low data rate and small 

packets. While routers constantly forward incoming 

messages to other routers, the coordinator sets up the routing 

structure and network and collects data from other routers. 

The Zigbee network automatically configures itself and 

dynamically reconfigures to repair itself if nodes are disabled 

or removed. As an interoperable standard, devices from 

many manufacturers can communicate seamlessly, helping 

Zigbee gain wide acceptance in home automation and 

industrial IoT. Costs are modest due to the many OEM 

equipment options on the open market [19]. 

 

3. Implementation of the System 

Sedef Shipyard is the largest private shipyard in Turkey in 

terms of size and production capacity. The total area for 

production is 194,000 m² of which 51,000 m² is indoor 

production facilities in Tuzla plant. Thus, the positioning 

system was constructed using 200 gateways and 400 location 

sensors to locate 4870 staff wearing BLE 5 tags. The block 

diagram of the positioning system is shown in Figure 3.  
The location sensors constantly broadcast their positions 

and tags scans the location sensor broadcasts around them. 

Then, tags collect location sensor ID and corresponding 

RSSI values and broadcasts them in Bluetooth range. The 

gateways receives the broadcast of the tags and send to server 

through Wi-Fi network of shipyard. Finally, the information 

is sent to Digital Shipyard platform. However, when the 

mobile receiver is inside the ships, gateways may not be able 

to reach Wi-Fi network because of the metallic surrounding. 

Thus, a mesh structure was constructed to gather data and 

reach wireless network. The mesh structure uses a routing 

algorithm as described in Figure 2. 

Each gateway collects data from tags, if it could not 

connect to the wireless network, then sends data to another 

gateway in mesh. Travelling from one gateway to another, 

data reaches to coordinator gateway. Finally, the coordinator 

gateway sends all data gathered from the mesh network to 

the Wi-Fi network. 

 
Figure 2. Mesh structure 



 

 

 
Figure 3. Real time shipyard positioning system 

  

BLE technology is used in the design for staff 

identification cards and location sensors. The task of the ID 

cards is to listen to the broadcast emitted by the location 

sensors placed in the environment and to broadcast the ID 

information they receive from the nearest station together 

with their own information. As stated in the literature 

summary, power consumption, flash memory and RAM 

memory capacity are among the most important criteria for 

choosing a BLE device. The models produced by Nordic 

company produce the best circuits in terms of energy 

efficiency and the current drawn by the nRF chipset is much 

lower than the others. 

Therefore, nRF52832 IC was used for ID cards in this 

study. The selected flash memory capacity is 256KB and the 

RAM memory capacity is 16KB, which is sufficient for the 

application to be made. PCB antenna was used for location 

sensors and personnel cards used in this project. It has a 

transmission power from -20 to +4dBm and thus provides a 

range of up to 40 meters. In order to ensure both long battery 

life and not enlarging the card sizes, 3V-3000mAh Lithium 

battery is used in the personnel cards and provides a lifetime 

of up to 3 years. Another important feature of the nRFxx 

modules is the easy assembly of the circuit without the need 

for many peripherals. It can be used with application-specific 

software [20]. 

The gateways also have BLE infrastructure in order to 

access the broadcasts made by tags by using nRF52832 IC. 

Its range reaches up to 50m. Gateways have a Wi-Fi 

infrastructure and antenna so that the collected packets can 

be transmitted to the server. Since it is supplied with 220V 

AC, it includes a power circuit, but there is also a backup 

battery circuit with a rechargeable battery to prevent 

interruptions of up to 4 hours in power cuts. MicroUSB 

circuit is also added for updating and communication. It also 

has a GSM module designed with M95 integrated circuit for 

communication. 

The locations of the gateways were demonstrated in 

Figure 4. In this figure, indoor gateways were shown in light 

blue, where outdoor gateways were denoted by blue and red. 

The dark blue gateways were located on newly constructed 

poles for the project. Similarly, Figure5 shows the positions 

of the location sensors. The indoor  location sensors are 

denoted as light blue and  outdoor location sensors in 

shipyard are shown as blue and red. 

 

Figure 4. The locations of the indoor (light blue) and outdoor gateways (blue and red). 
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Figure 5. The indoor (light blue) and outdoor (blue and red) location sensors in shipyard  
 

After the construction of the system, several on-site 

experiments were conducted to see the performance of the 

system. The tests included the followings: 

• Adjustment of location sensor broadcast range in order 

to test the communication between the ID cards and 

location sensors. The broadcasting range adjustments 

were made, and the positions were changed if necessary 

to cover all areas.   

• ID Card-Gateway communication tests to see if 

gateways can collect the ID and location information 

through BLE.  

• Gateways-Server communication test which observes 

whether or not all the gateways can send the collected 

info directly or through the mesh network. Fine-tuning 

of the gateway locations were completed after this step. 

• Staff position location experiments were implemented 

by walking an employee with an ID card following 

predefined routes. Then the locations were downloaded 

from the server to detect the accuracy of the locations. 

Figure 6 shows one of these experiments. In this 

experiment employee left the main building at 11:15 

following the orange line and yellow stars show the 

positions of the location sensors which are 

communicated. The person reaches dock at 11:27 and 

then moves back with another route which is shown in 

red. Finally, he completes the experiment at 11:55 at the 

main building.  

• In the final test, more ID cards were given to employees 

and their positions were detected via the software 

interface of the system. Sample screens of the systems 

were given in Figure 7. In Figure 7.a the numbers inside 

the green and red markers show the position and the 

number of the of the workers inside the ship in Figure7.b.  

is the list and details of the locations. Similarly, Figure 

7.c and 7.d illustrates the workers inside the 

administrative building. Finaly, Figure 7.e shows a 

sample view from the menus. Therefore, the location of 

individual worker, or all workers can be monitored in 

once, the details of the recordings can extracted to track 

the activities. 

 

 
Figure 6. Experiment map for positioning accuracy 
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(a)                                                                                 (b) 

 
                                                       (c)                                                                                 (d) 

 

(e) 

 Figure 7. Graphical user interface of positioning system: a) Total number of workers inside the ship, b) tracking of a worker 

inside ship, c) number of workers inside the entire building, d) number of workers inside one floor of the building, e) a screenshot from 

user console 

 

4. Discussions 

A challenging case of indoor positioning was studied in 

this project. For increase the productivity and also safety, 

the workers and the machines should be traced inside the 

shipyard environment. Especially, determining the 

accurate locations inside the ship is a difficult problem. As 

explained in the previous sections with the combination of 

BLE, Wi-Fi and Zigbee technology, these challenges were 

overcome. The position and movements of the workers 

inside the metallic compartments of the ship were 

determined as illustrated in Figure 7.  

Therefore, the advantage of the proposed method over 

other indoor positioning systems lies in the usage of a 

hybrid approach to cover the entire shipyard which 

includes a large open area, inside of the building and inside 

of a metallic ship. One limitation may be the resolution of 

the measurement when compared with UWB 

communication systems. The proposed system will not 

offer a centimeter-level resolution, however, determining 

in which room the workers are is sufficient in practice.  

 

5. Conclusions 

This study introduces a real time positioning system which 

is designed and implemented in Sedef Shipyard. Locating the 
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staff and the machines in this huge area is a tremendous step 

in digitalizing the shipyard environment. The problem is 

challenging due to surrounding metal density, open and 

closed areas and mobile work machines. It is shown that an 

accurately working system was constructed by using and 

hybrid system using BLE, Zigbee and Wi-Fi via mesh 

networks.  
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