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RESEARCH ARTICLE

SED Analysis of the Old Open Cluster NGC 188

D. C. Dursun1* , S. Taşdemir1 , S. Koç̧1 , and S. Iyer 2

1İstanbul University, Institute of Graduate Studies in Science, Programme of Astronomy and Space Sciences, 34116, Beyazıt, İstanbul, Türkiye
2 International Centre for Theoretical Sciences, 560089, Bengaluru, Karnataka, India

ABSTRACT
In this study, we investigate the fundamental astrophysical parameters of the old open cluster NGC 188 using two complementary
methods: isochron fitting and spectral energy distribution (SED) analysis. Using photometric, astrometric, and spectroscopic data
from the Gaia Data Release 3 (DR3, Gaia Collaboration et al. 2023), we identified 868 most likely member stars with membership
probabilities 𝑃 ≥ 0.5. The mean proper-motion components and trigonometric parallaxes of the cluster are derived as (𝜇𝛼 cos 𝛿,
𝜇𝛿) = (-2.314±0.002, -1.022±0.002) mas yr−1 and𝜛 = 0.550±0.023 mas, respectively. From this initial selection of high probable
member stars, we proceed with the determination of astrophysical parameters using the isochron-fitting method. Simultaneously
estimating the colour excess, distance and age of the cluster, we employe PARSEC isochrones to observational data on Gaia
based colour-magnitude diagrams. These findings were obtained as 𝐸 (𝐺BP − 𝐺RP) = 0.066 ± 0.012 mag, 𝑑 = 1806 ± 21 pc, and
𝑡 = 7.65 ± 1.00 Gyr, respectively. In addition, we identified and detected 19 previously confirmed blue straggler stars within NGC
188. Subsequently, we performed SED analyses for 412 of the 868 cluster members. We obtained colour excess, distance and age
of the cluster as 𝐸 (𝐵−𝑉) = 0.034±0.030 mag, 𝑑 = 1854±148 pc, and 𝑡 = 7.78±0.23 Gyr, respectively. The analysis of member
stars revealed patterns of extinction in the 𝑉-band, with higher values of 𝐴V observed in the lower right quadrant of the cluster.
By comparing our SED analysis results with models of stellar evolution, particularly in terms of temperature and surface gravity,
we confirm agreement with theoretical predictions. This comprehensive investigation sheds light on the astrophysical properties
of NGC 188, contributing to our understanding of stellar evolution within open clusters.

Keywords: Galaxy: open clusters; individual: NGC 188; Methods: spectral energy distribution (SED)

1. INTRODUCTION

Open clusters (OCs) serve as invaluable natural laboratories
to investigate the fundamental principles of stellar evolution,
Galactic dynamics, and the broader astrophysical processes that
shape our Universe. OCs are groups of stars formed from the
same molecular cloud under similar physical conditions. Being
gravitationally bound systems, OCs feature member stars that
share similarities in terms of distance to the Sun, age, chemical
composition, position, and velocity (Harris & Pudritz 1994;
Friel 1995; Lada & Lada 2003; Carraro & Costa 2007; Cantat-
Gaudin & Anders 2020).

Recent advances in observational techniques have allowed
scientists to delve deeper into the complexities of stellar phe-
nomena, with spectral energy distribution (SED) analysis serv-
ing as a powerful tool for uncovering the fundamental proper-
ties of stars (Zheng et al. 1999). In astrophysics, SED analysis
is a cornerstone method that provides deep insights into the
fundamental properties of celestial objects, particularly stars.
This analysis manifests in two primary forms: model-based
and model-independent approaches. Serving as a link between

theoretical frameworks and observational data, model-based
SED analysis aids in determining critical parameters such as
effective temperature, surface gravity, and metallicity for stars,
thus enhancing our understanding of stellar evolution and be-
haviour. The examination of the SED of member stars in OCs
yields essential astrophysical parameters of the cluster, which,
in turn, can be utilized to decipher its dynamics and evolution-
ary trajectory (Demarque et al. 1992; Carraro & Chiosi 1994;
VandenBerg & Stetson 2004).

Each stellar constituent within OCs, categorised into different
luminosity classes, undergoes a unique evolutionary trajectory
shaped by factors such as mass, age, and chemical composition.
Investigating the physical parameters across diverse evolution-
ary phases, from giants to main-sequence stars, allows for a
comprehensive analysis of the intricate interplay of physical
processes governing stellar evolution. The analysis of SED as-
sumes paramount importance in OC studies, offering a means
to scrutinise fundamental parameters of member stars originat-
ing from the same molecular cloud. Employing SED analysis
on the most probable OC members enables the determination
of crucial stellar characteristics, including effective tempera-
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ture (𝑇eff), surface gravity (log 𝑔), metallicity ([Fe/H]), 𝑉-band
extinction (𝐴V), distance (𝑑), mass (𝑀), radius (𝑅), and age (𝑡).
Acquiring these fundamental physical parameters, particularly
mass and radius, is essential for advancing our understanding
of stellar evolution. These analyses facilitate an in-depth ex-
ploration of the reddening effect on cluster members, shedding
light on the influence of interstellar dust and gas.

With the beginning of the Gaia era (Gaia Collaboration et al.
2016), high precision of astrometric data has been made avail-
able to researchers, enabling accurate analyses for identify-
ing the most likely cluster member stars. By comparing the
colour-magnitude diagrams (CMDs) and two-colour diagrams
(TCDs) of OCs with theoretical evolutionary models, impor-
tant parameters such as age, distance, chemical composition
and interstellar extinction along the line of sight to the cluster
can be determined. One traditional method used for this pur-
pose is main-sequence fitting. This technique is based on the
assumption that OCs members share similar characteristics,
such as age, distance, and chemical composition, due to their
common origin (Carraro et al. 1998; Chen et al. 2003; Joshi
2005; Piskunov et al. 2006; Joshi et al. 2016).

NGC 188 (Melotte 2, MWSC 0074) is an old open clus-
ter that is located in a relatively low contaminated region
of the Milky Way, making it an ideal object for observa-
tional studies. NGC 188 is located at 𝛼 = 00h47m20s.96 and
𝛿 = +85◦15′05′′

.27 (J2000.0), corresponding to Galactic coor-
dinates of 𝑙 = 122◦.8368 and 𝑏 = +22◦.3730 (Hunt & Reffert
2023). Several research efforts have analysed the main features
of this open cluster, as detailed in Table 1. NGC 188 has a
wide range of parameters, including ages (𝑡) from 2.63 to 12
Gyr (Demarque & Larson 1964; Hunt & Reffert 2023), metal-
licities ([Fe/H]) from -0.08 to 0.60 dex (Spinrad et al. 1970;
Hills et al. 2015), colour excess (𝐸(𝐵-𝑉)) from 0.025 to 0.50
mag (Sandage 1962; Fornal et al. 2007), and distances (𝑑) from
1445 to 2188 pc (Patenaude 1978; Hills et al. 2015).

Twarog & Anthony-Twarog (1989) compared the ages of
NGC 188 and M67 and found that NGC 188 is a slightly older
OC, at approximately 6.5 Gyr. They suggested adjustments
for reddening and distance modulus to reconcile inconsisten-
cies and remove anomalies, such as the lithium discrepancy.
Leonard & Linnell (1992) explored the origins of blue strag-
glers and contact binaries in M67 and NGC 188, proposing
physical stellar collisions and tidal captures as potential mecha-
nisms. The experiments showed that these interactions could ex-
plain approximately 10% of the observed objects. Belloni et al.
(1998) conducted X-ray observations of M67 and NGC 188,
detecting various sources and noting puzzling emissions from
specific binaries in M67. They also identified two members in
NGC 188, including the FK Com type star D719. Glebbeek &
Pols (2008) investigated the detailed evolution of stellar col-
lision products in OCs, with a particular focus on M67 and
NGC 188. The authors presented models of merger remnants
and compared them with observed blue straggler populations,

indicating recent collision events in M67. In a photometric sur-
vey of NGC 188, Song et al. (2023) identified 25 variable stars,
including one new variable star, and discussed their charac-
teristics, such as spectral types and classifications, providing
insights into the cluster’s stellar population.

This study aims to determine the fundamental parameters
that define the old open cluster of NGC 188 using advanced
analytical techniques, such as isochrone fitting and SED analy-
ses. It is important to acknowledge the potential for parameter
degeneracy in analysis processes, which can complicate the
investigation. To deal with this challenge, we adopt a rigor-
ous approach by calibrating the distances with trigonometric
parallaxes from the Gaia Data Release 3 (Gaia DR3, Gaia
Collaboration et al. 2023) catalogue and taking advantage of
metallicity values from high-resolution spectroscopic data in
the literature. These steps aim to minimise parameter degener-
acy and provide an accurate determination of the age and other
fundamental parameters of the NGC 188 OC.

The subsequent sections of this paper are structured as fol-
lows: A description of the astrometric and photometric data of
NGC 188 is given in Section 2. In Section 3, the presented meth-
ods are used to derive the fundamental parameters of NGC 188.
In Section 4, the photometric membership probabilities and
structural parameters of the stars in NGC 188 are presented
and discussed, followed by the main astrophysical parameters
obtained using SED. Finally, Section 5 provides a summary.

2. DATA

2.1. Photometric and Astrometric Data

The photometric and astrometric analyses of NGC 188 utilised
data from the Gaia DR3 catalogue (DR3, Gaia Collaboration
et al. 2023). Astrometric and photometric data were gener-
ated based on the equatorial coordinates provided by Hunt &
Reffert (2023) (⟨𝛼, 𝛿⟩) = (00h47m20s.96, 𝛿 = +85◦15′05′′

.27).
Encompassing the entire field of NGC 188, all stars within a 40′
radius from the cluster center were considered. Consequently,
17,344 stars falling within the 6 < 𝐺 (mag) ≤ 23 mag range
were detected. The identification chart of stars in the direction
of NGC 188, covering a 40′×40′ field, is illustrated in Figure 1.

2.2. Photometric Completeness Limit and Errors

To precisely determine the structural and astrophysical param-
eters of the cluster, it is imperative to establish the photometric
completeness limit by tallying stars corresponding to 𝐺 mag-
nitudes. The photometric completeness limit is defined as the
magnitude where the number of stars increases with magnitude
up to a certain point, beyond which it starts to decrease. For
NGC 188, this value, as evident from the histogram in Fig-
ure 2, is the photometric completeness limit 𝐺 = 20.5 mag.
Stars fainter than this completeness limit were excluded, en-
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Table 1. Basic parameters of the NGC 188 open cluster collected from the literature.

𝐸 (𝐵 − 𝑉 ) 𝑑 [Fe/H] 𝑡 ⟨𝜇𝛼 cos 𝛿⟩ ⟨𝜇𝛿 ⟩ 𝑉𝑅 Ref
(mag) (pc) (dex) (Gyr) (mas yr−1) (mas yr−1) (km s−1 )

0.50 1549 − − − − − (01)
0.1±0.020 1500 − − − − -49 (02)

− − − 12 − − − (03)
0.18 − − 5.5 − − − (04)
0.15 − 0.60 − − − − (05)
0.15 − − − -3.98 -0.65 -49 (06)
0.09 − − − − − − (07)
0.09 1445 − 8 − − − (08)
− 1700 0.00 6 − − − (09)

0.08 − 0.00 10 − − − (10)
0.08 − − 6.03 − − − (11)
0.12 1995 0.02±0.110 6 − − − (12)
0.03 − -0.06±0.00 7.5 − − − (13)
0.08 1520 -0.05 7.2 − − − (14)

0.09±0.020 1905 -0.04±0.050 7±0.50 − − − (15)
− − 0.075±0.050 − − − − (16)

0.09±0.020 − 0.00 6.8 − − − (17)
0.025±0.005 1700±100 0.00 7.5±0.70 − − − (18)
0.036±0.010 1714±64 0.12 7.5±0.50 − − − (19)

− 2188±100 -0.08±0.003 6.45±0.04 − − − (20)
0.033±0.030 1721±41 0.00 7.08±0.04 − − -42.87±0.30 (21)

− − 0.00 6 − − − (22)
0.075 ± 0.008 − − − -3.000±1.830 -0.370±0.100 − (23)

− 1864±4 − − -2.307±0.139 -0.960±0.146 − (24)
− 1864±4 − − -2.307±0.139 -0.960±0.146 -41.70±0.19 (25)
− − 0.14±0.003 4.47 -2.310±0.190 -0.960±0.160 -41.50±1.10 (26)

0.068 1698 − 7.08 -2.307±0.139 -0.960±0.146 − (27)
− 1859±36 0.112±0.020 7.05 -2.302±0.184 -0.955±0.172 -41.602±0.58 (28)
− 1974±20 0.088±0.032 7.08 -2.303±0.182 -0.953±0.167 − (29)
− 1698 0.088±0.032 7.08 − − -42.03±0.05 (30)
− − − − − − -41.64±0.25 (31)
− 1670 0.090±0.020 7.59 − − − (32)
− 1847±6 − − -2.335±0.004 -1.024±0.004 -41.70±0.20 (33)

0.074±0.037 1822 − 2.63±1.17 -2.318±0.106 -1.015±0.111 -41.13±0.59 (34)
0.047±0.009 1806±21 -0.030±0.015 7.65±1.00 -2.314±0.048 -1.020±0.045 -41.59±0.14 (35)

(01) Sandage (1962), (02) Greenstein & Keenan (1964), (03) Demarque & Larson (1964), (04) Aizenman et al. (1969), (05) Spinrad et al. (1970), (06) Upgren et al.
(1972), (07) McClure & Twarog (1977), (08) Patenaude (1978), (09) VandenBerg (1983), (10) VandenBerg (1983), (11) Janes & Demarque (1983), (12) Caputo
et al. (1990), (13) Carraro & Chiosi (1994), (14) Friel (1995), (15) Sarajedini et al. (1999), (16) Worthey & Jowett (2003), (17) VandenBerg & Stetson (2004),
(18) Fornal et al. (2007), (19) Wang et al. (2015), (20) Hills et al. (2015), (21) Elsanhoury et al. (2016), (22) Lorenzo-Oliveira et al. (2016), (23) Dias et al. (2014),
(24) Cantat-Gaudin et al. (2018), (25) Soubiran et al. (2018), (26) Donor et al. (2018), (27) Cantat-Gaudin & Anders (2020), (28) Dias et al. (2021), (29) Spina
et al. (2021), (30) Tarricq et al. (2021), (31) Carrera et al. (2022b), (32) Netopil et al. (2022), (33) Gao & Fang (2022), (34) Hunt & Reffert (2023), (35) This study

suring that they were not considered in subsequent analyses.
Photometric inaccuracies reported in Gaia DR3 were treated
as internal errors, reflecting uncertainties associated with the
instrumental magnitudes of celestial bodies. Consequently, the
study considered uncertainties in the instrumental magnitudes
of stars as internal errors. Mean errors for 𝐺 magnitudes and
𝐺BP−𝐺RP colour indices were computed across the𝐺 apparent
magnitude interval. The mean errors for 𝐺 magnitudes along
with 𝐺BP − 𝐺RP colour indices of stars are presented in Table
2 as a function of 𝐺 magnitudes. The mean internal error for 𝐺
magnitude and 𝐺BP −𝐺RP colour index were determined to be
0.009 and 0.182 mag, respectively.

Table 2. Mean internal photometric errors of NGC 188 for 𝐺 and 𝐺BP −𝐺RP
mag in per 𝐺 magnitude bin.

𝐺 𝑁 𝜎G 𝜎𝐺BP−𝐺RP

(mag) (mag) (mag)

(06, 14] 487 0.002 0.005
(14, 15] 593 0.002 0.005
(15, 16] 1035 0.002 0.006
(16, 17] 1447 0.002 0.008
(17, 18] 1969 0.003 0.017
(18, 19] 2598 0.003 0.040
(19, 20] 3573 0.004 0.086
(20, 21] 4988 0.009 0.182
(21, 23] 654 0.026 0.297

3



Physics and Astronomy Reports

Figure 1. Identification chart of NGC 188 for 40′ × 40′ region. The up and left
directions represent the North and East, respectively.

Figure 2. Distribution of the stars in the direction of NGC 188 for𝐺 magnitude
intervals. The photometric completeness limit is indicated by a red dashed line.

3. METHOD

3.1. Isochrone Fitting

A classical technique employed for determining the funda-
mental astrophysical parameters of open clusters is the main-
sequence fitting method. This method relies on the assumption
that members of a star cluster originate from the same molecular
cloud and share common properties such as distance, age, and
chemical composition. The isochrone-fitting method involves
comparison with theoretical isochrones to simultaneously de-
termine the age, metallicity, isochrone distance of the cluster
and the best isochrone repsresenting the cluster is shown by
fitting over the CMD. The isochrone fitting process entails se-
lecting isochrones with different ages and metallicities that best
fit the observed CMD of cluster members. However, this pro-
cess may introduce parameter degeneracy (King et al. 2005; De
Meulenaer et al. 2013; Janes et al. 2014).

To mitigate the potential degeneracy in the analyses, we im-

posed constraints on the distance and metallicity parameters
of the cluster. The distance was chosen to be proximate to the
value calculated from the mean trigonometric parallax of NGC
188. Additionally, the metallicity of the cluster was derived
from a literature study that provided high-resolution spectro-
scopic data. This approach was adopted to minimise parameter
degeneracy in cluster analyses (cf. Yontan et al. 2015, 2019;
Yontan 2023).

3.2. Spectral Energy Distribution

In astrophysics, spectral energy distribution (SED) analysis
aims to determine the physical properties of stars and other as-
tronomical objects by examining the wavelength and intensity
distributions of the light emitted by them across the electromag-
netic spectrum (Oke 1974; Adams et al. 1987; Robitaille et al.
2006; Yadav et al. 2024). SED requires observational fluxes
with different filters to measure the object over a wide range of
the electromagnetic spectrum. These observed fluxes are then
analyzed to determine the astrophysical parameters of the ob-
ject by comparison with theoretical models. SED is assisted
by computer simulations and utilizes optimization techniques
to effectively match the properties of the astronomical object
while considering the complexities of the observed data. In par-
ticular, SED analysis determines the astrophysical parameters
(𝑇eff , log 𝑔, [Fe/H], 𝐴v, 𝑑, 𝑀 , 𝑅, and 𝑡) of stars. This tech-
nique is used to understand various astrophysical topics, such
as star formation and evolution, Galactic and cosmic evolution
processes, and galaxy formation. Furthermore, SED analysis
of member stars in open clusters was used to determine the
age, chemical composition, and evolutionary state of the star
clusters.

For the SED method, we utilised the SpectrAl eneRgy dIs-
tribution bAyesian moDel averagiNg fittEr (ARIADNE; Vines
& Jenkins 2022) code for member stars with photometric data
points covering a wavelength range from UV to IR. ARIADNE
has been designed with a focus on speed, user-friendliness,
and versatility. It employs a Bayesian framework to estimate
physical characteristics and associated uncertainties efficiently.
The platform is flexible and can accommodate various stel-
lar evolution models, star formation scenarios, dust attenuation
profiles, and inclusion of nebular emissions. Furthermore, it
provides a 𝜒2 minimization feature through ARIADNE, fa-
cilitating straightforward comparisons with existing research.
ARIADNE is particularly well-suited for investigating stellar
clusters. More than 20 photometric data points within the wave-
length range 0.1 < 𝜆 < 5 𝜇m of the electromagnetic spectrum
are used to fit the SED of stars. ARIADNE determines the as-
trophysical parameters of single stars. For the synthetic models
included in ARIADNE, the three models with the widest ef-
fective temperature, surface gravity, and metallicity parameter
range (2300 < 𝑇eff (K) < 12000, 0 < log 𝑔(cgs) < 6, and -
2.5 < [Fe/H] (dex) < 1) PHOENIX v2 (Husser et al. 2013),
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BT-Cond (Allard et al. 2012), Castelli and Kurucz (Castelli &
Kurucz 2003) were used.

4. RESULTS

4.1. Structural Parameters

Radial Density Profile (RDP) analysis is utilized to determine
the spatial extent of NGC 188 and obtain its structural parame-
ters. The cluster area is divided into numerous concentric rings,
considering the central coordinates provided by Hunt & Reffert
(2023) through Gaia DR3 data within a 40×40 arcmin2 region.
To compute the stellar density (𝜌(𝑟)) of NGC 188, stars within
the 𝐺 ≤ 20.5 mag completeness limit are considered, and the
equation 𝑅𝑖 = 𝑁𝑖/𝐴𝑖 is applied for each ith ring, where 𝑁𝑖 and
𝐴𝑖 denote the number of stars falling into a ring and the area of
the particular ring, respectively. The calculated stellar densities
were then plotted against the distance from the center of NGC
188 and an empirical King profile King (1962) fitted which is
defined as 𝜌(𝑟) = 𝑓bg + 𝑓0 / (1 + (𝑟/+𝑟c)2). Here, 𝑟, 𝑟c, 𝑓bg
and 𝑓0 represent angular radius, core radius, background stellar
density and central stellar density, respectively.

The RDP fitting method employed the 𝜒2 minimisation tech-
nique, and the best-fit solution of the RDP is depicted with
a black solid line in Figure 3. Examining the figure reveals
that the stellar density of NGC 188 peaks around the center
of the cluster, gradually decreasing radially as it moves away
from the cluster center. The RDP flattens and merges with the
background star density at a specific point known as the lim-

Figure 3. The RDP of King (1962) for NGC 188. Stellar density errors were
determined from Poisson statistics 1/

√
𝑁 , where 𝑁 is the number of stars. The

fitted black curve and horizontal grey shaded area show the best-fitted RDP
and background stellar density, respectively. Also, red-shaded area indicates
the 1𝜎 uncertainty of the King fit.

iting radius. In this study, we estimated this radius through
visual inspection and adopted it as 15′ (Figure 3). Stars lo-
cated within this observational limiting radius were utilised
in further analyses. To confirm the reliability of the observed
limiting radii (𝑟obs

lim ) by the theoretical approach, we used the
equation given by Bukowiecki et al. (2011) that is expressed
by 𝑟 teo

lim = 𝑟c × (( 𝑓0 / 3𝜎bg) − 1)1/2. Considering this equation,
the theoretical limiting radius is calculated as 𝑟 teo

lim = 14′.8. It
is clear that theoretical and observed limiting radius values are
in good agreement. The central and background stellar densi-
ties, as well as the core radius of NGC 188 are obtained as
𝑓0 = 12.229 ± 0.768 stars arcmin−2, 𝑓bg = 2.832 ± 0.356 stars
arcmin−2 and 𝑟c = 2′.183 ± 0′.304, respectively.

4.2. Membership Probabilities and Astrometric Analysis

To accurately determine the astrophysical parameters of Open
Clusters (OCs), it is crucial to distinguish the physical members
of the cluster from the field stars, given the significant impact of
field stars on OCs located in the Galactic plane. The members of
an open cluster share the same origin, arising from the collapse
of a common molecular cloud. Consequently, the proper motion
vectors of cluster member stars exhibit a consistent direction
in space, and their proper motion values closely align with the
mean proper motions of the cluster. This congruence serves as
a valuable tool for effectively separating field stars from cluster
stars.

The Unsupervised Photometric Membership Assignment in
Stellar Clusters (upmask) method was employed for member-
ship analyses, utilising astrometric parameters, including equa-
torial coordinates (𝛼, 𝛿), proper motion components (𝜇𝛼 cos 𝛿,
𝜇𝛿), and trigonometric parallaxes (𝜛), along with their uncer-
tainties, from the Gaia DR3 catalogue of NGC 188. upmask
relies on a machine-learning clustering algorithm, specifically
𝑘-means clustering, to identify similar groups of stars based on
their proper motion components and trigonometric parallaxes.
This approach facilitates the statistical determination of the
members within the open cluster. The membership probability
histogram is shown in Figure 4. Stars with membership prob-
abilities 𝑃 ≥ 0.5 were considered potential cluster members.

Figure 4. Distribution of cluster membership probabilities for the stars toward
NGC 188.
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Figure 5. Vector Point Diagram (a) and proper-motion velocity vectors (b) of NGC 188. The colour scale in the right panel denotes membership probabilities over
than 0.5. In panel (a), the magnified boxes reveal regions with a high concentration of member stars in the VPDs, and the mean proper motion values are indicated
by the intersection of blue dashed lines. The center of equatorial coordinates of NGC 188 are marked by black cross-hairs in panel (b).

Through astrometric calculations and considering photometric
limitations, 868 stars were identified as the most probable phys-
ical members of NGC 188. These stars not only have member-
ship probabilities 𝑃 ≥ 0.5 but are also within the observational
limiting radius (𝑟obs

lim ) and satisfy the photometric completeness
limit (𝐺 ≤ 20.5 mag).

We computed the mean proper-motion components of the
cluster for stars with membership probabilities 𝑃 ≥ 0.5 and
illustrated their distribution throughout the cluster using the
vector point diagram (VPD) in Figure 5. The cluster occupies
a distinct region that is relatively separated from field stars.
The mean values of the proper-motion components specific to
the cluster are represented at the intersection of the blue dashed
lines. The calculated mean proper-motion components for NGC
188 are (𝜇𝛼 cos 𝛿, 𝜇𝛿) = (-2.314 ± 0.002, -1.022 ± 0.002) mas
yr−1, aligning well with recent studies in the literature (e.g.,
Cantat-Gaudin & Anders 2020; Dias et al. 2021; Hunt & Reffert
2023).

While trigonometric parallax measurements represent the
most precise method for determining stellar distances, the ex-
istence of errors at the zero point in astrometric measurements
introduces considerable uncertainty, particularly in distance de-
terminations for distant objects. Recent studies (e.g., Linde-
gren et al. 2021; Huang et al. 2021; Riess et al. 2021; Zinn
2021) have proposed zero-point corrections utilising a multi-
tude of objects with trigonometric measurements in the Gaia
EDR3/DR3 database (Gaia Collaboration et al. 2021, 2023).
Given that NGC 188 is situated at a distance of approximately
1.8 kpc (Dias et al. 2021; Hunt & Reffert 2023), we applied

a zero-point correction to the trigonometric parallaxes (𝜛) of
the most likely cluster members (𝑃 ≥ 0.5). This correction
involved considering the value 𝜛ZP = −0.025 mas, as pro-
posed by Lindegren et al. (2021), and employing the relation
𝜛0 = 𝜛 −𝜛ZP for each member star.

4.3. Astrophsical Parameters

4.3.1. Isochrone Fitting Method

To calculate the mean trigonometric parallax of NGC 188, we
focused on stars with a relative parallax error smaller than
0.05. A histogram of the trigonometric parallaxes for the most
likely members was plotted, and a Gaussian function was fitted
to determine the mean trigonometric parallax of the cluster,
as illustrated in Figure 6. The mean trigonometric parallax of
NGC 188 was determined as𝜛 = 0.550± 0.023 mas. The linear
distance of the cluster was computed using the equation 𝑑 (pc) =
1000/𝜛 (mas). Consequently, the transformed trigonometric
parallax yielded an estimated distance of 𝑑𝜛 = 1818 ± 76
pc. We found this result to be in good agreement with values
reported in the literature (Sarajedini et al. 1999; Cantat-Gaudin
et al. 2018).

In determining the fundamental astrophysical parameters
such as reddening, age, and distance of OCs, CMDs can be
used as an important tool. In this study, most likely stars were
projected on the 𝐺 × (𝐺BP − 𝐺RP) CMD with their member-
ship probabilities. The mean metallicity of NGC 188 was taken
directly from literature to avoid parameter degeneration. We
adopted the value of Casamiquela et al. (2021) for the mean
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Figure 6. Gaia DR3-based trigonometric parallax histogram constructed from
the most likely member stars of NGC 188. The Gaussian fit applied to the
distributions is represented by the red-dashed curve.

metallicity of the NGC 188 as -0.030± 0.015 dex by analysing
the high-resolution spectra of four member stars. In order to
select the best-fit isochrone and obtain the astrophysical pa-
rameters, adopted metallicity ([Fe/H]=-0.030 ± 0.015 dex) is
converted to the mass fraction 𝑧 by using the equation given
by Bovy1 that are available for PARSEC models (Bressan et al.
2012).

𝑧x = 10[Fe/H]+log
(

𝑧⊙
1−0.248−2.78×𝑧⊙

)
(1)

and

𝑧 =
(𝑧x − 0.2485 × 𝑧x)
(2.78 × 𝑧x + 1) . (2)

where 𝑧x and 𝑧⊙ are intermediate values where solar metallicity
𝑧⊙ was adopted as 0.0152 (Bressan et al. 2012). Using these
equations, we derived the mass fraction value that corresponds
to [Fe/H] = -0.030 ± 0.015 dex as 𝑧 = 0.0142.

By keeping metallicity constant and paying attention to the
distance derived from the trigonometric parallaxes, we fitted
theoretical PARSEC isochrones (Bressan et al. 2012) to the
CMD and derived age, distance modulus, and reddening simul-
taneously. The fitting procedure was performed considering the
distribution of most likely (𝑃 ≥ 0.5) main-sequence, turn-off
and giant members on cluster CMD. The best fitted isochrones
of different ages (𝑡 = 7.55, 7.65 and 7.75 Gyr) scaled to the
mass fraction 𝑧 = 0.0142 with the distribution of the most
likely members on the cluster’s 𝐺 × (𝐺BP − 𝐺RP) CMD is

1 https://github.com/jobovy/isodist/blob/master/isodist/Isochrone.py

Figure 7. CMD of the NGC 188. Different colour scales and colourbar show
the membership probabilities of stars with 𝑃 ≥ 0.5. Stars with probabilities
𝑃 < 0.5 are demonstrated with filled grey circles. The best solution of the fitted
isochrones and their errors are inferred as blue and purple lines, respectively.
The age of the blue-lined isochrone matches with 7.65 ± 1.00 Gyr for the
cluster. The BSs are marked within the blue dashed box.

shown in Figure 7. The best fitted isochrones imply that the
morphology of the cluster in CMD was selected as 𝑡 = 7.65 ±
1.00 Gyr. The estimated age is comparable with the values of
Bossini et al. (2019) and Cantat-Gaudin & Anders (2020).

The colour excess and isochrone distance values of NGC 188
corresponding to the isochrone age at 𝑧 = 0.0142 were obtained
as 𝐸 (𝐺BP − 𝐺RP) = 0.066 ± 0.012 mag and 𝑑iso = 1806 ± 21
pc, respectively. As can be seen from the (see Table 1), colour
excess and isochrone distances are consistent with most of the
studies presented by different researchers. The errors in dis-
tance modulus and isochrone distance were obtained from the
expression of Carraro et al. (2017), which takes into considera-
tion the photometric measurements and colour excess with their
uncertainties. To perform more precise comparisons with liter-
ature studies, 𝐸 (𝐺BP − 𝐺RP) was converted to the 𝑈𝐵𝑉-based
colour excess 𝐸 (𝐵−𝑉) value. For this, we applied the equation
of 𝐸 (𝐺BP −𝐺RP) = 1.41×𝐸 (𝐵−𝑉) given by Sun et al. (2021)
and obtained the colour excess as 𝐸 (𝐵 − 𝑉) = 0.047 ± 0.009
mag. This result is in good agreement with the values given by
Hunt & Reffert (2023), Cantat-Gaudin & Anders (2020), and
Gao & Fang (2022) within the errors (see Table 1). Isochrone
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distance of NGC 188 derived from the isochrone fitting method
agrees with most studies performed by different researchers
(see Table 1) as well as the trigonometric parallax distance,
𝑑𝜛 = 1818 ± 76 pc, obtained in this study.

4.3.2. SED Analysis

To conduct Spectral Energy Distribution (SED) analyses for the
most likely member stars of NGC 188, flux values measured
in various filters across a broad range of the electromagnetic
spectrum are essential. As outlined in the previous sections,
the number of stars with cluster membership 𝑃 ≥ 0.5 was es-
tablished as 868 (see Sec. 4.2). Since SED analyses focus on
determining the basic astrophysical parameters of individual
stars, it is necessary to exclude stars in double, multiple, and
variable categories among those with high cluster membership
from the statistics. To achieve this, the equatorial coordinates
and Gaia DR3 data of the 868 stars with high cluster mem-
bership were considered, and their stellar types and brightness
changes were queried through the SIMBAD database.

The query results revealed that 93 stars in the list were classi-
fied as double or multiple, 10 were identified as variable stars,
and 348 stars lacked sufficient brightness data for SED analy-
sis. Consequently, these stars were excluded from the statistics.
The Gaia archive (Gaia Collaboration et al. 2021, 2023) in-
cludes a Renormalised Unit Weight Error (RUWE) value for
each source. This parameter indicates the quality of the astro-
metric solution for a given source in Gaia. Ideally, the RUWE
value should be around 1.0 for sources where the single-star
model fits the astrometric observations well. A value signifi-
cantly greater than 1.0, such as >1.4, could indicate that the
source is non-single or otherwise problematic for the astromet-
ric solution (Fitton et al. 2022). One giant, one subgiant and
three dwarfs were excluded from the analysis after checking
the RUWE values of the cluster members. SED analyses were
successfully conducted for the remaining 412 single cluster
member stars using the (ARIADNE; Vines & Jenkins 2022),
and their basic astrophysical parameters were determined.

The outcomes of the SED analyses for three stars selected
from different luminosity classes, along with the cornerplots
illustrating the agreement of the main astrophysical parameters,
are presented in Figure 8. Among the three analyzed stars, the
evolved ones exhibited the best fit with the PHOENIX v2 model
(Husser et al. 2013), while the dwarf star demonstrated the
best fit with the Castelli and Kurucz model (Castelli & Kurucz
2003). This agreement is evident from the residual distributions
in the bottom panel of the SED distributions for each star.
Additionally, the cornerplots in the right panel of the SED
distributions for each star indicate the absence of degeneracy
between the parameters, with uncertainties at acceptable levels.

To assess the precision of the derived basic astrophysical
parameters, we refer to the study by (Jacobson et al. 2011),
who conducted spectral analyses of NGC 188. In their work,

Jacobson et al. (2011) analyzed the chemical abundances of
evolved stars in 10 OCs using spectra obtained with the WIYN
3.5m telescope. Examining 31 stars in NGC 188, (Jacobson
et al. 2011) identified 12 member stars that are common with the
comparison conducted in our study. Among these stars, there
are 11 red giants and a subgiant star. The star depicted in the
panel of Figure 8a was analyzed in both studies. A comparison
of the 12 stars, for which model atmosphere parameters (𝑇eff ,
log 𝑔, and [Fe/H]) were determined using spectral and SED
analysis, is presented in Figure 9.

In the analyses, the differences in effective temperature, sur-
face gravity, and metal abundance obtained from the two stud-
ies, along with the standard deviations of these differences,
were calculated as ⟨Δ𝑇eff⟩ = 44 K, ⟨Δ log 𝑔⟩ = 0.08 cgs, and
⟨Δ[Fe/H]⟩= 0.01 dex, respectively. The calculated mean dif-
ferences and standard deviation values being sufficiently small
provide crucial evidence that the model atmosphere parameters
determined in the two studies are compatible with each other.

With the basic astrophysical parameters of the 412 SED anal-
ysed stars in hand, the absolute magnitudes and reddening-free
colour indices of the stars were utilised to ascertain the lumi-
nosity classes. This was achieved by creating a more sensitive
CMD. The distance relation used to determine the absolute
magnitude (𝑀G) is given as follows:

𝑀G = 𝐺0 − 5 log 𝑑 + 5, (3)

where 𝐺0 is the de-extinction apparent magnitude of the star
and 𝑑 is the distance determined from the SED analysis. Since
SED analysis calculate the extinction value in the 𝑉 band, se-
lective absorption coefficients (𝐴𝜆/𝐴V) of 0.83627, 1.08337
and 0.63439 were used for the 𝐺, 𝐺BP and 𝐺RP bands, respec-
tively, as defined by the 𝐺𝑎𝑖𝑎 photometric system (Cardelli
et al. 1989). The following equations were taken into account
in the de-extinction of magnitude:

𝐺0 = 𝐺 − 0.83627 × 𝐴V,

(𝐺BP)0 = 𝐺BP − 1.08337 × 𝐴V, (4)
(𝐺RP)0 = 𝐺RP − 0.63439 × 𝐴V,

After calculating the absolute magnitudes and de-reddened
colour indices of the cluster member stars, 𝑀G × (𝐺BP −𝐺RP)0
diagram was generated Figure 10. As can be seen from the
Figure 10, the morphology of the cluster is very distinct. The
red giant arm of the cluster has an absolute magnitude of -1 <
𝑀G (mag) ≤ 3 and a colour index (𝐺BP − 𝐺RP)0 > 0.95 mag,
while the lower giant arm has an absolute magnitude of 3 <
𝑀G (mag) ≤ 3.75 and a colour index of 0.95 < (𝐺BP − 𝐺RP)0
(mag) ≤ 1.30. The remaining stars on the CMD are classified
as dwarf stars.

To analyse the differences between the basic astrophysical
parameters of the member stars in different luminosity class of
the NGC 188, the ranges of the luminosity classes above were
taken into account. The parameter ranges of the stars in each
luminosity classes and all member stars analysed by SED are
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Figure 8. SED diagrams (left panels) with the best astrophysical parameter solution histograms and distributions (right panels) for three member stars with different
luminosity classes. Panels (a), (b) and (c) show the SED analyses for red giant, sub-giant and dwarf member star, respectively.
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Figure 9. The comparison of the astrophysical parameters of the 12 stars spectral analysed by Jacobson et al. (2011) as members of NGC 188 with the results in
this study.

Figure 10. The diagram of 𝑀G × 𝐺(BP−RP) 0 for NGC 188. Different colours
and colour bar scales indicate the membership probabilities of stars with 𝑃 ≥
0.5. The age of the blue line isochrone matches the age determined by the SED
analysis for the cluster 412 members. The red-dashed area denotes red giant
stars, the purple dashed area signifies sub-giant stars, and the blue dashed area
represents dwarf stars.

listed in Table 3. As can be seen from the bottom row of Table
3, the numbers of red giant, sub-giant, and dwarf stars are 20,
18, and 374, respectively.

When the effective temperature and surface gravity obtained

by SED analysis are analysed according to the luminosity
classes, they are compatible with the stellar evolution models.
Evaluating the metal abundance variations across luminosity
classes, sub-giant stars exhibit the smallest variation range with
Δ[Fe/H] = 0.09 dex, while dwarf stars present the largest varia-
tion range withΔ[Fe/H] = 0.28 dex. Analysing dwarf stars based
on their unit absolute luminosity ranges reveals an increase in
the range of metal abundances from bright to faint magnitudes.
This phenomenon may be attributed to the decreased sensitivity
of faint stars in SED analyses.

Considering the𝑉-band extinction of the SED-analysed clus-
ter member stars, a considerable variation is observed, ranging
from 0 to 0.25 mag. This significant variation in extinction is
evident across all luminosity classes, indicating the presence
of differential reddening in the NGC 188 region. Similarly, the
distances of SED-analysed cluster member stars range from
1562 to 2751 pc, with smaller ranges for evolved stars and
larger ranges for dwarf stars. This discrepancy is attributed to
the relatively decreased probability of cluster membership for
fainter dwarf stars, leading to the inclusion of some field stars
in the calculations.

Examining the masses of cluster member stars calculated us-
ing MESA Isochrones and Stellar Tracks (MIST; Dotter 2016)
evolution models as a result of SED analyses, the range is found
to be between 0.60 and 1.36 𝑀⊙ . Evolved stars, as expected,
exhibit a range of approximately 0.35 𝑀⊙ , with the most mas-
sive stars falling within this group. Age determinations of the
cluster member stars reveal a range between 1.11 and 13.39
Gyr, with dwarf stars exhibiting a large age range consistent
with their position in the main-sequence band.

The most uncertain parameters used for age determination are
extinction/colour-excess and distances. The histograms of the
𝑉-band extinction, distance, and age parameters obtained from
the SED analyses of the member stars in NGC 188 are shown in
Figure 11a. As seen in Table 3, the extinction values of the stars

10



D. C. Dursun et al. NGC 188

Table 3. Parameters and ranges of values obtained from the best-fit SEDs for 412 member stars of the NGC 188.

Parameter Red giants Sub-giants Dwarfs All

𝑇eff (K) [4044, 4963] [4803, 5507] [4085, 6075] [4044, 6075]
log 𝑔 (cgs) [1.50, 3.72] [3.40, 3.82] [3.63, 5.61] [1.50, 5.61]
[Fe/H] (dex) [-0.11, 0.06] [-0.07, 0.02] [-0.09, 0.18] [-0.11, 0.18]
𝐴v(mag) [0.00, 0.25] [0.01, 0.18] [0.00, 0.25] [0.00, 0.25]
𝑑 (pc) [1766, 1947] [1776, 2036] [1562, 2751] [1562, 2751]
𝑀 (𝑀⊙) [0.97, 1.36] [0.97, 1.18] [0.60, 1.24] [0.60, 1.36]
𝑅 (𝑅⊙) [3.52, 31.06] [2.08, 3.28] [0.82, 2.56] [0.82, 31.06]
𝑡 (Gyr) [3.26, 10.54] [5.66, 9.18] [1.11, 13.39] [1.11, 13.39]

𝑁 20 18 374 412

Figure 11. Histograms representing the distribution of 𝐴v, distance (𝑑), and age (𝑡) values of the 412 members of NGC 188 obtained by SED analysis. Black lines
through the distributions indicate the standard Gaussian distribution.

were found to be in a wide range between 0 and 0.25 mag and it
was suggested that a differential reddening might be possible.
Indeed, when the 𝑉-band extinction histogram is analysed, a
bi-modal distribution is found (Figure 11a). A bimodal fit was
made to this distribution and the mode values were calculated
to be 𝐴V,1 = 0.026±0.025 mag and 𝐴V,2 = 0.223±0.017 mag.
This is evidence of differential extinction. When the distance
histogram of all stars in the sample is analysed, it shows a distri-
bution that can almost be described by a Gaussian distribution
(Figure 11b). When a Gaussian fit is applied to the distribution,
the most likely distance of the cluster is found to be 1855 ± 6
pc. Similarly, the age histogram of all stars is expressed by a
Gaussian distribution and the most likely age of the cluster is
calculated as 7.61 ± 0.23 Gyr (Figure 11c).

While the values of the extinction and distance parameters
obtained from the SED analyses are concentrated in a narrow
range, the range of the calculated ages is quite wide (Figure
11). Since the stars in this study are members of open clusters,
their extinction, distances and ages are expected to be within a
narrow range. However, the distribution of ages calculated in
the analyses is wider than expected. This may be due to the fact
that the stars used in the SED analyses are in a wide range of
apparent sizes. Considering the increase in uncertainties in the

results of the SED analyses of faint stars, the ages were recalcu-
lated by dividing the sample of stars studied into three different
subgroups in the 𝐺 ≤ 15.5, 𝐺 ≤ 16.25, and 𝐺 ≤ 17 mag in-
tervals. The results are given in Table 4 and the age histograms
at different apparent magnitude limits are shown in (Figure
12). Analysis of the histograms in Figure 12 shows that the
mode values of the ages are very close in all three histograms,
but the age distribution widens when faint stars are included
in the calculations. This shows that the parameters obtained
from SED analysis should be carefully evaluated, especially in
open cluster studies, as fainter luminosities are included in the
analyses.

Table 4 presents the median values of metal abundances, 𝑉-
band extinction values, distance, and age for stars in different
luminosity classes along with their errors. The last row of Table
4 summarises the median values calculated for 412 stars in NGC
188. The mean metal abundance is ⟨[Fe/H]⟩ = 0.00± 0.03 dex,
the mean 𝑉-band extinction value is ⟨𝐴V⟩ = 0.11 ± 0.09 mag,
the average distance is ⟨𝑑⟩ = 1854 ± 148 pc, and the mean
age is ⟨𝑡⟩ = 7.78 ± 0.23 Gyr. Fitting the appropriate PARSEC
isochrones to the CMD in Figure 10 by considering the values
[Fe/H], 𝐴V, 𝑑, and 𝑡 from the last row of Table 4 reveals precise
representation of the entire CMD morphology.
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Table 4. Mean values and errors of metallicity ([Fe/H]), 𝑉-band extinction (𝐴v), distance (𝑑) and age (𝑡) obtained from SED analysis of NGC 188 member stars
according to luminosity class.

Region 𝑁 [Fe/H] 𝐴v 𝑑 𝑡

(dex) (mag) (pc) (Gyr)

Red giants 20 -0.02±0.04 0.14±0.06 1841±45 6.94±0.45
Sub-giants 18 -0.03±0.02 0.14±0.05 1880±67 6.93±0.26

Dwarfs (𝐺 ≤15.5) 129 0.01±0.03 0.10±0.09 1870±95 7.84±0.13
(𝐺 ≤16.25) 262 0.00±0.03 0.11±0.09 1852±127 8.10±0.24
(𝐺 ≤17) 374 0.00±0.03 0.09±0.10 1855±154 7.81±0.30

All 412 0.00±0.03 0.11±0.09 1854±148 7.78±0.23

Figure 12. Age histograms of main-sequence stars in three different 𝐺 apparent-magnitude ranges: 𝐺 ≤ 15.5 (a), 𝐺 ≤ 16.25 (b), and 𝐺 ≤ 17 mag. Red lines
through the distributions indicate the standard Gaussian distribution.

Comparing the median distance and age parameters of cluster
member stars, it is observed that the results align closely with
the values calculated with the Gaussian curve. However, the
median𝑉-band extinction obtained from the SED analysis does
not exactly agree due to the presence of differential extinction
in NGC 188.

To scrutinise the differential extinction within the cluster
region more thoroughly, we contoured the 𝑉-band extinction
values calculated from SED analysis for the 412 stars with high
membership in the open cluster NGC 188, considering their
positions in equatorial coordinates (Figure 13). Notably, the 𝑉-
band extinctions in the upper right and lower right quadrants of
the cluster center exhibit significant differences from those in
the upper left and lower left quadrants. The analyses of 𝑉-band
extinction, progressing in a clockwise direction, yield ⟨𝐴V⟩ =
0.171 mag in region I, ⟨𝐴V⟩ = 0.042 mag in region II, ⟨𝐴V⟩
= 0.175 mag in region III, and ⟨𝐴V⟩ = 0.045 mag in region
IV. This observation underscores that stars with smaller right
ascension values in the open cluster NGC 188 tend to have
larger 𝐴V values.

4.4. Blue Straggler Stars

Blue Straggler Stars (BSSs) found within open clusters devi-
ate from the typical ageing trajectory, displaying characteristics
that make them appear younger and bluer than to their coun-
terparts in the surrounding region. Unlike the majority of stars
in open clusters that follow established evolutionary pathways,
BSSs challenge these norms within the cluster environment.
The primary mechanisms contributing to BSS formation in-
volve interactions within binary star systems and stellar colli-
sions occurring in the dense cluster environment (Zinn & Dahn
1976; Hills & Day 1976). Theoretical frameworks propose mass
gain through stellar collisions, inner binary mergers, or mass
transfer during red giant phases, and ongoing research con-
tinues to explore these mechanisms (Webbink 1976; Leonard
1989). In Figure 7, the blue box highlights 19 stars with cluster
membership 𝑃 ≥ 0.5 located on the blue side of the cluster’s
turn-off point, identifying them as high-probability BSSs in
NGC 188.

In Rain et al. (2021), 22 BSSs were identified using Gaia DR2
(Gaia Collaboration et al. 2018) photometric and astrometric
data. Since the membership analyses in this study are based
on Gaia DR3 data, and we considered stars within the limiting
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Figure 13. The contour plot of the 𝐴v values of 412 members of NGC 188 obtained by SED analysis. The center of the cluster is marked by the midpoint of the
dashed line.

radius (𝑟lim ≤ 15′), the two BSSs identified by Rain et al. (2021)
fall outside these limitations. The BSSs are depicted in Figure
7. Given that the formation mechanisms of BSSs are primarily
associated with mass transfer in close binary systems (McCrea
1964) and stellar collisions (Hills & Day 1976), we exclude
these stars in the SED analysis.

4.5. Kinematics and Dynamic Orbit Parameters

In order to determine the Galactic populations of OCs, it is im-
perative to conduct kinematic and dynamical analyses of their
orbits (Taşdemir & Yontan 2023; Yontan & Canbay 2023).
Detailed kinematic analyses of NGC 188 were carried out,
encompassing the determination of its space velocity compo-
nents, Galactic orbit parameters, and birth radii. These analyses
utilized the MWPotential2014 model from the Galactic dy-
namics library galpy2 package by Bovy (2015), implemented
in the Python programming language. The galactocentric dis-
tance and orbital velocity of the Sun were set to 𝑅gc = 8 kpc and
𝑉rot = 220 km s−1, respectively (Bovy 2015; Bovy & Tremaine
2012). The distance of the Sun from the Galactic plane was
considered as 𝑍0 = 25±5 pc (Jurić et al. 2008). Radial velocity
is a crucial parameter for constructing the orbit of a celestial
object around the Galactic center. The mean radial velocity of

2 See also https://galpy.readthedocs.io/en/v1.5.0/

NGC 188 was calculated, taking into account the most likely
cluster members with available radial velocity measurements
in Gaia DR3. 68 stars were identified for this calculation. The
mean radial velocity was determined using the equation pro-
vided by Carrera et al. (2022a), yielding 𝑉R =-41.6 ± 0.12 km
s−1. This result aligns well with findings from literature studies
(see also Table 1). To perform orbit integration of NGC 188,
the following parameters were used as input:

The central equatorial coordinates (⟨𝛼, 𝛿⟩) =

(00h47m20s.96, 𝛿 = +85◦15′05′′
.27) (Hunt & Reffert

2023), the mean proper-motion components (𝜇𝛼 cos 𝛿 =-
2.314±0.002, 𝜇𝛿 =-1.022 ± 0.002 mas yr−1) determined in
Section 4.2, the isochrone distance (𝑑iso = 1806 ± 21 pc) from
Section 4.3, and the radial velocity (𝑉R =-41.6 ± 0.12 km
s−1) calculated in the study (see also Table 5). To infer the
current likely position of NGC 188, the orbit of the cluster
was integrated forward with an integration step from 5 Myr
to 7.65 Gyr. Results of orbit integration process: apogalactic
(𝑅a = 9694 ± 30 pc) and perigalactic (𝑅p = 8729 ± 31
pc) distances, eccentricity (𝑒 = 0.05), maximum vertical
distance from the Galactic plane (𝑍max= 851 pc), space
velocity components (𝑈, 𝑉 , 𝑊 = 35.90± 0.13,−18.82± 0.25,-
23.58 ± 0.03 km s−1), and orbital period (𝑃orb = 259 Myr).
Taking into account the space velocity component values
(𝑈,𝑉,𝑊)⊙ = (8.83 ± 0.24, 14.19 ± 0.34, 6.57 ± 0.21) km s−1
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Figure 14. The Galactic orbits and birth radii of NGC 188 are illustrated on three different planes: 𝑍 × 𝑅gc (a), 𝑋 × 𝑌 × 𝑍 (b), and 𝑅gc × 𝑡 (c). Present-day
positions are denoted by filled yellow circles, while birth positions are indicated by filled triangles. The red arrow represents the motion vector of the cluster.
Additionally, purple and pink dotted lines represent the orbit under consideration of errors in input parameters, with purple and pink-filled triangles indicating the
lower and upper error estimates of the open cluster’s birth locations, respectively.

of Coşkunoǧlu et al. (2011), we applied a Local Standard of
Rest (LSR) correction to the (𝑈,𝑉,𝑊) components of NGC
188. Hence, we derived the LSR corrected space velocity
components as (𝑈,𝑉,𝑊)LSR = (44.73 ± 0.27,-4.63 ± 0.42,-
17.01±0.21) km s−1. Using these LSR results, we estimated
the total space velocity as 𝑆LSR = 48.08 ± 0.54 km s−1 (see
also Table 5). The cluster reaches a maximum distance above
the Galactic plane at 𝑍max = 851 ± 10 pc, indicating that NGC
188 belongs to the old thin-disc component of the Milky Way
(Ak et al. 2015).

The 3D motion of the cluster around the Galactic center
is depicted in Figure 14b. As observed in the figure, NGC
188 follows an almost circular orbit around the Galactic plane,
experiencing separation from the Galactic plane by ± 0.8 kpc
during its motion. Figure 14c illustrates the distance of the
cluster on the 𝑅gc × 𝑡 plane as a function of time, providing
insights into how uncertainties in the input parameters impact
the orbit of the cluster. Dynamical analysis reveals that NGC
188 was formed outside the solar circle, with a birth radius of
𝑅Birth = 8.71 ± 0.01 kpc.

5. CONCLUSION

In this study, detailed analyses of the NGC 188 open cluster
were performed by using Gaia DR3 astrometric, photometric
and spectroscopic data. We identified 868 most likely mem-
bers for the cluster. Astrophysical parameters were derived via
isocron fitting procedure to the CMD. In addition, we investi-
gated the orbit of NGC 188 by utilising kinematic and dynamic
analyses. In addition, except for similar cluster studies in the
literature, the basic astrophysical parameters of 412 most likely
members (𝑃 ≥ 0.5) stars brighter than 𝐺 = 17 mag were deter-
mined by SED analyses. The basic astrophysical parameters for
NGC 188 were also obtained from the mean values of the SED
analysis results and were compared with those obtained using
the isochron fitting method. We concluded that the parameters
determined from the two methods are in a good agreement.
However, we observed a wide range of metallicity and 𝑉-band
extinction values among the member stars, particularly in NGC
188, where we identified differential extinction for the first time
in this study.

All parameters determined in the study are listed in Table 5.
The main results of the study are summarised as follows:
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Table 5. Fundamental parameters of NGC 188.

Parameter Classic Method SED Method

Astrometric Parameters

(𝛼, 𝛿)J2000 (Sexagesimal) 00:47:20.96, +85:15:05.27
(𝑙, 𝑏)J2000 (Decimal) 122.8368, 22.3730
𝑓bg (stars arcmin−2) 2.832 ± 0.356
𝑓0 (stars arcmin−2) 12.229 ± 0.768
𝑟c (arcmin) 2.183 ± 0.304
𝑟lim (arcmin) 15
𝑟 (pc) 7.88
Cluster members (𝑃 ≥ 0.5) 868 412
𝜇𝛼 cos 𝛿 (mas yr−1) -2.314 ± 0.002
𝜇𝛿 (mas yr−1) -1.022 ± 0.002
𝜛 (mas) 0.550 ± 0.023
𝑑𝜛 (pc) 1818 ± 76

Astrophysical Parameters

𝐸 (𝐵 −𝑉) (mag) 0.047 ± 0.009 0.034 ± 0.030
𝐸 (𝐺BP − 𝐺RP) (mag) 0.066 ± 0.012 —
𝐴V (mag) 0.146 ± 0.068 0.107 ± 0.091
𝐴G (mag) 0.123 ± 0.022 —
[Fe/H] (dex) -0.030 ± 0.015∗ 0.00 ± 0.03
Age (Gyr) 7.65 ± 1.00 7.78 ± 0.23
𝑉 − 𝑀V (mag) — 11.306 ± 0.007
𝐺 − 𝑀G (mag) 11.407 ± 0.025 —-
𝑑iso (pc) 1806 ± 21 1854 ± 148
(𝑋,𝑌, 𝑍)⊙ (pc) (-906, 1403, 687) (-915, 1418, 695)
𝑅gc (pc) 9015 9027

Kinematic & Dynamic Orbit Parameters

𝑉R (km s−1) -41.60 ± 0.12
𝑈LSR (km s−1) +44.73 ± 0.27
𝑉LSR (kms−1) -4.63 ± 0.42
𝑊LSR (kms−1) -17.01 ± 0.21
𝑆LSR (kms−1) 48.08 ± 0.54
𝑅a (pc) 9694 ± 30
𝑅p (pc) 8729 ± 31
𝑧max (pc) 851 ± 10
𝑒 0.052 ± 0.001
𝑃orb (Myr) 259 ± 10
𝑅Birth (kpc) 8.71 ± 0.01

∗Casamiquela et al. (2021)

1. From the RDP analyses, we determined the limiting radius
by visual inspection as 𝑟obs

lim = 15′ .

2. Taking into account the results of the photometric com-
pleteness limit, membership probability analyses, and limiting

radius, we identified 868 most likely members with probabil-
ities of 𝑃 ≥ 0.5 for NGC 188. These stars were used in the
cluster analyses.
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3. The mean proper motion components were obtained as
(𝜇𝛼 cos 𝛿, 𝜇𝛿) = (-2.314±0.002,-1.022 ±0.002) mas yr−1.

4. 19 most likely BSS members were identified within the
limiting radius of the NGC 188.

5. The metallicity value for the cluster was taken as
[Fe/H] = -0.030 ± 0.015 dex, as presented by Casamiquela
et al. (2021). We transformed this value into the mass fraction
𝑧 = 0.0142 and kept it as a constant parameter for age and
distance estimation.

6. The isochrone fitting distance of NGC 188 was deter-
mined as 𝑑iso = 1806 ± 21 pc. This value is supported by
the distance 𝑑𝜛= 1818 ± 76 pc, which is derived from mean
trigonometric parallax. The SED analysis distance of the mem-
ber of c stars in NGC 188 was obtained as 𝑑 = 1854 ± 148
pc.

7. The isochrone fitting method gives the age of the NGC
188 cluster as 𝑡 = 7.65 ± 1.00 Gyr while the SED analysis
provides the mean age of the cluster determined 𝑡 = 7.78±0.23
Gyr

8. Orbit integration was performed via MWPotential2014
model. We concluded that NGC 188 orbits in a boxy pattern
outside the solar circle, as well as the cluster is a member of
the thin-disc component of the Milky Way. Moreover, the birth
radius (8.71 ± 0.01 kpc) indicates that the forming region of
the cluster is outside the solar circle.

9. NGC 188𝑉-band extinction analysis of 412 stars revealed
distinct extinction patterns across the cluster’s equatorial co-
ordinates. Notably, the upper right and lower right quadrants
displayed considerable deviation from the upper left and lower
left ones. The examination resulted in varied𝑉-band extinction
averages, with a clear trend: stars with lower right ascension
exhibited higher 𝐴V values, indicating a notable correlation
within the cluster.

10. SED analysis of the member stars revealed that de-
termined effective temperatures and surface gravities align
well with stellar evolution models across different luminosity
classes.

11. The SED analysis revealed an age range of 1.11 to 13.39
Gyr. When dividing the main-sequence stars into three lumi-
nosity groups, it becomes apparent that the bright stars exhibit
a narrow age range, whereas the range widens as we move to-
wards the faint stars. This implies that the age values of faint
open cluster stars require careful evaluation during SED anal-
yses.

In this study, SED analyses of NGC 188 which is an old
open cluster, demonstrate that with the increase in the number
of photometric data, the fundamental astrophysical parameters
of open clusters can be determined with greater precision.
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ABSTRACT
Eclipsing binary systems have a unique feature that enables scientists to obtain precise fundamental star parameters, which opens
up a greater area of astrophysics studies. In this study, we derived the fundamental parameters, evolutionary status, and birthplace
of V454 Aur in the Galaxy by combining radial velocity, photometric, and spectral energy distribution data. We have updated the
ephemerides and period of V454 Aur as 2458850.80136+0.00001

−0.00001 and 27.0198177+0.0000003
−0.0000003, respectively. We obtain 1.173+0.016

−0.016
𝑀⊙ and 1.203+0.022

−0.026 𝑅⊙ for the primary component and 1.045+0.015
−0.014 𝑀⊙ and 0.993+0.034

−0.027 𝑅⊙ for the secondary component. The
effective temperatures for the components were accurately determined via SED data as 6250+150

−150 K and 5966+109
−89 K for the primary

component and secondary component, respectively. The metallicity of the components is derived from evolutionary tracks, which
implies a slightly higher metallicity than Solar metallicity. According to the analysis, the components of V454 Aur are in the main
sequence. Our distance calculation for the system is 65.07+2

−3 pc and is in excellent agreement with Gaia astrometric data, which
is 65.07+0.09

−0.09 pc. The current age of the system is 1.19+0.08
−0.09 Gyr, and it will start mass transfer between components in 5 Gyr from

now on. Dynamical orbital analysis shows that V454 Aur follows a boxy pattern around the Galactic centre and is a member of the
thin-disc component of the Galaxy. Considering the age and metallicity of this system, it was found to have formed just outside
the Solar circle.
Keywords: Stars: binaries ; stars: fundamental parameters ; stars: evolution ; stars: kinematics

1. INTRODUCTION

In principle, to understand our Galaxy, and therefore the uni-
verse, and its evolution, we need to understand its cornerstone,
which is stars. The evolution of a star is mostly based on its
mass, and then its chemical composition. There are several
ways to acquire the mass of a star, but among them, eclips-
ing binaries are the most accurate ones (Serenelli et al. 2021).
Eclipsing binaries, in general, are the centre of astrophysics
studies because they provide valuable information (mass, ra-
dius, temperature, etc.) of the component stars within 1-3%
uncertainty rates, or mostly even better according to the quality
of the data used in analysis (Torres et al. 2010; Prša 2020). The
number of eclipsing binaries with known fundamental param-
eters is increasing every day, but this is not a reason to stop
investigating new eclipsing binary systems and obtaining their
parameters, since every known system is a source for several
studies from stellar populations (e.g. Chabrier 2003; Moe & Di
Stefano 2017) to empirical MLR studies (e.g. Benedict et al.
2016; Eker et al. 2015, 2018, 2024). Therefore, there is still a
need to study eclipsing binaries and derive their fundamental
parameters precisely.

V454 Aur (HD 44192, SAO 59016, Hip 30270, 𝑙 =

178o.803546, 𝑏 = 09o.510553) is a Northern Hemisphere
detached eclipsing binary system. The variable star feature
of V454 Aur was discovered by Hipparcos (Perryman et al.
1997). The first ground-based observation of V454 Aur was
done by Griffin (2001) via obtaining photoelectric radial veloc-
ities (RVs). As a result, the spectroscopic orbit of V454 Aur was
calculated. Later, Nordström et al. (2004) calculated the tem-
perature, metallicity, and age of the star as 6025 K, -0.14 dex,
and 5 Gyr, respectively, by using ubvy photometric data. These
values were improved by Holmberg et al. (2009) and later on
by Casagrande et al. (2011) for temperature, log 𝑔, metallicity,
and age as 6064 K, -0.08 dex, 4.43 dex, and 4 Gyr, respec-
tively. Prša et al. (2022) have used TESS (Ricker et al. 2015)
observations to calculate ephemerides and the period of V454
Aur and obtained the values of 2458850.778358±0.002306 and
17.8883306±0.0064858 days, respectively. However, they per-
formed the analysis based on only one sector, the 20th. There
has been no prior study of this system.

In this study, we combined radial velocity and photometric
data with multiple sectors, which is provided by TESS, and
obtained the fundamental parameters of V454 Aur for the first
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time in the literature. We studied its evolution scenarios and
found the system’s initial orbital parameters and kinematics,
which tell us where this system was born.

This paper is structured as follows. In Section 2, we present
the properties of the observational data used. In Section 3, the
calculated fundamental parameters of the system are presented.
In Section 4, we present a detailed evolutionary analysis. In
Section 5, we present the kinematics of the system. Finally, in
Section 6, we have discussed our comprehensive results.

2. DATA

2.1. Radial Velocities

Radial velocity data (RVs) used in this study, were taken from
Griffin (2001). Details can be found in that paper, but we briefly
give a summary here. Griffin (2001) observed V454 Aur in
the years of 2000-2001, with a total of 65 observations for
both components at Observatoire de Haute-Provence1 with 1-
m Swiss telescope, equipped with Coravel (Baranne et al. 1979)
instrument. The RVs used in this study are given in Table 1.

2.2. Photometric Data

Photometric data, which are used in this study, have been ob-
tained via TESS. Although the main purpose of TESS is that of
finding exoplanets by looking at brightness changes of a star,
it has also been a source of producing light curves of eclips-
ing binaries, which are also needed to analyse eclipsing binary
systems (Prša et al. 2022).

TESS has observed V454 Aur in a total of five sectors, which
are 20, 43, 44, 45, and 60 with exposure times 1800s, 600s,
600s, 600s, and 200s, respectively. TESS has also observed
V454 Aur in sectors 71, 72, and 73, but those photometric data
are not available.

We have used Lightkurve v2.4 (Lightkurve Collaboration
et al. 2018) to acquire photometric data. Photometric data with
200s exposure time were used in the analysis wherever avail-
able, but missing parts were completed by other sectors. The
photometric data used in this study are shown in Figure 1 by
each sector.

3. FUNDAMENTAL PARAMETERS

3.1. Analysis of Ephemerides

In the literature, there is only one time of minimum measure-
ment, which was obtained with Hipparcos (Perryman et al.
1997), for the system, which makes its long-term orbital pe-
riod change study impossible. Nevertheless, TESS satellite ob-
tained five consecutive measurements (sectors; see Figure 1),

1 http://www.obs-hp.fr
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Figure 1. TESS observation of V454 Aur in five different sectors.
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Table 1. The radial velocities that were used in this study.

HJD-2400000 RV1 RV2 HJD-2400000 RV1 RV2 HJD-2400000 RV1 RV2
(km s−1) (km s−1) (km s−1) (km s−1) (km s−1) (km s−1)

51595.994 -29.3 -52.5 51852.055 -54.1 -24.5 51906.102 -54.1 -24.6
51602.935 -76.8 0.0 51852.097 -53.6 -27.0 51906.115 -54.6 -25.0
51604.912 -93.2 20.0 51852.149 -52.6 -26.3 51906.128 -54.3 -24.9
51606.817 -95.2 22.9 51852.199 -51.5 -29.5 51906.141 -54.8 -24.0
51607.009 -92.9 – 51852.253 -50.8 -31.2 51908.029 -21.2 -64.3
51607.936 -76.0 0.6 51861.198 -11.1 -73.4 51908.894 -13.2 -72.4
51609.912 -33.1 -48.2 51863.154 -16.7 -66.5 51916.051 -13.0 -71.2
51624.908 -38.9 -42.0 51865.156 -25.4 -58.7 51917.973 -19.3 -64.2
51627.947 -60.2 -18.1 51870.143 – -27.3 51918.947 -24.4 -59.6
51628.889 -67.8 -9.8 51870.225 – -25.5 51920.099 -29.4 -54.0
51639.886 -7.0 -77.0 51870.268 -54.0 -25.7 51922.976 -44.6 -36.0
51640.896 -5.2 -79.8 51878.126 -77.0 0.6 51924.956 -58.6 -19.9
51641.857 -5.4 -79.4 51880.176 -31.7 -47.5 51925.961 -67.1 -10.8
51657.870 -85.8 10.3 51881.096 -19.1 -62.7 51926.926 -74.4 -4.0
51660.892 -95.1 21.0 51887.089 -7.6 -76.2 51934.972 -21.8 -62.7
51812.171 -29.4 -51.4 51892.066 -23.7 -58.7 51936.957 -7.8 -77.3
51823.191 -93.3 18.8 51900.062 -76.2 -0.8 51946.977 -27.9 -53.8
51826.158 -32.3 -50.8 51906.057 -55.6 -23.8 51954.959 -84.2 8.5
51834.181 -10.9 -72.6 51906.068 -55.4 -24.0 51956.851 -97.7 24.7
51851.043 -78.2 1.7 51906.080 -55.0 -23.8 51981.946 -83.7 8.5
51851.972 -57.0 -22.0 51906.091 -55.3 -24.6

and using TESS measurements allows us to determine the up-
to-date ephemeris of the system. We measured the times of
minima available in the TESS photometric data using the Kwee-
Van Woerden method (Kwee & van Woerden 1956), which
are presented in Table 2. Because the system has an eccen-
tric orbit, primary and secondary ephemerides are calculated
separately. The linear least-squares method to the 𝑂 − 𝐶 data
(𝑂 −𝐶 = 𝑇 − (𝑇0 + 𝑃× 𝐸)) yielded the following ephemerides:

𝑇 (HJD) = 2458850.80136(1) + 27.0198177(3) × 𝐸 (1)

for the primary minimum,

𝑇 (HJD) = 2458868.69867(61) + 27.0198105(233) × 𝐸 (2)

for the secondary minimum. The 𝑂 − 𝐶 diagram is shown in
Figure 2.

Table 2. The times of minima of V454 Aur extracted from TESS data.

Times of minima Component
(HJD)

2458850.80135 pri
2458868.69850 sec
2459490.15397 sec
2459517.17517 sec
2459526.29680 pri
2459544.19366 sec
2459949.49083 sec
2459958.61390 pri
2460255.83187 pri
2460282.85168 pri

Figure 2. 𝑂 − 𝐶 diagram for primary and secondary minima.

3.2. Spectroscopic Orbit and Light Curve Modelling

Although the spectroscopic orbit of V454 Aur has been calcu-
lated by Griffin (2001), the system has been reanalysed with si-
multaneous solutions using both RV data and photometric data
to obtain fundamental parameters such as mass, radius, tem-
perature ratio, and the light contributions of both components
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using PHysics Of Eclipsing BinariEs v1.02 (PHOEBE, Prša &
Zwitter 2005) which is based on Wilson-Devinney code (WD,
Wilson & Devinney 1971; Wilson 1979, 1990; van Hamme
1993; van Hamme & Wilson 2003).

Since there is no indication in the photometric data of any
mass transfer in the system, the analysis was performed in de-
tached mode. During the analysis, conjunction time 𝑇0, orbital
period 𝑃, and the temperature of the primary component were
fixed (see the next section for how the primary component’s
temperature has been determined) and the following parame-
ters were adjusted: mass ratio (𝑞), eccentricity (𝑒), the argument
of periapsis (𝑤), semi-major axis (𝑎), systemic velocity (𝑉𝛾), or-
bital inclination (𝑖), temperature of secondary component (𝑇2),
dimensionless surface potentials of both components (Ω1,2),
and monochromatic luminosity (𝐿1). For the limb-darkening
(LD) calculations, we adopted logarithmic LD laws. LD val-
ues were calculated from Fortran code written by Walter van
Hamme3.

After the initial analysis, we used a custom Markov chain
Monte Carlo (MCMC) sampler4 based on emcee (Foreman-
Mackey et al. 2013) to improve the parameters of the compo-
nents of V454 Aur and to determine the heuristic errors. The
sampler ran with 128 walkers and 1000 iterations as conven-
tional. The LC and spectroscopic orbit models are presented in
Figure 3 and the fundamental parameters and heuristic errors
for V454 Aur are presented in Table 3.

3.3. Component Temperatures

The Gaia DR3 trigonometric parallax of V454 Aur is 𝜛 =

15.3669 ± 0.0217 mas, corresponding to a distance of 65.07 ±
0.09 pc. At this distance, it is expected to be a negligible inter-
stellar extinction. Therefore, the observed 𝐵−𝑉 colour indicates
an extinction-free colour and helps in preliminary temperature
estimation. The observed 𝐵 − 𝑉 of V454 Aur is given to be
0.57 mag corresponding to a temperature of 5879 K using the
colour-𝑇eff calibration table in Bakış & Eker (2022). It should
be noted that this colour is the combined colour of two compo-
nents, making the primary component seem cooler. To obtain
a more reliable temperature estimation of the components, we
obtained the SED data of V454 Aur and modelled it with the
Planck curve as described in Bakış & Eker (2022). While mod-
elling the SED data, the temperature ratio obtained from the LC
analysis, the absolute radii of the components, and the distance
to V454 Aur are fixed. In Figure 4, we show the SED data of
V454 Aur and the best-fitting Planck curve. The temperatures
of the components are determined to be 6250 K and 5966 K
for the primary and secondary components, respectively. The
corner plot of the posterior distribution of the fundamental pa-
rameters of V454 Aur is presented in Figure 5.

2 http://phoebe-project.org/1.0/download
3 https://faculty.fiu.edu/~vanhamme/ldfiles/ldinterpol.for
4 https://sourceforge.net/p/phoebe/mailman/message/33650955/
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4. EVOLUTIONARY ANALYSIS

One of the scopes of this study is to determine the evolution
scenario for V454 Aur using the fundamental parameters we
obtained. In this regard, we have used the version of r23.05.1
of Modules for Experiments in Stellar Astrophysics (MESA
Paxton et al. 2011, 2013, 2015, 2018, 2019; Jermyn et al. 2023)
and MESA SDK v23.7.3 (Townsend 2024) to calculate the evo-
lution of V454 Aur. MESA uses a bunch of microphysics data
created by several researchers. The MESA EOS is a blend of the
OPAL (Rogers & Nayfonov 2002), SCVH (Saumon et al. 1995),
FreeEOS (Irwin 2004), HELM (Timmes & Swesty 2000), PC
(Potekhin & Chabrier 2010), and Skye (Jermyn et al. 2021)
EOSes. Radiative opacities are primarily from OPAL (Iglesias
& Rogers 1993, 1996), with low-temperature data from Fergu-
son et al. (2005) and the high-temperature, Compton-scattering
dominated regime by Poutanen (2017). Electron conduction
opacities are from Cassisi et al. (2007) and Blouin et al. (2020).
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Table 3. Binary stellar parameters and heuristic errors of V454 Aur.

Parameter Symbol Primary Secondary

Spectral type Sp F1 V-IV F1 V-IV

Ephemerides time (d) T0 2458850.80136+0.00001
−0.00001

Orbital period (d) P 27.0198177+0.0000003
−0.0000003

Mass (𝑀⊙) M 1.173+0.016
−0.016 1.045+0.015

−0.014

Radius (𝑅⊙) R 1.203+0.022
−0.026 0.993+0.034

−0.027

Surface gravity (cgs) log 𝑔 4.345+0.025
−0.022 4.465+0.031

−0.035

Separation (𝑅⊙) a 49.418+0.173
−0.167

Orbital inclination (◦) i 89.263+0.025
−0.027

Mass ratio q 0.890+0.006
−0.005

Eccentricity e 0.37717+0.00016
−0.00013

Argument of perigee (rad) w 3.99763+0.00035
−0.00035

Light Ratio (TESS) 𝑙/𝑙total 0.631+0.013
−0.018 0.369+0.018

−0.013

Temperature (K) 𝑇eff 6250+0.150
−0.150 5966+0.109

−0.089

Luminosity (𝐿⊙) log L 0.297+0.057
−0.061 0.050+0.055

−0.056

Metallicity z 0.017+0.002
−0.002

Combined visual magnitude1 TESS 7.131+0.006
−0.006

Individual visual magnitude TESS1,2 7.631+0.022
−0.022 8.213+0.038

−0.038

Combined visual magnitude V 7.65+0.01
−0.01

Individual visual magnitude V1,2 8.129+0.025
−0.025 8.768+0.040

−0.040

Combined colour index (mag) 𝐵 −𝑉 0.57+0.03
−0.03

Colour excess (mag) 𝐸 (𝐵 −𝑉) 0

Bolometric magnitude 𝑀bol 4.010+0.163
−0.167 4.625+0.220

−0.223

Absolute visual magnitude 𝑀V 4.025+0.153
−0.157 4.676+0.211

−0.215

Bolometric correction (mag)2 BCTESS 0.440+0.006
−0.005 0.490+0.009

−0.007

Bolometric correction (mag)3 BCV 0.093+0.009
−0.008 0.083+0.011

−0.006

Systemic velocity (km s−1) 𝑣𝛾 −40.480+0.099
−0.104

Computed synchronisation velocity (km s−1) 𝑣synch 2.1+0.1
−0.1 1.9+0.1

−0.1

Age (Gyr) t 1.19+0.08
−0.09

Distance (pc) d 65+2
−3

Gaia distance (pc) d 65.07 ± 0.09

1Paegert et al. (2022),2Eker & Bakış (2023),3Bakış & Eker (2022)
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Figure 5. A corner plot of the posteriors for the fundamental parameters of V454 Aur.
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Nuclear reaction rates are from JINA REACLIB (Cyburt et al.
2010), NACRE (Angulo et al. 1999) and additional tabulated
weak reaction rates Fuller et al. (1985); Oda et al. (1994); Lan-
ganke & Martínez-Pinedo (2000). Screening is included via
the prescription of Chugunov et al. (2007). Thermal neutrino
loss rates are from Itoh et al. (1996), Roche lobe radii in bi-
nary systems are computed using the fit of Eggleton (1983).
Mass transfer rates in Roche lobe overflowing binary systems
are determined following the prescription of Ritter (1988), and
so on.

The evolutionary scenario of V454 Aur was studied in two
sections: single-star evolution and binary-star evolution.

4.1. Single-star evolution

To establish a well-calculated evolution scenario for a star or
a system, the metallicity of the star/system must be known
and calculations should be performed according to it. Because
there is no spectroscopic data for V454 Aur, we have chosen
evolution tracks to determine the metallicity of the systems.
Eclipsing binary systems were born in the same stellar nurs-
eries/associations, hence, the metallicity of the components of
a binary system must be the same/identical. Considering that
the system is detached and there is no mass transfer between
components, the components can be treated as individual stars.
By using MESA, by including the calculated mass of the compo-
nents of V454 Aur, we built a grid of evolutionary tracks with
different metallicities and, ZAMS lines, which are dashed lines.
Our results are given in Figure 6 as 𝑇eff − log 𝐿, 𝑇eff − 𝑅, and
𝑇eff − log 𝑔 planes. Hence, the metallicity (𝑧) of the system was
determined as 𝑧 = 0.017 ± 0.002. Both components of V454
Aur are in the main sequence and still burning hydrogen in their
cores.

4.2. Binary-star evolution

The components of V454 Aur are on the main-sequence and the
system is detached. Hence, the calculation of the evolution of
the system with single-star evolution is agreeable. Nonetheless,
to understand the evolution of the system from its formation
to its end, it is necessary to evolve the system in binary form.
MESA enables this option with its binary module. As a starting
point, the initial orbital conditions must be calculated. In this
regard, we have used a similar approach that has already been
used in literature (Rosales et al. 2019; Soydugan et al. 2020;
Yücel & Bakış 2022). We built a grid with starting different
initial orbital periods and different initial orbital eccentricities
and ran the evolution with each model until the orbital eccen-
tricity dropped to the current eccentricity value of V454 Aur.
Then, a 𝜒2 calculation was performed using the determined
orbital period of the system, calculated radii, and temperature
of the components with every model in the grid. In our cal-
culations, we have activated the option of magnetic breaking
(Rappaport et al. 1983), since the components of V454 Aur

0.00

0.10

0.20

0.30

0.40

(a)

lo
g

 L
 (

L
☉

)

ZAMS
Z=0.015
Z=0.016
Z=0.017
Z=0.018
Z=0.019
Primary

Secondary

1.00

1.10

1.20

(b)

R
/R
☉

4.30

4.40

4.50

5800600062006400

(c)

lo
g

 g

Teff (K)

Figure 6. Single star evolutionary tracks with different metallicities for V454
Aur on (a) 𝑇eff–log 𝐿 plane, (b) 𝑇eff–𝑅 plane, and (c) 𝑇eff–log 𝑔 plane, respec-
tively.

have convective atmospheres. For the tidal synchronisation, we
used the “Orb_period” option, which synchronises the orbit
relevant to the timescale of the orbital period. We also applied
tidal circularisation, given by Hurley et al. (2002).

In the grid, the evolution models that the initial parame-
ters change for the period and eccentricity between 27.020 and
27.040 d with an interval of 0.001 d and between 0.377190
and 0.377300 with an interval of 0.000005, respectively. We
performed the evolution for each model and continued the evo-
lution until eccentricity dropped to 0.377170, which is the up-
to-date eccentricity value of V454 Aur. The best model gives,
the lowest 𝜒2, 0.00016, with initial orbital parameters for period
and eccentricity of 27.021 and 0.377210, respectively (given in
Figure 7).

Later, we started binary evolution with the determined initial
orbital parameters and evolved the system until the primary star
started mass transfer. According to our calculations, the age of
the V454 Aur is 1.19±0.09 Gyr. Taking the system as 6.23 Gyr,
the mass transfer will start from the primary star, which will be
on the red giant branch, to the secondary star, which will still
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be on the main sequence. Changes in the orbital parameters
and radii of the components during evolution are presented in
Figure 8. Detailed evolution of both components of V454 Aur
with timetables are given in Table 4 and shown in Figure 9.

5. KINEMATICS AND GALACTIC ORBIT
PARAMETERS

At the beginning of the Gaia era, the sensitivity of astromet-
ric measurements of stars in the Solar neighbourhood has in-
creased. This enabled a more precise determination of the kine-
matic and dynamic orbital parameters of nearby stars. In this
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Figure 9. Evolution of V454 Aur on 𝑇eff –log 𝐿/𝐿⊙ diagram.

study, we have focussed on the analysis of V454 Aur, deter-
mining its space velocity components and Galactic orbital pa-
rameters. The proper motion components and trigonometric
parallaxes of the system were obtained from the Gaia DR3
database (Gaia Collaboration et al. 2023), and the centre-of-
mass velocities of the V454 Aur system, as determined in this
study, are presented in Table 5.

The galpy code developed by Bovy (2015) was used to
calculate the space velocity components for V454 Aur, and
the uncertainties associated with these components were deter-
mined using the algorithm proposed by Johnson & Soderblom
(1987). These space velocity components inherently incorpo-
rate biases due to the position of stars in the Milky Way and
observations from the Sun. To correct for these biases, differ-
ential rotation and local standard rest (LSR) corrections have
been applied to the velocity components of the stars. Differ-
ential rotational corrections for V454 Aur were applied using
the equations mentioned by Mihalas & Binney (1981), ob-
taining velocity corrections of 0.04 and -0.15 km s−1 for the
𝑈 and 𝑉 space velocity components of the system, respec-
tively. The 𝑊 space velocity component, which is unaffected
by differential rotation, was not corrected. For the LSR cor-
rection, the values of Coşkunoǧlu et al. (2011) (𝑈,𝑉,𝑊)⊙ =

(8.83 ± 0.24, 14.19 ± 0.34, 6.57 ± 0.21) km s−1 were consid-
ered, and the LSR values were extracted from the space velocity
components for which a differential velocity correction was ap-
plied. The relation 𝑆LSR =

√︃
𝑈2

LSR +𝑉2
LSR +𝑊2

LSR was used to
calculate the total space velocity (𝑆LSR) of the system, and the
results are listed in Table 5. Considering the total space velocity
and space velocity components of the V454 Aur, it is consistent
with the value given for the young thin-disc population (Leggett
1992).

The galpy code (Bovy 2015) was also used to compute the
Galactic orbital parameters of the V454 Aur. For the Galactic
potentials needed for the Galactic orbit calculations, MWPo-
tential2014 was used, which was created specifically for
the Galaxy. For the system to form closed orbits around the
Galactic centre, a timescale of 3 Gyr in 2 Myr steps was used.
The Galactic orbital calculations resulted in the determination
of several parameters, including the perigalactic distance (𝑅p),
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Table 4. Detailed evolution of V454 Aur with time-stamps.

Comp Mark Evolutionary Status Age 𝑃
𝑒

Primary Secondary
(Gyr) (day) 𝑇eff (K) log 𝐿 (𝐿⊙) 𝑅 (𝑅⊙) 𝑇eff (K) log 𝐿 (𝐿⊙) 𝑅 (𝑅⊙)

Pri A ZAMS 0 27.021 0.37721 6236 0.242 1.131 5863 -0.013 0.955
B Core contraction 5.32 26.991 0.37628 5843 0.481 1.699 5973 0.208 1.187
C TAMS 5.44 26.986 0.37615 6011 0.593 1.825 5969 0.213 1.194
D Thin H shell burning 5.50 26.978 0.37593 5762 0.623 2.056 5967 0.215 1.199
E Entering red giant phase 5.68 26.951 0.37519 5192 0.535 2.289 5959 0.221 1.210
F Circularisation of orbit 6.12 21.461 0 4790 1.228 5.968 5934 0.236 1.241
G Starting of mass transfer 6.23 21.416 0 4314 1.895 15.866 5926 0.240 1.248

Sec a ZAMS 0 27.021 0.37721 6236 0.242 1.131 5863 -0.013 0.955
b Circularisation of orbit 6.12 21.461 0 4790 1.228 5.968 5934 0.236 1.241
c Starting of mass transfer 6.23 21.416 0 4314 1.895 15.866 5926 0.240 1.248

Table 5. Astrometric and radial velocity of V454 Aur and calculated space velocity components and Galactic orbital parameters of the system.

Input Parameters
Star 𝛼 (J2000) 𝛿 (J2000) 𝜇𝛼 cos 𝛿 𝜇𝛿 𝜛 Ref 𝑉𝛾 Ref

(hh:mm:ss) (dd:mm:ss) (mas yr−1) (mas yr−1) (mas) (km s−1)

V454 Aur 06:22:03.06 34:35:50.46 -0.514±0.025 -66.008±0.019 15.367±0.022 [1] -40.48±0.10 [2]

Output Parameters

Star 𝑈LSR 𝑉LSR 𝑊LSR 𝑆LSR 𝑅a 𝑅p 𝑍max 𝑒

(km s−1) (km s−1) (km s−1) (km s−1) (pc) (pc) (pc)

V454 Aur 46.80±0.10 -4.61±0.03 -9.22±0.02 47.92±0.11 10038±40 7044±20 370±1 0.175±0.001

Ref: [1] Gaia Collaboration et al. (2023), [2] This study

apogalactic distance (𝑅a), maximum distance from the Galac-
tic plane (𝑍max), and eccentricity (𝑒) of the Galactic orbits.
These parameters are also listed in Table 5. The positions of
the system according to their distances from the Galactic centre
(𝑅gc) and perpendicular to the Galactic plane (𝑍) at different
times are shown in Figure 10a. The galpy results show that
the V454 Aur has a slightly flattened Galactic orbit. Moreover,
the fact that the system is at 𝑍 = 11 pc (𝑍 = 𝑑 × sin 𝑏) from
the Galactic plane indicates that V454 Aur may belong to the
young thin-disc component of Milk Way (Tunçel Güçtekin et al.
2019).

Galactic orbits for the V454 Aur system on 𝑍 × 𝑅gc and
𝑅gc × 𝑡 diagrams are shown in Figure 10. The panels in Figure
10 show side views of the V454 Aur motions as functions of
distance from the Galactic centre and the Galactic plane, re-
spectively (Tasdemir & Yontan 2023). In Figure 10b the birth
and present-day positions of V454 Aur are shown with yellow-
filled triangles and circles, respectively (Yontan et al. 2022).
The eccentricity of the orbit of the V454 Aur does not exceed
the value of 0.18. The distances from the Galactic plane reach
a maximum at 𝑍max = 370 ± 1 pc for V454 Aur. These re-
sults show that the V454 Aur belongs to the young thin disc
of the Milky Way. The birthplace of the system was also in-
vestigated by running the binary system age (𝑡 = 1.19 ± 0.08
Gyr) calculated in this work back in time using the galpy

programme (Yontan & Canbay 2023). The birth radius of the

Figure 10. The Galactic orbits and birth radii of V454 Aur in the 𝑍 × 𝑅gc
(a) and 𝑅gc × 𝑡 (b) diagrams. The filled yellow circles and triangles show the
current and birth positions, respectively. The red arrow is the motion vector of
V454 Aur today. The green and pink dotted lines show the orbit when errors
in input parameters are considered, whereas the green and pink filled triangles
represent the birth locations of the V454 Aur based on the lower and upper
error estimates.
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binary system was determined as 𝑅Birth = 8.52 ± 0.02 kpc.
These findings represent that the V454 Aur was born almost in
the solar-abundance region around the Solar circle.

6. CONCLUSIONS

Eclipsing binary systems are the foundation for the studies of
stellar astrophysics because they provide accurate stellar param-
eters that can be used in any area of astrophysics. In this study,
we have derived, for the first time, the fundamental parameters
of V454 Aur (HD 44192), including temperature, metallicity,
and age, by combining photometric radial velocities, precise
photometric data, and SED data. We calculated the mass of the
components in V454 Aur better than 1.5% as 1.173 M⊙ and
1.045 M⊙ for the primary and secondary component, respec-
tively, and the radii of the components better than 3% as 1.203
R⊙ and 0.993 R⊙ for the primary and the secondary component,
respectively. Our distance calculation is in excellent agreement
with the Gaia DR3 one (Gaia Collaboration et al. 2023), which
is in the 2% error range, which indicates that our calculations
are accurate. Mass-luminosity parameters that we have derived
for the components are slightly smaller than Eker et al. (2018),
which is expected considering the position of the V454 Aur
on the main sequence. According to our evolution analysis, the
components of V454 Aur are still in the main sequence and a lit-
tle richer than solar metallicity, 𝑧 = 0.017, and the system is far
from mass transfer. The initial orbital parameters of the system
were derived using the state-of-the-art evolutionary code MESA
and evolutionary status in several phases were noted in Table 4.
According to our calculations, the age of the system is 1.19+0.08

−0.09
Gyr, and it will start mass transfer between components in 5
Gyr when the primary component is in the red giant branch and
the secondary component is still on the main-sequence. Calcu-
lations of detailed evolutionary steps for eclipsing binaries are
important because these calculations generally could shed light
on the properties of current semi-detached binaries.

Considering the dynamical orbital parameters and the age
of the V454 Aur system, it was determined that it formed in
a region around the Solar circle. This result is also consistent
with the metal abundance assumed for the V454 Aur. There
are still very few systems for which evolutionary phases and
birthplaces have been revealed. We believe that determining the
initial orbital properties of eclipsing binaries and the location
of their birthplaces would help to understand the formation
mechanism of eclipsing binaries in detail.
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ABSTRACT
In this study, electronic transport properties of n-type modulation-doped In0.32Ga0.68As/GaAs quantum well (QW) quasi 2D
structures and the effects of post-growth rapid thermal annealing and growth temperature are determined. Electron Hall mobility
and carrier concentration of In0.32Ga0.68As/GaAs QW were determined using the Hall effect measurement at a temperature range
between 4.2 K and 300 K. While the low-temperature electron mobility has temperature-independent behavior, electron mobility at
high-temperatures deteriorates drastically. However, for low-temperature growth samples, electron mobility shows a slight increase
at lower temperatures. The effects of annealing and growth temperature on electronic transport properties are investigated and
compared in terms of carrier mobility, carried density, effective mass and scattering mechanisms. To determine the dominant
scattering mechanisms in the 2D structures of In0.32Ga0.68As/GaAs, temperature-dependent Hall mobility results are fitted using
an analytical model, considering all possible scattering mechanisms (interface roughness, alloy disorder, acoustic phonon, polar
optical phonon and remote ionized impurity scattering) in the 2D samples. Magnetotransport (MR) measurements were carried
out between 4.2 K and 50 K and the effective mass, Fermi level, and 2D carrier density were calculated by analyzing amplitudes
of temperature dependence Shubnikov de Haas (SdH) oscillations. Our results indicate that the effects of annealing at 700◦C-600s
reduce interface roughness and alloy disorder scattering, thereby enhancing electron mobility. Post-growth thermal annealing
improved electron mobility. Also, annealing increases the effect mass and causes a reduction in the electron concentrations of
the InGaAs/GaAs QW systems. Additionally, thermal annealing increases the effective electron mass while decreasing electron
concentration.
Keywords: In0.32Ga0.68As/GaAs ; 2D structures ; modulation doped structures ; electronic transport

1. INTRODUCTION
InGaAs alloy has been using in near-infrared applications as
an active material for photodetectors and light emitters. The
bandgap of the material can be tuned as a function of In con-
centration in the alloy. It has been shown in the literature that
the band gap redshifts by 12 meV/In% (Petropoulos et al. 2011;
Maspero et al. 2017; Lin et al. 2019). This tunability with In%
concentration allows the desired bandgap in the active mate-
rial for near-infrared optoelectronic device applications (Feng
et al. 2005). Due to the increment in the lattice constant of alloy
compared to GaAs host materials, substrate selection is critical
(Matthews & Blakeslee 1974; Dahl 2002). While an InP sub-
strate is suitable for the high In concentration, a GaAs substrate
is suitable for the low In concentrations. InGaAs alloys grown
by Molecular Beam Epitaxy (MBE) on GaAs require lower
growth temperatures than those of growth on InP substrate to
avoid defects, which cause poor electrical and optical prop-
erties such as low mobility, and low emission intensity (Mu-

raki et al. 1992; Toyoshima et al. 1993; Disseix et al. 1997).
However, post-growth thermal annealing has been shown to
have favorable effects on the electronic and optical properties
of III-V group semiconductors (Ardali et al. 2021; Donmez
et al. 2020). Accordingly, rapid thermal annealing (RTA) pro-
vides a low-cost, simple, and powerful way to tune and improve
the structural and optical qualities of nanostructures, such as
bandgap energy, confinement, and absorption, and offers the
potential to develop new types of devices and integrated opto-
electronic circuits (Li et al. 2019). RTA is also used to reduce
defects arising from low-growth temperatures by MBE (Koso-
gov et al. 1996). In a study on the effect of thermal annealing for
InGaAs-GaAs strained-layer, it was shown that high tempera-
ture and prolonged thermal annealing have a significant effect
on the diffusion coefficient (depending on annealing tempera-
ture, for 900◦C it is about 8 × 10−18cm2 s−1 and for 850◦C it
is about 8 × 10−20cm2 s−1, respectively) (Kosogov et al. 1996;
Joncour et al. 1985). It was reported that a blueshift occured
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as the annealing time increased, attributed to the decrease in
In alloy concentration. (Li et al. 2019; Aldridge et al. 2017;
Kuphal 1984).
In this study, the effect of n-type modulation-doped thermal
annealing at 700◦C during 600 s on the electronic properties
of In0.32Ga0.68As/GaAs quantum well (QW) structure grown at
475◦C (TNL) and 580◦C (TNH) was investigated. Hall Effect
experiments between 4K and 300K were performed to analyze
he electronic properties of n-type as-grown and annealed In-
GaAs/GaAs QWs grown at different temperatures. The results
of Hall Effect experiments were analyzed taking into account
the scattering mechanisms of interface roughness, alloy disor-
der, acoustic phonon, polar optical phonon and remote ionized
impurity scatterings. MR experiments were performed between
4K and 50K. Shubnikov-de Haas (SdH) oscillations were ob-
served in MR experiments. These oscillations were analyzed
to determine the 2D carrier concentration, the position of the
Fermi level, and the effective mass of all samples.

2. METHODS
2.1. Sample Growth and Fabrication
Samples were grown as reference examples to compare the
electronic transport mechanism of the N-containing samples.
For this reason, the growth process using Molecular Beam Epi-
taxy (MBE) was carried out at two different temperatures: the
low temperature (475◦C) at which the crystal quality of the
nitrogen-containing structures obtained the best and the op-
timum temperature (580◦C) of the GaAs-based samples. We
have also studied the effect of growth temperature, investigated
growth temperatures and the electronic transport mechanisms
of the samples after thermal annealing. The samples were sub-
jected to 600s thermal annealing at 700◦C to investigate the
effects of thermal annealing. The sample structure is illustrated
in Figure 1. The samples were grown on a semi-insulating (SI)
GaAs substrate that does not affect its electrical properties and
acts as a passive substrate. The structure consists of an n-type
doped GaAs barrier and undoped InGaAs layer that forms the
QW. Si dopant concentration (ND) was 1018cm−3. GaAs lay-
ers were grown at 580◦C while the InGaAs layer forming QW
was grown at 475◦C for TNL and 580◦C for TNH. Modula-
tion doping was achieved by growing an undoped spacer GaAs
layer with a thickness of 5nm between the doped barrier layer
and the QW in order to spatially separate the carriers passing
through the QW from the barrier, with their ionized parents in
the barrier, and weaken the Coulomb interaction between them.
The sample was then fabricated into a Hall Bar shape using a
wet etching process. Hall bar dimensions are given in Figure
1b.

2.2. Theoretical Background: Analytic modeling of
temperature dependence of electron mobility

This section will discuss several scattering mechanisms, such
as acoustic phonon scattering (𝜇APH), alloy disorder scatter-
ing (𝜇Alloy), interface roughness scattering (𝜇IFR), and remote

Figure 1. (a) Modulation-doped In0.32Ga0.68As/GaAs QW sample
structure, (b) Fabricated Hall Bar shape and its dimensions.

impurity scattering (𝜇RI), which play a significant role in de-
termining carrier mobility in a semiconductor.

2.2.1. Interface Roughness Scattering
In layered structures like modulation-doped structures, inter-
face roughness scattering is a crucial scattering mechanism
due to an imperfections at the interface between different mate-
rials. Because the sample is grown layer by layer, and the layers
consist of different materials with different lattice constants
and dielectric constants, roughness will occur at the interface
between the layers, resulting in interface scattering. Interface
roughness scattering mobility can be written as (Donmez et al.
2021, 2014),

𝜇IFR =

(
2𝜀0𝜀𝑠
𝑛2𝐷ΔΛ

)2
ℏ3

𝑒3𝑚∗2
1

𝑗IR (𝑘)
(1)

Here 𝑛2D is the 2D carrier density, and Δ denotes the lateral
size of the interface roughness, and Λ stands for the correlation
length between fluctuations. The integral JIFR (𝑘) is given by
Zanato et al. (2004),

𝐽IFR (𝑘) =
∫ 2𝑘

0

𝑒−𝑞
2Λ2/4

2𝑘3 (𝑞 + 𝑞2D)
√︃

1 − ( 𝑞

2𝑘 )2
𝑞4𝑑𝑞 (2)

where 𝑞 = 2 sin(𝜃/2), 𝜃 represents the scattering angle, and
𝑞2D denotes the inverse screening length.

2.2.2. Alloy Disorder Scattering
Alloy fluctuation scattering is caused by potential fluctuations
due to the random distribution of the atoms forming an alloy in
the crystal. Alloy disorder scattering is given by

𝜇Alloy =
16𝑒ℏ3

3𝑏FH × (1 − 𝑥)𝑚∗2Ω0𝑈
2
Alloy

(3)

where 𝑥 is the alloy content, the primitive cell volume, Ω0, the
effective mass of the carrier,𝑚∗, for ternary alloys, the potential
alloy, 𝑈Alloy, and factor 𝑏FH is the Fang-Howard expression
(Donmez et al. 2021).
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2.2.3. Acoustic Phonon Scattering
Acoustic phonons are divided into two branches: transverse
and longitudinal acoustic phonons, depending on the transverse
and longitudinal oscillations of atoms. The acoustic phonon
scattering increases with temperature, because the density of
phonons increases at higher temperature according to Bose-
Einstein statistics. Acoustic phonon scattering includes defor-
mation potential scattering and piezoelectric scattering.

Deformation Potential Scattering
The deformation potential limited mobility is defined by Ridley
(Zanato et al. 2004) as

𝜇𝐷𝑃 =
16𝜌𝑒𝜗2

Lℏ
3

3𝐸2
DP𝑘𝐵𝑇𝑚

∗2𝑏FH

1
𝑗DP (𝑘)

(4)

where 𝜌, 𝐸DP, 𝜗L, 𝑏FH are the crystal density, deformation
potential, longitudinal acoustic phonon velocity and Fang-
Howards expression, respectively. 𝐽DP (𝑘) is given as

𝐽DP (𝑘) =
∫ 2𝑘

0

1

2𝜋𝑘3 (𝑞 + 𝑞2D)2
√︃

1 − ( 𝑞

2𝑘 )2
𝑞4𝑑𝑞 (5)

Piezoelectric Scattering
The mobility limited by piezoelectric scattering is defined as
(Donmez et al. 2021, 2014),

𝜇PE =
𝜋𝜀0𝜀𝑠ℏ

3𝑘

𝑒𝐾2
𝑎𝑣𝑘B𝑇𝑚∗2

1
𝑗PE (𝑘)

(6)

Here 𝐾𝑎𝑣 is the average electromechanical coupling constant.
JPE (𝑘) is given as

𝐽PE (𝑘) =
∫ 2𝑘

0

𝐹 (𝑞)

4𝑘2 (𝑞 + 𝑞2D)2
√︃

1 − ( 𝑞

2𝑘 )2
𝑞3𝑑𝑞 (7)

2.2.4. Polar Optical Phonon Scattering
Optical phonon scattering becomes more effective at higher
temperatures. The mobility restricted by polar optical phonon
scattering is expressed as (Donmez et al. 2021, 2014):

𝜇PE =
4𝜋𝜀0𝜀pℏ

2

𝑒𝜔PO𝑚∗2𝐿

[
exp

(
ℏ𝜔PO
𝑘B𝑇

)
− 1

]
(8)

where ℏ𝜔PO is polar optical phonon energy and 𝐿 quantum well
width. 𝜀p is defined as

𝜀p =

[
1
𝜀∞

− 1
𝜀s

]−1
(9)

2.2.5. Remote Ionized Impurity Scattering
Remote ionized impurity scattering is caused by ionized doping
atoms and is a Coulombic interaction between charge carriers
in the QW and the ionized impurities in the barrier layer. Com-
pared to the ionized impurity scattering, remote scattering is
less effective in modulation-doped structures, where dopant
atoms and carriers are spatially distant from each other, thus
reducing scattering and improving electron mobility. The mo-
bility limited by scattering of remote ionized impurity atoms is
expressed as (Donmez et al. 2021, 2014),

𝜇RI =

(
64𝜋ℏ𝜀0𝑆

2
0 (2𝜋𝑛2D)3/2)
𝑒3𝑚∗

)2 [
1
𝐿2 − 1

(𝑑1 + 𝐿)2

]−1
(10)

where 𝑑1, 𝐿 and 𝑆0 are the spacer layer thickness, QW width
and static constant, respectively. 𝑆0 is defined as the screening
constant (Donmez et al. 2020, 2014).

2.2.6. Matthiessen Rule
The effect of summing each kind of scattering center can be
expressed with the assumption that each scattering mechanism
is independent of each other, using the formula developed by
Matthiessen as,

1
𝜇Total

=
∑︁
𝑖

1
𝜇i

(11)

2.3. Theoretical Background: Analysis of Shubnikov-de
Haas (SdH) Oscillations

In low-dimensional semiconductor systems, the energy differ-
ence between two subsequent Landau levels increases with the
increasing magnetic field applied to the semiconductor in the
growth direction. The Landau levels expand and approach the
Fermi level, and if the magnetic field intensity is sufficient,
the Landau levels pass through the Fermi level. As a result,
oscillations occur at the density at the Fermi level, so the longi-
tudinal resistivity (𝜌xx) oscillates. These oscillations are called
Shubnikov-de Hass (SdH) oscillations.

𝜌xx (𝐵) = 𝜌non−osc (𝐵) + 𝜌ocs (𝐵) (12)

Experimental results provide the total of non-oscillating part
and SdH oscillations. Considering that the effective mass and
quantum lifetime can be different for each subband, the ana-
lytical expression for SdH oscillations is as follows (Coleridge
1990; Balkan et al. 1995):

Δ𝜌xx
𝜌0

∼
∞∑︁
𝑖=1

𝐷 (𝑖𝜒) exp
(
−𝑖𝜋
𝜔c𝜏𝑞

)
cos

[
2𝜋(𝐸𝐹 − 𝐸𝑖)

ℏ𝜔c
− 𝑖𝜋

]
(13)

where 𝜌xx, 𝜌0, 𝐸1, 𝐸F, 𝜔c and 𝜏q are oscillatory part of mag-
netoresistivity, magnetoresistivity, first sub-band energy, Fermi
energy, cyclotron frequency and quantum lifetime, respectively.
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𝑖, represents the sub-bands. exp
(
−𝑖 𝜋
𝜔c𝜏q

)
represents damping due

to the broadening of the levels resulting from the collision of
the Landau levels. 𝐷 (𝑖𝜒) describes the temperature damping
as follows:

𝐷 (𝑖𝜒) = 𝜒

sinh 𝜒
(14)

𝜒 =
2𝜋2𝑘B𝑇

ℏ𝜔c
(15)

Assuming that the quantum lifetime of the electron is inde-
pendent of temperature, the oscillation amplitude is expressed
as

𝐴(𝑇, 𝐵𝑛) = 𝐶1
2𝜋2𝑘B𝑇/ℏ𝜔c

sinh(2𝜋2𝑘B𝑇/ℏ𝜔c)
(16)

where 𝐶1 is constant. The ratio of the amplitudes of the oscil-
lations at two different temperatures gives

𝐴(𝑇, 𝐵n)
𝐴(𝑇0, 𝐵n)

=
𝑇 sinh(2𝜋2𝑘B𝑇0𝑚

∗/ℏ𝜔c)
𝑇0 sinh(2𝜋2𝑘B𝑇𝑚∗/ℏ𝜔c)

(17)

The experimental data obtained for the variation of the relative
amplitude with temperature are fitted to Equation 17 to obtain
the effective mass with high accuracy. The position of the Fermi
level and n2D is also determined by Equation 18 using the
slope of the inverse magnetic field plot versus the number of
oscillation peaks.

Δi

(
1
B

)
=

𝑒ℏ

𝑚∗ (𝐸F − 𝐸i)
=

𝑒

𝜋ℏ𝑛2D
(18)

3. RESULTS
3.1. Low Magnetic Field Results
Hall measurements were conducted to determine carrier mo-
bility and carrier concentration under a constant magnetic field
in the temperature range of 4.2 to 300K.
Figure 2 a-b shows the temperature-dependent mobility and
electron density of all samples. The temperature dependence of
the electron mobility exhibits the well-known characteristic of
modulation-doped structures. At low temperatures (𝑇 < 77K),
electron mobility is almost the temperature-independent where
ionized impurity scattering is dominant in conventional doped
heterostructures. Thanks to the modulation doping, we ob-
served that the mobility is very high for all samples at tem-
perature lower than 77 K. The highest mobility (43121 cm2

𝑉−1
s ) for as-grown samples are observed for TNL at low tem-

peratures (𝑇 < 100K) and the lowest mobility (15362 cm2𝑉−1
s )

belongs to the TNH even though it was grown at almost the op-
timum growth temperature for InGaAs alloy. After the anneal-
ing process, the electron mobility of high-temperature growth
samples improved and almost became equal to the mobility
of as-grown and annealed low-temperature growth sample’s

electron mobility. It is evident that thermal annealing causes
a slight improvement at all temperature ranges of interest for
the low-temperature growth sample. After annealing, the low-
temperature electron mobility is almost the same for both TNLB
and TNHB samples. Therefore, it can be inferred that annealing
has a significant effect for the high-temperature growth sam-
ple. The temperature-dependent carrier concentration changes
of samples with and without annealing are shown in Figure
2b. Considering the TNH sample, a slight gradual increase in
carrier concentration with increased temperature was observed
where the highest value is recorded as 2.92 × 1012cm−2 at
300K. After thermal annealing, we noted a decrease in carrier
concentration to 2.4 × 1012cm−2 at 300K.
To compare the effect of growth temperature and also ther-
mal annealing on carrier mobility, analytical calculations of
temperature-dependent mobility changes of as-grown and an-
nealed samples are given in Figure 3 considering all possible
scattering mechanisms. For all samples, the low-temperature
electron mobility was restricted by alloy and interface rough-
ness scattering mechanisms. Scattering caused by polar optical
scattering dominates the mobility in the high-temperature sam-
ples. The interface roughness scattering resulted from two pa-
rameters, the lateral size (Δ=1.9a for TNH and 1.3a for TNLB)
and the correlation length (Λ), which is used as adjustable pa-
rameters to fit the experimental data.
In addition, the alloy potential was used to determine the alloy
disorder scattering mechanism. The values obtained are given
in Table 1. with the values for the reference sample.

Table 1. Alloy potentials and correlation lengths for n-type
In0.32Ga0.68As/GaAs samples.

Sample 𝑈Alloy (eV) (Λ) (nm)

TNL 0.445 1.3
TNLB 0.3 0.9
TNH 0.537 29.8
TNHB 0.487 0.7

The match between the experimental and calculated values for
electron mobility was obtained at low temperatures for all sam-
ples, as given in Figure 3. The best match was obtained in the
as-grown samples over all temperature ranges a slight deviation
between experimental and calculated mobility was observed at
temperatures higher than 77K. Also, increasing electron mo-
bility was observed after annealing. From Figure 3, decreased
contribution was observed for alloy disorder scattering and in-
terface roughness scattering after thermal annealing. The opti-
mum electronic transport properties, characterized by the low-
est alloy potential and correlation length, were observed for the
low-temperature growth sample. Following thermal annealing,
the interface roughness was reduced for this sample. Since the
mobility is lower for the sample grown at a higher temperature,
thermal annealing is more effective in smoothing the interface.
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Figure 2. For all samples temperature-dependence of (a) Hall mobilities and (b) carrier concentrations.

Figure 3. Analytical calculation of the temperature-dependent mobility of the samples.
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Table 2. Variable parameters.

Parameters Values

Optical phonon energy in GaInAs, ℏ𝜔po (meV) 34
Optical phonon energy in GaAs, ℏ𝜔po (meV) 35
Longitudinal acoustic phonon velocity, 𝑣L (ms−1) 5087
Static dielectric constant, 𝜀s (𝜀0) 13.9
High frequency dielectric constant, 𝜀∞ (𝜀0) 11.11

Consequently, a significant enhancement was observed for the
annealed high-temperature sample. Table 2 shows variable pa-
rameters used for calculation.
It has been reported that for In compositions greater than 0.2,
InGaAs growth on GaAs results in In surface segregation at
high-temperature growth. Thermal stability of InGaAs QW ma-
terial requires low-temperature growth at around 400-500◦C,
but GaAs barrier material has to be grown at higher temper-
atures (around 580◦C) (Toyoshima et al. 1993; Disseix et al.
1997). A strong temperature dependence of In segregation was
revealed for InGaAs/GaAs QW structures with a segregation
length of more than 30Å at temperatures above 600◦C (Disseix
et al. 1997). The surface segregation of In atoms drastically
limits perfect abrupt interface between GaAs and InGaAs (Dis-
seix et al. 1997). Despite several methods being used to solve
this problem, the growth of high-quality InGaAs/GaAs QW
structures remains a challenge. Therefore, we observed higher
electron mobility for the sample grown at lower temperatures.
However applying thermal annealing was found to be a solution
to enhance mobility for high-temperature growth InGaAs/GaAs
QW structures.

3.2. High Magnetic Field Results
MR measurements were carried out by sweeping the magnetic
field value in the magnetic field range of 0-7T for TNL and
TNLB samples and 0-18T for TNH and TNHB samples with
different temperatures. SdH oscillations clearly appear at very
low-magnetic fields due to the electron mobility values are
so high for all samples as it can be seen in Figure 4. The
MR curves for low-temperature growth as-grown (TNL) and
annealed (TNLB) samples exhibit complicated characteristics,
with both the period and shape of oscillations changing with in-
creasing magnetic field. Experimentally observed magnetore-
sistance is the sum of classical magnetoresistance and SdH
oscillations. To eliminate background magnetoresistance, the
negative of the second derivative of the raw magnetoresistance
data with respect to the magnetic field were taken, and are
shown in Figure 5. The SdH oscillations in the second deriva-
tive of MR exhibit well-defined envelopes. As seen in Figure
4, the MR curve for high-temperature growth samples have
a linearly increasing classical MR background with increas-
ing magnetic field for the as-grown sample. For the annealed
high temperature growth sample (TNHB), a slight deviation
from linearity was observed above approximately 4T, while the

background MR characteristics exhibited linearity below 3.5T
but deviated above 3.5T. Therefore, to be able to apply this sec-
ond derivation method, only a low magnetic field range (<4T)
was used for the samples apart from TNLB. As for TNLB,
even at the low magnetic field range it was impossible to fit the
oscillations using the standard expression given by Equation
14, but it is obtained well-defined SdH oscillations at higher
magnetic field range, as seen in Figure 4b. However, the MR
curves became more complicated at higher magnetic fields, as
can be seen in Figure 4a, with an anomalous background MR.
Even if the data is used to determine transport parameters of
TNLB, it is clear these parameters cannot be compared with
the transport parameters of other samples because they cannot
be obtained at a similar magnetic field range. Effective electron
mass values were obtained by proportioning the amplitudes of
the SdH oscillations given in Figure 5 at a given magnetic field
value and using Equation 17.
Figure 6 shows a plot of 1

𝐵
versus the peaks numbers for TNL

and TNLB samples. Using the slopes of Figure 6 positions of
Fermi level and 𝑁2D (carrier concentration) for TNL and TNLB
were obtained. All results obtained is given Table 3.

Table 3. Carrier density (𝑁2D), position of Fermi level and effective
mass values obtained by analyzing SdH oscillations.

Sample 𝑁2D (×1012 cm−2) (𝐸F-𝐸i) (meV) 𝑚∗(𝑚0)

TNL 1.74 71 0.057
TNLB 1.73 60 0.070
TNH 2.02 122 0.050
TNHB 1.92 82 0.055

4. CONCLUSION
Analysis of the temperature-dependent electron mobility
showed that the 700◦C thermal annealing had a significant im-
provement in the crystal structure. For the two samples grown
at optimum and low growth temperature, the electronic prop-
erties of the sample at low growth temperature were superior
in terms of electron mobility, alloy potential, and correlation
length. Moreover, the post-growth thermal annealing at 700◦C-
600s improved the electronic properties of both samples at
the growth temperature. According to the calculated transport
parameters given in Table 3, the sample TNL had the lowest
2D carriers and the highest effective mass. Since the effective
mass was larger, the density of states was higher, and therefore
the Fermi level was smaller than those for TNH and TNHB
samples. We exclude TNLB from the discussion because the
analysis of this sample resulted in higher magnetic fields than
the others. The 2D carrier density was the highest for TNH
and the effective mass was the smallest, which resulted in the
highest Fermi level. When the sample was annealed, 2D carrier
density decreased and effective mass increased. The effective
mass values became comparable for TNL and TNHB samples.
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Figure 4. MR results of (a) TNL and TNLB, (b) TNH and TNHB.

Figure 5. Negative second derivative of SdH oscillations for MR of (a) TNL, (b) TNLB, (c) TNH, and (d) TNHB.
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Figure 6. Plot of 1/𝐵 versus peak numbers for TNL (left panel) and TNLB (right panel).

The highest electron mobility for TNL sample was grown at a
low temperature. The interface roughness for the TNL sample
compared to the others was found to be the least. For all samples
the alloy disorder scattering and interface roughness scattering
were the prevailing scattering mechanisms. It was found that
the alloy potential took a value of 0.445 eV for TNL and it was
0.537 eV for TNH. Following thermal annealing, an improve-
ment in carrier mobility was observed. Additionally, a decrease
in the correlation length was noted after the thermal annealing
process, suggesting a reduction in interface roughness.
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ABSTRACT
Milrinone is a cardiotonic drug that is used for the treatment of congestive heart failure. Clay minerals are widely used materials
as a low-cost nanocarriers in designing drug delivery systems. Drug-clay interaction is important since it affects drug action.
Montmorillonite, a clay mineral with high adsorption and swelling properties, is useful as a low-cost nanocarrier in deisgning
drug delivery systems. The adsorption of a molecule on a clay surface, or formation of intercalates, gives rise to changes in
the vibrational wavenumbers of the adsorbed molecule. In this study, interaction between the adsorbed milrinone molecules and
montmorillonite was investigated by FT-IR and Raman spectrometry. The X-ray diffraction patterns of montmorillonite before
and after treatment with milrinone showed a significant change in the d(001) reflectance of clay. This reflection peak shifted to a
lower angle due to the adsorption of milrinone onto the clay. The result indicated the intercalation of the milrinone molecules by
increasing the interlayer spacing of the clay. Vibrational spectroscopic results indicated that intercalated milrinone interacted with
clay by direct or indirect coordination (through water molecules) to exchangeable cations or the Lewis acidic centers.

Keywords: Clays; Milrinone; Montmorillonite; FTIR; Raman

1. INTRODUCTION

Milrinone(C12H9N3O), a phosphodiestratese-3 inhibitor, is
used for the short-term treatment of heart failure (Young &
Ward 1988). It is a positive inotropic cardiotonic agent that
acts as selective phosphodiesterase 3 inhibitor in cardiac and
vascular smooth muscle. Milrinone acts as a vasodilator, by
helping alleviate increased pressures (afterload) on the heart,
thus improving its pumping action. It was approved by the FDA
on December 31, 1987 (Shipley et al. 1996).

Montmorillonite, an expandable type of clay mineral, has
a 2:1 layered structure consisting of one octahedral sheet and
two tetrahedral sheets (T:O:T). The layers have a small net
negative charge due to isomorphous substitution of ions in the
framework. This negative charge is compensated by interlayer
hydrated cations, which are known as exchangeable cations.
The interlayer space can expand by the adsorption of a suitable
solvent or organic molecules. It is well known that wide vari-
ety of organic molecules can intercalate between the interlayer
regions of expandable clays and increase the interlayer region
(Theng 1974; Schulze 2005).

Vibration frequencies of molecules are determined by in-
frared (IR) and Raman spectroscopy. Since molecular vibra-
tional frequencies change depending on molecular interactions,

tigate the interaction mechanism of milrinone with the clay
framework.

2. MATERIAL METHOD

The natural montmorillonite sample was sourced from the
Çankırı region of Anatolia, Turkey. Details on its chemical com-
position are provided in our previous study (Akyuz & Akyuz
2008). Milrinone (solid state) was reagent grade (Sigma Aldrich
Chemicals) and used as received. Milrinone treated clay was
prepared analogous method described (Akyuz & Akyuz 2008).

The FT-IR spectra of KBr discs were recorded on a Bruker
Tensor 27 FT-IR spectrometer. Spectral data were collected
over 4000-400 cm−1 spectral range based on averaging 200
scans with a resolution of 1 cm−1. The micro-Raman spectra
of the powdered sample was recorded on a Jasco NRS-3100
𝜇-Raman spectrometer (1200 lines/mm grating and high sensi-
tivity cooled CCD). A 532 nm line of the diode laser was used
as the excitation wavelength. The XRD spectra of the starting
montmorillonite and milrinone treated montmorillonite were
recorded on a Rigaku D/Max 2200 powder X-ray diffractome-
ter using Cu K𝛼 radiation.
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Figure 1. Molecular model of milrinone.

3. RESULTS AND DISCUSSION

The XRD pattern of starting montmorillonite indicated a basal
spacing of 12.0 Å, which increased to 16.0 Å after treatment
with milrinone. The increase in the basal spacing indicates
formation of intercalates (Aguzzi et al. 2007; Borrego et al.
2018). The result clearly demonstrates the effective inclusion
of drug in the interlayer spaces of the montmorillonite.

Clay minerals contain hydroxyl groups that can easily bond
with water molecules through H-bonding interaction. These
hydroxyl groups can also react with organic groups via H-bond
bridges, either directly or indirectly through water bridges.
These interactions are detected by the IR and Raman spec-
troscopy thanks to their vibrations in the infrared region.

Recently Esme (2017) calculated the optimized structure of
milrinone using DFT/B3LYP/6-31G(d,p) level of theory. The
molecular model of milrinone according to Esme (2017) is
shown in Figure 1. Milrinone can interact through its ring nitro-
gen, cyano group nitrogen and/or carbonyl group oxygen. To de-
termine the interaction mechanism of milrinone molecules ad-
sorbed by montmorillonite, the vibrational wavenumbers of ad-
sorbed milrinone were examined in comparison with the wave
numbers of milrinone in solid phase, taking into account the
coordination effects via ring nitrogen, CN group nitrogen and
> C=O group oxygen. The FTIR spectra of starting montmo-
rillonite (untreated montmorillonite), milrinone treated mont-
morillonite and solid milrinone are given in Figure 2, com-
paratively. As seen in Figure 2, milrinone bands are clearly
observed in the IR spectrum of milrinone treated montmoril-
lonite, shifted compared to the solid phase. The result indi-
cated that milrinone interacts with the clay, thereby becom-
ing chemisorbed. Additionally, we observed slight alteration in
the vibrational wavenumber of the asymmetric Si-O stretching
mode of montmorillonite due to adsorption of milrinone (see
upper frame of Figure 2). In previous studies it was shown that
the Si–O stretching mode frequency was significantly affected
by changes in swelling and orientation of the clay platelets
and shifted to higher wavenumbers due to intercalated organic
molecules (Katti & Kati 2006; Akyuz & Akyuz 2008). In our
study the Si-O asymmetric stretching wavenumber observed at
1032 cm−1 in the IR spectrum of montmorillonite was observed
at 1041 cm−1 in that of milrinone treated montmorillonite.

When a ligand coordinates through the oxygen of a carbonyl

Figure 2. . The FTIR spectra of montmorillonite (a), milrinone treated mont-
morillonite (b) and solid milrinone (c). Upper frame is the detailed 1100-1000
cm−1 region of untreated (a) and milrinone treated (b) montmorillonite.

Figure 3. The 1700-1550 cm−1 (a) and 1550-1200 cm−1 (b) regions of the
second derivative profiles of montmorillonite (dashed line), milrinone (red
line) and milrinone treated montmorillonite (dark blue line).

group, a negative shift in the 𝜈(C=O) wavenumber of the coordi-
nated molecule compared to the free ligand is expected. On the
other hand, coordination through pyridine ring nitrogen of the
ligand alters particularly the ring stretching vibrations. Dines
et al. (2003) investigated the adsorption of 2-chloropyridine on
oxide surfaces by vibrational spectroscopy and it was reported
that the ring stretching vibrations around 1400-1600 cm−1 in-
crease in wavenumber upon hydrogen bond formation or ad-
sorption at Lewis acid sites. In our previous study, the effect
of the coordination of the pyridine ring nitrogen on the vibra-
tional frequencies was calculated on the pyridinecarboxamide-
Al(OH)3 model compound (Akalin et al. 2005). It was found
that in addition to the ring stretching vibrations around 1400-
1600 cm−1, the ring deformation modes around 1000 cm−1,
800 cm−1, and 400 cm−1 were also the most sensitive modes
to the coordination through pyridine ring nitrogen.

The IR absorption bands are relatively broad, due to over-
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Table 1. Some vibrational wavenumbers (cm−1) of solid milrinone and adsorbed milrinone onto montmorillonite.

Milrinone
This study

Milrinone
(Esme 2017)

Adsorbed milrinone
This study

Assignment IR IR Ra IR Ra

𝜈C=O 1667 1666 – 1662 –
𝜈ring 1595 1595 1606 1609 1611
𝜈ring 1573 1573 1568 1576 1571
𝛿CH(ring) 1486 1487 1485 1488 1495
𝜈ring 1373 1372 1375 1385 1378
𝛿CH 1348 1349 1347 1352 1353
𝛿CH(ring) 1277 1279 1282 1281 1285
𝜈ring 1218 1219 1219 1220 1224
𝜏ring 989 988 960 – 999-996

*Obscured by the strong SiO stretching band (IR) of the clay. 𝜈 = bond stretching; 𝛿 = in plane angle bending; 𝜏 = torsion
vibrations.

lapping several vibrational modes. In this study, we utilized
the second derivative of the absorption spectrum as a resolu-
tion enhancement technique. This approach helps distinguish
overlapping bands in the IR spectrum and clearly delineate the
frequency alterations in milrinone due to its interaction with the
clay framework. Figure 3 shows the second derivative profile
of solid phase milrinone in comparison with that of adsorbed
milrinone onto montmorillonite. The second derivative profile
of the pure montmorillonite was also added to Figure 3 for
comparison.

The C=O stretching mode of milrinone is observed at 1667
cm−1 in the solid phase, whereas it appears at 1662 cm−1 in
the adsorbed phase (see Figure 3a), This shift indicates that
the carbonyl oxygen of the adsorbed molecule engages in H-
bonding interactions. On the other hand, ring stretching vibra-
tions of milrinone determined at 1573 cm−1 and 1486 cm−1

in the second derivative profile of the IR absorption spectrum
of milrinone were observed at 1576 cm−1 and 1488 cm−1 in
that of milrinone treated montmorillonite (see Figure 3b). Sim-
ilar shifts were also predicted upon formation of H-bonding
through pyridine (Akyuz & Akyuz 2010) and pyrimidine (Des-
texhe et al. 1994) ring nitrogen. The coordination sensitive
vibrational modes of milrinone are tabulated in Table 1. The
vibrational wavenumbers of adsorbed milrinone show coordi-
nation effects through both ring nitrogen and carbonyl oxygen.
The results indicate that adsorbed milrinone molecules are co-
ordinated through both the ring nitrogen and carbonyl oxygen
lone pairs. Investigations of clay-organic complexes by Raman
spectroscopy have the advantage that the strong SiO stretch-
ing and bending modes observed in the IR spectrum, were not
observed in Raman spectrum, due to being weak scatter of
silica. Thus, the Raman spectrum of a clay-organic complex,
mainly involves organic molecule’s vibrations. Figure 4 shows
the Raman spectrum of milrinone treated montmorillonite. We
compared adsorbed milrinone bands with those of solid milri-
none given by Esme (2017) (see Table 1).

Figure 4. The Raman spectrum of milrinone treated montmorillonite.

4. CONCLUSION

In this study, the interaction of milrinone, a cardiotonic drug
used to reduce cardiac contractility, with montmorillonite was
investigated using vibrational spectroscopy. The comparison of
the XRD patterns of untreated- and milrinone treated mont-
morillonite indicated that as a result of the interaction of clay
with the drug, diffraction pattern of montmorillonite shows
significant changes. The reflection corresponding to d(001) of
montmorillonite shifted to lower angles after interaction with
the drug. The interlayer spacing (basal spacing) of untreated
clay was determined as 12.0 Å. As a result of the adsorp-
tion of milrinone, the basal spacing of the milrinone-treated
clay increased to 16.0 Å. The result clearly indicates that the
intercalation of milrinone molecules in the montmorillonite in-
terlayer spacing. The comparison of the IR and Raman spectra
of the adsorbed milrinone to those of solid milrinone eluci-
dated the interaction mechanism of the milrinone with the clay
framework. The results indicated that the adsorbed milrinone
molecules on montmorillonite are coordinated through both
nitrogen and oxygen ends to exchangeable cations directly or
indirectly through water bridges.
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ABSTRACT
Developments on various relations among stellar variables such as the main sequence empirical mass-luminosity (MLR), mass-
radius (MRR) and mass-effective temperature (MTR) relations were reviewed. Conceptual changes in their understanding and
usages were discussed. After its discovery, MLR was treated as one of the fundamental secrets of the cosmos. Differences
between fundamental laws and statistical relations were used to understand long-term developments of MLR, MRR and MTR.
Developments show a break point, initiated by Andersen (1991), in the line of progress. Before the break when reliable data were
limited, MLR and MRR were calibrated using 𝑀 , 𝐿, and 𝑅 of binary components of all kinds visual, spectroscopic, and eclipsing
for two purposes: i) to obtain mean mass, mean luminosity, and mean radius, ii) to estimate 𝑀 and 𝑅 of single stars. By the time
of the break, the number of solutions from detached double-lined eclipsing binaries (DDEB) giving accurate 𝑀 and 𝑅 within a
few percent levels are increased. Parameters from very close, semi-detached, and contact binaries were excluded for refinement,
however, MLR and MRR diagrams were found insufficient to derive MLR and MRR functions because the dispersions are not
only due to random observational errors but also due to chemical composition and age differences. Then, a new trend was adopted
by replacing classical MLR and MRR with empirical 𝑀 and 𝑅 predicting relations. Thus, the purpose one was suppressed also
because the new trend found a fruitful application in determining 𝑀 and 𝑅 of exoplanet hosting single stars.

Keywords: Stars: fundamental parameters; Stars: luminosity and mass functions; Galaxies: luminosity function and mass
functions; Cosmology: miscellaneous

1. INTRODUCTION

Accuracy and precision of observational parameters of stars
are crucial not only for improving stellar structure and evolu-
tion theories but also for fundamental astrophysics, Galactic
and extragalactic studies, and ultimately even for cosmologi-
cal models because stars and galaxies are the primary building
blocks of the universe. Fundamental and statistical relations are
essential for understanding physical events occurring in various
parts of the universe. The fundamental relations are the rela-
tions like Stefan-Boltzmann law (𝐿 = 4𝜋𝑅2𝜎𝑇4

eff) which are
characterised by at least two properties; i) how various prop-
erties of stars are related, e.g. how the luminosity of a star is
related to its radius and effective temperature; ii) validity is not
limited by certain conditions, that is, it applies to all stars and
radiating surfaces as long as the source of radiation is thermal.
The statistical relations, on the other hand, may not work in all
possible cases; appropriate statistical conditions are required.

A good example is the kinetic temperature. A temperature
is a physical quantity that is measured in the macroworld but
does not exist in the microworld. This is because temperature
is a statistically defined quantity implying an average kinetic
energy per particle in a substance, which could be a solid,
liquid, or gas. The definition of kinetic temperature indicates
that a single particle or insignificant number of particles cannot
be associated with any temperature. For example, when we talk
about air temperature, it indicates the average kinetic energy
per air particle, which can be written as:

1
2
𝑚⟨𝑣2⟩ = 3

2
𝑘𝑇 (1)

where 𝑚 and ⟨𝑣2⟩ are the mean mass and root-mean-square
(rms) speed of particles. They are not physical quantities but
average values. Increasing the speed of the substance itself by
moving it faster, e.g., putting it on a quick aeroplane, does
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not change its temperature. Therefore, equation (1) cannot be
written for a randomly chosen particle (or a few particles), i.e.,
the right-hand side does not exist except for a group of particles
satisfying the implied statistic.

Similarly, the mass–luminosity relation (MLR) in the form
(𝐿 ∝ 𝑀𝛼), which is defined so far for main-sequence stars,
is a statistical relation similar to equation (1), which indicates
how main-sequence luminosities are related to main-sequence
masses. Because it is not valid for non-main sequence stars,
depending upon expected accuracy, it may also not be valid
for an individual star. Therefore, it is the relation devised for
estimating a typical mass from a typical luminosity, or vice
versa.

Consequently, inter-related mass-luminosity (MLR), mass-
radius (MRR), and mass-effective temperature relations (MTR)
of Eker et al. (2018) are all statistical relations, which should
not be treated like fundamental relations. While the bolometric
correction – effective temperature relation (BC-𝑇eff) of Flower
(1996); BC-𝑇eff and BC-mass relations of Eker et al. (2020,
2021b); Bakış & Eker (2022); Eker & Bakış (2023) are all
statistical relations that should not be confused by fundamental
relations; otherwise, unexpected results or upsetting errors in
the computed quantities become unavoidable.

One cannot say “statistical relations are less valuable than
fundamental relations”. On the contrary, a statistical relation
could be more valuable; even more practical, or easier to use,
e.g., calculating the total energy of a gas as the mean energy
per particle multiplied by the number of particles in the gas.
Otherwise, the probability of each particle having a certain ki-
netic energy and the number of particles having this energy are
required before integrating them over all possible kinetic ener-
gies. Similarly, using an MLR is more practical for determining
the masses and luminosity of galaxies, which are the key pa-
rameters for determining dark matter in galaxies. Otherwise,
to obtain the total mass and total luminosity of the galaxy in
question, one would have to add up the individual masses and
luminosities of the stars in the galaxy, which is impractical.

Moreover, there could be various astrophysical studies de-
manding MLR, MRR, and MTR in addition to stellar astro-
physics. Live examples such as cometary research (Wysocza-
ńska et al. 2020a,b), Oort clouds (Baxter et al. 2018), helio-
physics and planetary habitability (Schrĳver et al. 2019), ex-
oplanet investigations (Berger et al. 2020; Arora & Hasegawa
2021; Burt et al. 2021; Caballero et al. 2022; Dattilo et al. 2023),
planetary nebula (Munday et al. 2020; Aller et al. 2020), open
clusters (Ilin et al. 2021; Akbulut et al. 2021; Yontan et al.
2021, 2023; Yontan 2023), dark matter searches (Garani &
Palomares-Ruiz 2022; Peled & Volansky 2022) and quasars
(Albert et al. 2021), neutron stars (Yuan et al. 2022), black
holes (Gomel et al. 2021a,b), general relativity (Lalremruati &
Kalita 2021), gravitational lensing (Ramesh et al. 2022; Pietroni
& Bozza 2022) and even search for extra-terrestrial intelligence
(SETI, Kerins 2021; Kerins et al. 2023), which all used at least

one of the statistical relations MLR, MRR and MTR of Eker
et al. (2018).

Apparently, differentiation between fundamental and statis-
tical relations is important from an astrophysical perspective.
Recognizing statistical relations is even more important; other-
wise, using them as fundamental relations would be misleading.
Unfortunately, some authors such Malkov (2003, 2007), Henry
(2004) and Gafeira et al. (2012) including Eker et al. (2015)
did not hesitate to call MLR “fundamental law”, “sufficiently
fundamental to be applicable to many areas of astronomy”,
“one of the most famous empirical law” and “one of the fun-
damental secrets of the cosmos”. On the contrary, Andersen
(1991) and Torres et al. (2010) preferred not to define a MLR
and preferred displaying the log𝑀 − log 𝐿 diagram without a
function (MLR) fitting to the data because the scatter on the dia-
gram is not due to observational random errors but most likely
due to abundance and evolutionary effects. Andersen (1991)
claims “....departures from a unique relation is real”. If there is
no unique function to represent the data on the diagram, why
bother to defining one?

Therefore, this review article is dedicated to investigating the
evolution of the statistical functions MLR, MRR, and MTR,
starting from their discovery until today, and attempting to
explain why such quarrels occurred and whether it is possible
to resolve conflicts by identifying the nature of the relation.
Moreover, the presentation of their conceptual advances and
realising whether they were perceived as fundamental laws or
statistical relations will benefit to the astronomical community.
Developing such a conscious analysis would result in a better
understanding of their previous usages and future studies.

2. OVERVIEW
Calibrations of MLR, MRR, and MTR require predetermined
accurate stellar parameters such as mass (𝑀), luminosity (𝐿),
radius (𝑅), and effective temperature (𝑇eff). The most critical
parameter among them is 𝐿 because it is not an observable
quantity; that is, neither a telescope nor a detector to observe
the total radiation of a star at all frequencies (Bakış & Eker
2022; Eker & Bakış 2023). Fortunately, there are only one di-
rect and two indirect methods to calculate 𝐿 of a star (Eker
et al. 2021c). The first method is a direct one because it uses
independently determined observational 𝑅 and 𝑇eff of a star to
calculate its 𝐿 directly from its radiating surface area (4𝜋𝑅2)
and bolometric flux (𝜎𝑇4

eff), which is commonly known as the
Stefan-Boltzmann law (𝐿 = 4𝜋𝑅2𝜎𝑇4

eff). The other two meth-
ods are indirect because the first method, which provides 𝐿 of
a star from its 𝑀 , requires a predetermined classical MLR in
the form of 𝐿 ∝ 𝑀𝛼, while the second method, which supplies
𝐿 of the star from its apparent brightness and distance requires
a pre-determined BC-𝑇eff relation. Unfortunately, the indirect
methods are useless without their predetermined relations, and
thus, one has no other choice but to use the Stefan-Boltzmann
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law to produce the earliest sample of 𝐿 values for the first
calibration of MLR, MRR, and MTR.

Assuming that the sample 𝐿 values are ready, the next most
critical parameter is stellar 𝑀 to establish not only MLR but
also MRR and MTR because sequentially required 𝑅 and 𝑇eff
should have been already used in computing 𝐿 of the sample
stars. However, like 𝐿 of a star, 𝑀 of a star is also not ob-
servable. This fact makes the parameter 𝑀 even more critical
because only the masses of binaries (or multiple systems) could
be calculated using Kepler’s Third Law from the observed or-
bital semi-major axis and the orbital period, which could be
deduced from the observed orbits of visual binaries (or multi-
ple systems) or from the radial velocity curves of double-lined
eclipsing spectroscopic binaries. Stellar spectra do not pro-
vide orbital inclinations; thus, spectroscopic binaries without
eclipses cannot provide component masses unless orbital incli-
nations are available independently.

Eclipsing binaries are ideal objects for collecting observed
radii of stars, whereas the single stars are null, except the ones
close in distance and large enough where interferometry could
be useful. Although binarity adds complications to the estima-
tion of component effective temperatures, the eclipsing binaries
are still advantageous for revealing the most accurate effective
temperatures and temperature ratios from the depths of min-
ima if the effective temperature for one of the components is
estimated correctly.

Visual binaries (multiple systems too) and double-lined
eclipsing binary systems are the only objects provided 𝑀 from
Kepler’s third law, with 𝑅 from eclipses. On the other hand,
there is almost no other way to obtain accurate masses and
radii of single stars except seismic analysis where mass and
radii data for solar-like pulsating stars (e.g. Gaulme et al. 2016;
Bellinger et al. 2019) are obtained. Considering some basic
information and data knowledge about this research topic, we
must now start reviewing the statistical relations starting from
the most prominent one: MLR.

2.1. Revisiting MLR
The famous stellar mass-luminosity relation (MLR) was dis-
covered empirically in the middle of the first half of the 20th
century by Hertzsprung (1923) and Russell et al. (1923) in-
dependently using masses and absolute brightness of a very
limited number of visual binaries. Eclipsing binaries were in-
cluded later in the statistics. In his MLR, Eddington (1926)
was able to use 13 eclipsing binaries together with 29 visual
binaries and five Cepheids, which were available to him at
that time, while McLaughlin (1927) increased the number of
eclipsing systems to 41 in his plots.

By the time of the mass-luminosity relation was discovered,
there were only three kinds of brightness measurements: 1)
Visual magnitudes (𝑚𝑣) from the brightness observations of
stars by eye. 2) Photographic magnitudes (𝑚p) measured from
the sizes of star images on photographic plates. 3) Bolometric

magnitudes (𝑚b) as heat measurements, which could be coming
from galvanometric, bolometric, or radiometric observations of
stars. It was thought that bolometric magnitudes coming from
the heat measurements of stars represent the total radiation out-
put (luminosity) best. Therefore, assuming that stars are hot
spheres of gases, Eddington (1926) formulated a theoretical re-
lation between the mass and absolute bolometric magnitude of
a star. Furthermore, he continued to confirm his theoretical re-
lation using the existing data Eddington (1926, page 154) from
binaries. Gabovits (1938) agreed Eddington (1926) after twelve
years by re-examining the mass-𝑀Bol data again and declared
“We conclude that, as revealed by our selected first-class data,
the stars (chiefly of the main-sequence) probably follow a strict
mass-luminosity law”. On the other hand, having larger data
sets including visual binaries, spectroscopic binaries, Hyades
and Trumpler stars, and white dwarfs, Kuiper (1938) was rather
suspicious of accepting the mass-luminosity relation as a law
because he commented “It is doubtful whether this mean re-
lation has any physical significance” after discussing it on a
log𝑀 − 𝑀Bol diagram.

MLR has been updated and revised many times until a major
break occurred at the very beginning of the last decade of the
20th century on the issue of whether it is a statistical relation or a
fundamental law. Looking at the developments before this break
would be useful to understand it better. Petrie (1950a,b) used 93
spectroscopic binary systems, Strand & Hall (1954) studied 23
visual binaries, Eggen (1956) investigated 34 visual binaries,
McCluskey & Kondo (1972) considered 40 visual binaries and
35 eclipsing systems, Cester et al. (1983) gathered 45 visual
and 40 spectroscopic binaries, Griffiths et al. (1988) analysed
72 detached main-sequence binaries, 25 detached OB, 6 re-
solved binaries and 23 visual binaries when revising the MLR
relations. Demircan & Kahraman (1991) preferred to study
masses and luminosities of 70 eclipsing binaries (140 stars)
only, including the main sequence components of detached and
semi-detached binaries as well as the components of OB-type
contact and near contact binaries. Karetnikov (1991) used 303
eclipsing systems of different types. At this point, we must keep
in mind that the observational data was very limited, therefore,
the authors combined different kinds of binaries, whether they
are eclipsing or not, without differentiating between detached,
semi-detached, and contact systems. This was done to increase
the statistical reliability of MLRs calibrated.

Those early generation relations, including the very earliest
ones, were demonstrated mass-absolute magnitude diagrams
mostly, some with the best fitting function, and some without
a fitting curve. Considering the classical form 𝐿 ∝ 𝑀𝛼 of
MLR, first Eggen (1956) intended to define the power of mass
(𝛼) so he expressed 𝐿 = 𝜇3.1, where 𝜇 is the total mass of a
double-star system defined as 𝜇 = 𝑎3/𝑃2𝜋3 from the Kepler’s
Harmonic Law. Then, McCluskey & Kondo (1972) preferred
to use a relation in the form 𝑀 ∝ 𝐿𝛽 , where 𝑀 and 𝐿 are the
masses and luminosities of the components while 𝛼 and 𝛽 are
the constants to be determined by the data on various mass-
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absolute bolometric magnitude diagrams. Accordingly, Cester
et al. (1983); Griffiths et al. (1988) and Demircan & Kahraman
(1991) preferred to study MLR on a mass-luminosity diagram
for defining unknown constants on the classical form (𝐿 ∝ 𝑀𝛼)
of MLR either by fitting a curve to all data or dividing the
mass range into two regions as low- and high-mass stars, or
three regions as the high, intermediate or Solar, and low-mass
stars, in order to determine the inclinations (power of 𝑀) and
zero point constants of the linear MLRs on the log𝑀 − log 𝐿
diagram.

2.1.1. Is MLR a Fundamental Relation?
The major break on the concept and splitting practises on the
purpose of calibrating an MLR was triggered by Andersen
(1991) who collected 45 detached double-lined eclipsing bi-
nary (DDEB) systems (90 stars) having both masses and radii
accurate within 2%, which were the most accurate stellar data
of the time. Selecting only DDEB stars was not intended to re-
ject the reliability of the other sources for determining masses
and radii; only because 𝑀 and 𝑅 from DDEB were considered
the most reliable.

Andersen (1991) rejected calibrating any form of MLR func-
tion to fit data on the log𝑀 − log 𝐿 diagram. The diagram
displayed by him is without a fitting curve (MLR) because the
scatter from the curve is certainly not only due to random ob-
servational errors but also due to abundance and evolutionary
effects. He exclaimed: “At first glance, the mass-luminosity
diagram shows a tight, well-defined mean relation. Closer in-
spection, taking individual uncertainties into account, reveals
that departures from a unique relation are real”. Then, if there
is no unique curve expressible by a function to represent data,
why bother drawing one?

In very early times, especially after its discovery, MLR was
claimed to be one of the most prominent empirical laws of na-
ture by Eddington (1926) and Gabovits (1938) and commonly
used by researchers either reckoning 𝐿 of a star from its 𝑀 or
estimating 𝑀 of a star from its 𝐿, at least until the middle of the
20th century, and perhaps until Andersen (1991). This practice
was extremely useful for single stars because there was no other
observational way to directly access their masses, but the abso-
lute bolometric magnitudes of the ones with known parallaxes
were rather easy to obtain using a proper bolometric correction
(BC), and then their masses were estimated from a predeter-
mined bolometric magnitude-mass relation. The method was
even helpful in double-checking trigonometric parallaxes of
single stars and even eclipsing binaries with light curve so-
lutions giving 𝑅 and 𝑇eff of the components, thus 𝐿 values
are compatible by the Stefan-Boltzmann law. Those very early
times were a period in astrophysics when nuclear reactions were
not fully established and understood correctly. The discovery of
nuclear reactions in the cores of stars is attributed to Sir Arthur
Eddington (Bahcall 2000) a few years before the discovery of
MLR by Hertzsprung (1923) and Russell et al. (1923).

Astronomers waited until 1932 for the discovery of neutrons

(Chadwick 1933) to study and fully understand hydrogen fusion
as a main source of stellar energy. Only after the CNO cycle was
established by Hans Bethe and Von Weizsacher (Clayton 1968),
and only a year later, the p-p chain reactions were suggested
by Bethe (1939), there were the solutions of stellar structure
equations with the nuclear energy, which placed our theoretical
understanding of the evolution of stars with evolutionary tracks
on a solid ground (Clayton 1968). The empirically discovered
MLR was confirmed later theoretically in the sense that mass
(𝑀) is the prime parameter that determines the internal struc-
ture, size (𝑅), and luminosity (𝐿) of a star not only for the time
span of the main sequence but also throughout the star’s life-
time until its death, where its initial chemical composition can
cause little variation. Therefore, the scatter on a log𝑀 − log 𝐿
diagram for field main-sequence stars is not only due to ob-
servational errors but also due to various ages and chemical
compositions.

Additionally, at least until the middle of the 20th century,
maybe until about the middle of its second half, but certainly
not until Andersen (1991), the observational accuracy was not
high enough to differentiate theoretical (true) 𝐿 and 𝑀 of stars,
which are marked on a Hertzsprung Russell (H-R) diagram
to form evolutionary tracks. As long as the observational ac-
curacies of 𝐿 and 𝑀 are much lower than the uncertainty of
error bars covering the full thickness of the main sequence, as-
tronomers did not suspect inconsistency between the predicted
and observed quantities using an MLR. It was normal for them
to be satisfied, as in the case of fundamental law.

By the time of Andersen (1991), who collected the most accu-
rate 𝑀 and 𝐿 data from DDEB, there were sufficiently accurate
masses and luminosities; thus, one can deduce that the scatter
on the log𝑀 − log 𝐿 diagram is not only due to observational
errors of 𝑀 and 𝐿 but also due to abundance and evolutionary
effects. Andersen (1991) felt something was not right, that is,
there must be a problem in treating classical MLR in the form
𝐿 ∝ 𝑀𝛼 as a fundamental relation. Andersen thought that such
a fundamental relation must not only fit the data uniquely but
also must contain the other parameters involving the chemical
composition and evolution.

Being influenced by the common usage, a kind of paradigm
not easy to be free off, Andersen (1991) was expecting, like
the others before him, to obtain the mass of a single star from
its luminosity within acceptable accuracy [ideally ±5% see
Andersen (1991) page 93]. However, with a mean MLR in the
form 𝐿 ∝ 𝑀𝛼 for the main-sequence stars, this was not possible
anymore due to improved observational techniques with higher
accuracy in both 𝐿 and𝑀 values available to him. Nevertheless,
he succeeded in this aim about two decades later by replacing
log 𝐿 with a function including observational parameters 𝑇eff ,
surface gravity (log 𝑔), and relative iron abundance [Fe/H] to
incorporate evolution (age) and chemical composition as

log𝑀 = 𝑎1 + 𝑎2𝑋 + 𝑎3𝑋
2 + 𝑎4𝑋

3 + 𝑎5 (log 𝑔)2 (2)
+𝑎6 (log 𝑔)3 + 𝑎7 [Fe/H],
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in a new review paper, in which Torres et al. (2010) was the
leading author; where 𝑋 ≡ log𝑇eff − 4.1 as a parameter that
contains the most effective variable, 𝑇eff , related to the lumi-
nosity with its fourth power in the Stefan-Boltzmann law, and
𝑎’s which are the calibrated coefficients 𝑎1 = 1.5689 ± 0.058,
𝑎2 = 1.3787±0.029, 𝑎3 = 0.4243±0.029, 𝑎4 = 1.139±0.240,
𝑎5 = −0.1425 ± 0.011, 𝑎6 = 0.01969 ± 0.0019, and 𝑎7 =

0.1010± 0.058. This is a function providing 6.4% accuracy for
main-sequence and evolved stars above 0.6𝑀⊙ . It is obvious
that such a function cannot be drawn on a log𝑀 − log 𝐿 dia-
grams but provides stellar 𝑀 as the classical MLR but is much
more accurate not only for main-sequence stars but also for
giants and sub-giants. Thus, both Andersen (1991) and Torres
et al. (2010) presented their log𝑀 − log 𝐿 diagrams without a
fitting function.

Incorrect diagnoses are natural to be continued by incorrect
treatments. First, classical MLR in the form of 𝐿 ∝ 𝑀𝛼 is a
statistical relation devised for estimating a typical mass from
a typical luminosity, or vice versa, and not for estimating 𝑀
or 𝑅 of a single star, even if it was once used to estimate 𝑀
of a star from its 𝐿. Therefore, It is not right to diagnose the
classical MLR as one of the fundamental relations to calculate
the mass of a star from its luminosity. It is not right to look
for a relation that gives the mass of a star from other stellar
observational parameters for replacing MLR. It is not right to
call this relation MLR if it provides 𝑀 of a star from the other
parameters even if 𝐿 is included in the right-hand side of the
equal sign, except if the right-hand side contains only 𝐿 as a
variable. It is not right to claim that there is no uniquely fitting
function to the data on log𝑀 − log 𝐿 the diagram despite a
tight, mean relation between 𝑀 and 𝐿 as if the least squares
method would fail to produce one.

Nevertheless, Andersen (1991)’s exclamation had a notice-
able consequence in stellar astrophysics. It appears as if a main
cause of deviation in understanding, definition, and usage of
newly defined MLR functions from the main path, which was
continued by Ibanoǧlu et al. (2006) and Eker et al. (2015, 2018)
where statistical relation between masses and luminosities of
main-sequence stars was kept in the form 𝐿 ∝ 𝑀𝛼.

2.1.2. Mass Predicting Relations of the Deviated Path
Andersen (1991)’s objection was very effective in the litera-
ture that some authors (Malkov 2003, 2007; Torres et al. 2010)
also presented their empirical mass-luminosity diagrams with-
out a curve fitting to the data. Gafeira et al. (2012) just gave
mass-luminosity relations for main sequence FGK stars without
displaying them on a mass-luminosity diagram. Fernandes et al.
(2021), which compared results to Torres et al. (2010), could be
considered as a new improved version of Gafeira et al. (2012).
Fernandes et al. (2021), thus, did not display mass-luminosity
relations on the mass-luminosity diagram.

Various kinds of mass-predicting empirical relations were
calibrated, and most of them were erroneously called MLR.

Gorda & Svechnikov (1998) choose the form 𝑀Bol = 𝑎 +
𝑏 log𝑀 , where 𝑀Bol is the absolute bolometric magnitude
and 𝑀 is the mass. Henry & McCarthy (1993) preferred
log𝑀 = 𝑎𝑀𝜉 + 𝑏 for infrared colours, where 𝑀𝜉 indi-
cates absolute magnitudes at the 𝐽, 𝐻, and 𝐾 bands, and
log𝑀 = 𝑎𝑀2

V + 𝑏𝑀V + 𝑐 for the 𝑉 band to express various
MLR with unknown coefficients 𝑎, 𝑏, and 𝑐 to be determined
by the data on various diagrams. The former relation in the
form 𝑀Bol = 𝑎 + 𝑏 log𝑀 could be justified to be named mass-
luminosity relation since 𝑀Bol of a star is directly related to its
luminosity, but a relation in the form log𝑀 = 𝑎𝑀𝜉 + 𝑏, is defi-
nitely not a mass-luminosity relation. Such relations should be
called mass-absolute brightness relations to avoid confusion.

The style of expressing 𝑉-band mass-absolute brightness re-
lation as second-degree polynomials covering masses 0.6 𝑀⊙
to 22.89 𝑀⊙ is continued by Xia & Fu (2010) who calibrated it
within two regions: one for 𝑀V < 1.05 mag (2.31 < 𝑀/𝑀⊙ <
22.89) and other for 𝑀V > 1.05 mag (0.60 < 𝑀/𝑀⊙ < 2.31)
using the dynamical masses and 𝑉-band absolute magnitudes
of 203 main-sequence stars, but the relation is still called MLR.
The accuracy of the predicted masses is estimated to be within
5%. The style of displaying mass (𝑀/𝑀⊙) versus absolute
magnitude data in which the absolute magnitudes are in the
visual and the 𝐾-bands is continued by Benedict et al. (2016)
for the low end of the main sequence (𝑀 < 0.6𝑀⊙) but in
different functional forms predicting masses as accurate as
±0.035𝑀⊙ in the region 𝑀 = 0.2𝑀⊙ . Similarly, both direct
(absolute magnitude for a given mass) and inverse (mass for a
given absolute magnitude) relations of Benedict et al. (2016)
are better known as empirical mass-brightness relations rather
than mass-luminosity relations. The empirical data of Benedict
et al. (2016) are also compared to the theoretical mass-absolute
brightness curves of age 1 Gyr of Baraffe et al. (2015) and
Dotter (2016). 𝐾-band data fit better than the 𝑉-band data.

Mass-Absolute visual magnitude [𝑀V − (log𝑚)], mass-
luminosity [log 𝐿 − (log𝑚)], mass-temperature [log𝑇eff −
(log𝑚)], and mass-radius [log 𝑅 − (log𝑚)] relations and cor-
responding inverse relations are calibrated for the intermediate-
mass stars in the mass range 1.4 < 𝑀/𝑀⊙ < 12 by Malkov
(2007) in forms of polynomials with empirically determined
coefficients from the fundamental parameters of stars collected
from DDEB and visual binaries. Similar empirical relations
were studied later from a wider perspective by Moya et al.
(2018) using a set of observational parameters 𝑀 , 𝑅, 𝑇eff , 𝑔
(surface gravity), 𝜌 (mass density), and [Fe/H] of 934 stars of
eclipsing binaries and single stars observed by asteroseismol-
ogy and interferometry where two thirds of the stars are on
the main sequence. A total of 576 linear combinations of 𝑇eff ,
𝐿, 𝑔, 𝜌, and [Fe/H] (and logarithms) were used as independent
variables to estimate 𝑀 and 𝑅, but Moya et al. (2018) presented
only 38 of them with regression statistics adj-𝑅2 higher than
0.85. Accuracy better than 10% was achieved in almost all cases
of 38 equations. The term “empirical relations” used by Moya
et al. (2018), and the names of relations given by Malkov (2007)
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are proper and consistent in comparison to the names used for
the mass predicting relations in the previous paragraph.

Using log 𝐿/𝐿⊙ , [Fe/H], and star age/age⊙ as free variables,
Gafeira et al. (2012) suggested three different equations so
that one can choose one according to the availability of data.
The simplest is first, which is a third-degree polynomial
without a constant term, having 𝑋 , where 𝑋 ≡ log 𝐿/𝐿⊙ . The
second equation adds [Fe/H] as a new variable in another
third-degree polynomial into the equation in addition to
the first. The third equation combines three third-degree
polynomials, where the third uses the relative age (age/age⊙)
of the star as a variable. With all the parameters, the third
relation looks like equation (2) given above by Torres et al.
(2010). That is, the part 𝑎1 + 𝑎2𝑋 + 𝑎3𝑋

2 + 𝑎4𝑋
3 is replaced

by 0.0219(±0.023) log 𝐿/𝐿⊙ + 0.063(±0.060) (log 𝐿/𝐿⊙)2 −
0.119(±0.112) (log 𝐿/𝐿⊙)3 while the part 𝑎7[Fe/H] is re-
placed by +0.079(±0.031) [Fe/H] − 0.122(±0.119) [Fe/H]2 −
0.145(±0.234) [Fe/H]3 at last the part +𝑎5 (log 𝑔)2 +
𝑎6 (log 𝑔)3 is replaced by +0.144(±0.062) (age/age⊙) −
0.224(±0.104) (age/age⊙)2 − 0.076(±0.045) (age/age⊙)3.
Adding age and metallicity improved the mass estimation
(15% to 5%) for FGK stars (Gafeira et al. 2012). However,
only the first equation could be called MLR, but not the other
two, which are better to be called mass-luminosity-metallicity
relation and mass-luminosity-metallicity-age equation, re-
spectively. Nevertheless, Fernandes et al. (2021) corrected
this by changing the name “the mass and radius-luminosity-
metallicity-age relations” in the new version, which was
calibrated by 56 stars with metallicity and mass in the ranges
−0.34 < [Fe/H] (dex) < 0.27 and 0.66 < 𝑀/𝑀⊙ < 1.8 from
the DEBCat catalogue1. The estimated accuracy in the new
version is 3.5% and 5.9% in predicting 𝑀 and 𝑅 of single
stars, respectively. Serenelli et al. (2021) commented: “Gafeira
et al. (2012) provided three relations for the stellar mass, but
only two of them can be easily applied”.

Serenelli et al. (2021) studied mass determination methods
from a wider perspective, including all existing techniques older
and newer; involving spectroscopy and/or photometry; theoret-
ical or observational and at last summarised them in a figure
(Figure 16 of Serenelli et al. 2021) where one can see their
applicable ranges of stellar mass as well as the accuracy and
precision of the predicted masses. Despite deceiving exam-
ples as summarised in the three paragraphs above, Moya et al.
(2018) were careful not to use the word “MLR” for naming
their “empirical relations”, which are established to estimate
𝑀 and 𝑅 only. While Fernandes et al. (2021) constantly called
their similar functions MLR and claimed: “for single nearby
Solar-type stars, the luminosity can be obtained observation-
ally, but not the mass”, opposing the fact that the luminosity
of a star is actually not an observable parameter because there
is no telescope/detector to observe at all wavelengths. Call-

1 https://www.astro.keele.ac.uk/jkt/debcat/

Figure 1. Mass ladder summarising the capacity of various methods
to obtain stellar masses (credit to Serenelli et al. 2021).

ing these 𝑀 or 𝑅 predicting relations ML/MR would be a
main source of confusion among readers. For example, “empir-
ical ML/MR relations” marked in Figure 16 of Serenelli et al.
(2021) at an accuracy/precision in between 10% and 15% for
stars 𝑀 < 2.5𝑀⊙ , wherein the caption “ML/MR for mass-
luminosity and mass-radius relations” is written clearly, could
be confusing to a careful reader.

This is because: Is it possible for Serenelli et al. (2021) using
ML/MR to indicate both the empirical relations of Moya et al.
(2018) and the classical mass-luminosity/mass-radius relations
(MLR/MRR) of Eker et al. (2018)? According to Figure 1 (Fig-
ure 16 of Serenelli et al. 2021) the answer would be “yes”
because the relations of Moya et al. (2018) are not marked as
“empirical relations” on the figure, and it is not possible to for-
get them because they cover one of the very important sections
of the review (Section 4.4), where the 𝑀 predicting relations
of other authors are summarised and compared to their coun-
terparts in Moya et al. (2018) (see Table 1). However, Serenelli
et al. (2021) declared “All the relations except two (those with
the largest number of dimensions) have precision better than
5%”. If the answer is "yes", then, another problem arises: “If
ML/MR in Figure 1 implies both classical MLR/MRR and the
new M/R predicting relations, why the precision for the ML/MR
is marked to be from 10% to 15% while M/R predicting rela-
tions are said to have precisions better than 5%?”.

It is possible that ML/MR in Figure 1 were actually marked
from 3% to 15%, but this region on the figure is shadowed by
various other methods of predicting stellar mass. Then another
conceptual problem comes out: Only similar quantities can be
compared. it is not right to compare the accuracy/precision
of the empirical relations of Moya et al. (2018), which are
solely devised for predicting masses of single stars, to the ac-
curacy/precision of the classical MLR, which is primarily de-
vised to establish as a statistical relation between typical masses
and luminosities of main-sequence stars. It is inconsistent and
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Table 1. Mass predicting empirical relations of other authors are compared with their counterparts in Moya et al. (2018) (credit to Serenelli
et al. 2021).

Ref. Relation Acc/Prec Ref. Corresponding relation Acc/Prec

T10 𝑀 = 𝑓 (𝑋, 𝑋2, 𝑋3, log2𝑔, log3𝑔, [Fe/H]) 7.4/52.9 M18 𝑀 = 𝑓 (𝑇eff , log𝑔, [Fe/H]) 7.5/3.4
G12 𝑀 = 𝑓 (log𝐿, log2𝐿, log3𝐿) 14.0/0.6 M18 log𝑀 = 𝑓 (log𝐿) 10.1/0.1
G12 𝑀 = 𝑓 (log𝐿, log2𝐿, log3𝐿, [Fe/H], [Fe/H]2, [Fe/H]3) 8.9/0.8 M18 log𝑀 = 𝑓 (log𝐿, [Fe/H]) 9.9/0.9
M07 𝑀 = 𝑓 (log𝐿, log2𝐿) 11.2/— M18 log𝑀 = 𝑓 (log𝐿) 10.08/0.13
E18 log𝐿 = 𝑓 (log𝑀) 33.3/6.9 M18 log𝐿 = 𝑓 (log𝑀) 31.9/0.6

References: T10 (Torres et al. 2010), G12 (Gafeira et al. 2012), M07 (Malkov 2007), E18 (Eker et al. 2018), M18 (Moya
et al. 2018).

meaningless to compare E18 with M18 in Table 9 of Serenelli
et al. (2021) (see Table 1). Similarly, it is scientifically in-
consistent if empirical ML/MR in Figure 1 indicates classical
MLR/MRR as well, rather than the empirical relations of Moya
et al. (2018). This is because Eker et al. (2018) declared: “(clas-
sical) MRR and MTR functions, as well as the MLR functions,
are needed by the astronomical community for practical pur-
poses. These include the need to be able to estimate a typical
luminosity, radius, and 𝑇eff for main-sequence stars of a given
mass”. Which is definitely different from the purpose of pre-
dicting 𝑀 or 𝑅 of single stars all over the H-R diagram?

After having 𝑀 and 𝑅 predicting relations, further calcula-
tions are required for a meaningful comparison. First, calculate
𝑀 , 𝑅, and then 𝐿 (if not used as input variable) for main-
sequence stars only. Then, plot log𝑀 − log 𝐿 and log𝑀 − log 𝑅
diagrams and fit the preferred functions (ML or MR) using the
least squares method. Finally, ML/MR becomes comparable to
MLR/MRR of Eker et al. (2018). Why bother doing that, if
there are many reliable direct methods of obtaining 𝑀 , 𝑅, and
𝐿 of main-sequence stars within accuracy 1% and a few % re-
spectfully from radial velocity and light curves of DDEB stars,
which are marked in the bottom of Figure 1 covering the full
ranges of stellar masses. Thus, ML/MR is incompatible with
classical MLR/MRR (Figure 1).

2.1.3. Recognition of statistical MLRs
The classical form of MLR (𝐿 ∝ 𝑀𝛼) appreciated by Cester
et al. (1983), Griffiths et al. (1988), Karetnikov (1991) and
Demircan & Kahraman (1991) before the break initiated by
Andersen (1991). This classical form continued by Ibanoǧlu
et al. (2006) when comparing mass-luminosity relations for
detached and semidetached Algols despite Andersen (1991)’s
exclamation. The most recent examples are by Eker et al. (2015,
2018). The classical or any other form reducible to the classical
(𝐿 ∝ 𝑀𝛼) has the advantage of being easy to interpret with a
value given to the power of 𝑀 , which is known to change by the
energy generation rate per star mass at the cores of stars. Thus,
the derivative of MLR function (𝑑𝐿/𝑑𝑀), the inclination of a
line, on the log𝑀 − log 𝐿 diagram is the value of alpha. On the
other hand, the real advantage is not only that it works in both
directions (𝑀 from 𝐿, or 𝐿 from𝑀), but also because it permits

one to relate typical masses and luminosities of main-sequence
stars in general.

Obviously, the statistically determined relationship between
𝑀 and 𝐿 for the main-sequence stars is not true for a single star.
This is because 𝐿, 𝑅, and 𝑇eff of a star change with time, while
𝑀 of the star stays constant (an evolutionary effect) because
mass loss of main-sequence stars (especially for the ones cooler
than B spectral types) is too small; thus, mass loss is usually
ignored (Daszyńska-Daszkiewicz & Miszuda 2019; Bressan
et al. 2012). Moreover, there is a metallicity effect that also
changes 𝐿, 𝑅, and 𝑇eff slightly, therefore, stellar structure and
evolution models use chemical composition and 𝑀 as the two
basic free parameters for computing 𝐿, 𝑅, and𝑇eff , which stands
for the output of an internal structure model to be confirmed
externally. Finally, it can be concluded that any kind of relation
between 𝑀 and 𝐿 of a single star cannot easily be deduced from
evolutionary tracks or isochrones. However, the distribution of
available stellar luminosities on H-R diagrams or on log𝑀 −
log 𝐿 diagrams clearly shows that there must exist, at least
a statistical, one-to-one relation between a typical mass and
typical luminosity of main-sequence stars. However, if 𝐿 and
𝑀 were totally independent, identification of main-sequence
stars on the H-R diagram would not be possible. In fact, the
main-sequence stars were first recognised just according to their
extraordinary positional appearance, even on very primitive
H-R diagrams. Because of their distinct positions, they were
named main-sequence stars, which are still actively used. After
all, it is obvious to everyone now that as soon as main-sequence
luminosities are placed on a log𝑀−log 𝐿 diagram, a one-to-one
relation between 𝑀 and 𝐿 shows itself clearly with high-level
statistical significance.

What has actually happened so far is that; the statistical re-
lation between stellar 𝑀 and 𝐿 for main-sequence stars is so
strong and obvious that it was discovered even before the stel-
lar structure and evolution theory was fully established. That
was the first reason why it had been evaluated as one of the
fundamental secrets of the cosmos, similar to the H-R diagram
itself (why are stars not distributed evenly on the surface of
the H-R diagram but mostly gathered on the main sequence?).
The second reason was that the observational accuracy of those
early years of astrophysics was not sufficient to distinguish it as
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a statistical relation; therefore, it was treated as a fundamental
relation even though some serious objections mentioned above
have occurred. Nevertheless, no one has yet clearly declared
that MLR is just a statistical relation.

Andersen (1991) totally rejected the existence of a real re-
lation between 𝑀 and 𝐿 of the main-sequence stars because,
according to him, a unique relation (like a Planck law, keeping
𝑇eff constant, the deviations from the Planck curve are only due
to random errors of observed intensities) does not exist since
deviations from a fitting curve (MLR) is not just only due to
random observational errors of 𝐿 and 𝑀 , but also due to chem-
ical composition and age differences. Eker et al. (2015, 2018)
defended the existence of an MLR relation by claiming that any
sample of data could be expressed by a unique relation because
a unique fit of a curve on sample data is guaranteed by the least
squares method.

However, this defence occurred intuitively because the dis-
tinction between MLR as a fundamental or statistical relation
was not yet fully established. Even Eker et al. (2015) said “One
of the fundamental secrets of the cosmos, the famous stellar
mass–luminosity relation (MLR), was discovered empirically
...”. Only later, Eker et al. (2018) declared “The main-sequence
MLR is one of the fundamentally confirmed and universally
recognised astronomical relations”.

How to solve non-uniqueness problems attributed to the light
curves of spotted stars, which is a type of problem Andersen
(1991) pointed out against MLR, was discussed first by Eker
(1999). The same principles adopted by Eker et al. (2018)
for defending the uniqueness of MLR, MRR, and MTR func-
tions from the most accurate masses and luminosities of 509
main-sequence stars as the components of DDEB in the Solar
neighbourhood of the Milky Way. There could be three types
of non-uniqueness problems. According to Eker et al. (2018),
there is no non-uniqueness problem of type I because the pre-
ferred function expressing MLR is a power law (𝐿 ∝ 𝑀𝛼).
There should not be a non-uniqueness problem of type II also
because there exist many methods like the least squares for one
to achieve a unique fit and determine its coefficients uniquely.
Finally, the problem of type III does not exist either because
the parameter space of MLR is so simple that there is always
one correlation between 𝐿 and 𝑀 , that is, there is only one 𝐿
value for a given 𝑀 and vice versa in the case of inverse MLR.
The most general approach to non-uniqueness problems was
recently applied to main sequence BC-𝑇eff relations by Eker
et al. (2021b) when discussing the chronic zero-point problems
of the BC scale, which is important for obtaining accurate 𝐿 of
single stars from apparent magnitudes if distances are known.

Apparently, there is no non-uniqueness problem associated
with classical MLR, but one may still run into problems of ob-
taining accurate 𝐿 from a given 𝑀 or vice versa. Such problems
are inevitable because classical MLR is not devised solely for
obtaining accurate 𝐿 from an accurate 𝑀 or vice versa. The
main obstacle for obtaining accurate 𝑀 of a single star from
its 𝐿 using classical MLR is not because of the absence of a

unique function (Andersen 1991), but because of the degen-
eracy induced by stellar structure and evolution theory (Eker
et al. 2018). This is because, theoretically, there are an infinite
number of 𝐿 values for a main-sequence star of given 𝑀 de-
pending on its chemical composition and age. Thus, varying
chemical composition and ages are not necessary to cause non-
uniqueness to an existing MLR. On the contrary, the chemical
composition and age of a star break inferred degeneracy to ob-
tain accurate 𝐿, 𝑀 , and 𝑅, which appear on classical MLR and
MRR functions as only variables. Therefore, one must conduct
further investigation on evolutionary tracks. Knowing the mass
and chemical composition of a star, the correct track will be
chosen. By knowing the age, both 𝐿 and 𝑅 will be read on the
track. If the age is not known, then either 𝐿 or 𝑅must be known
to read the age of the star on the track. Stellar structure and
evolution theory is useful for determining the accurate mass
of a single star from its accurately determined [Fe/H] and 𝐿,
where the value of 𝑅 could also be obtained if 𝑇eff of the star is
known accurately.

Without distinguishing them from a fundamental relation,
Eker et al. (2015) calibrated four linear MLR functions covering
the mass range 0.38 < 𝑀/𝑀⊙ < 32, using masses and lumi-
nosities of 268 main-sequence stars selected from 514 stars as
the components of 257 DDEB from the catalogue of Eker et al.
(2014). Three distinct break points separating the four distinct
mass domains on a log𝑀− log(𝐿/𝑀) diagram were identified.
The mass domains were named as low mass (0.38 < 𝑀/𝑀⊙ ≤
1.05), intermediate mass (1.05 < 𝑀/𝑀⊙ ≤ 2.4), high mass
(2.4 < 𝑀/𝑀⊙ ≤ 7), and very high mass (7 < 𝑀/𝑀⊙ ≤ 32).
The linear MLRs of the four mass domains were compared to
linear and quadratic MLR of the full range 0.38 < 𝑀/𝑀⊙ < 32
and the four-piece linear MLRs were found to best represent the
data on a log𝑀 − log 𝐿 diagram. The break points separating
the mass domains were interpreted as abrupt changes in the
power of 𝑀 , most probably due to changes in the type of effi-
cient nuclear reaction operating in the cores of main-sequence
stars.

The statistical nature of MLR was sensed but not fully
grasped yet by Eker et al. (2018). The referees were against
calibrating new MLRs, which are useless in predicting 𝑀 and
𝑅 of single stars. The new trend in determining MLRs was to
use them to obtain 𝑀 and 𝑅 of single stars, as done by Ander-
sen (1991), Henry (2004), Malkov (2007), Torres et al. (2010),
and Gafeira et al. (2012). Therefore, the justifications for re-
calibrating them again after only three years were explained
by Eker et al. (2018) as: There are two tables in the handbook
of astronomers, commonly known as “Allen’s Astrophysical
Quantities” (Cox 2000). The first of the two tables lists cali-
bration of MK spectral types with seven columns spectral type,
𝑀 (𝑉), 𝐵 − 𝑉 , 𝑈 − 𝐵, 𝑉 − 𝑅, 𝑅 − 𝐼, 𝑇eff and BC (Table 15.7
on page 388). The second table with six columns spectral type,
mass, radii, surface gravity, mean mass density, and rotational
speed (Table 15.8 on page 389) is actually at continuation of the
first table. The columns of the two tables were thus connected
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by spectral types. The second table has a notification mark to
say “columns containing uncertain values”, which actually in-
dicates statistically determined typical masses, radii, surface
gravity, and mean mass for a given spectral type. The rationale
of the new paper was obvious that interrelated MLR, MRR,
and MTR would be very useful in supplying reliable statistical
information to the astronomical community.

After three years, Eker et al. (2018), this time, calibrated a
six-piece MLR covering the mass range 0.179 < 𝑀/𝑀⊙ < 31,
using 509 main-sequence stars selected from 639 stars as the
components of 318 pairs (DDEB) and one detached spectro-
scopic triple. One should not be surprised by the higher increas-
ing rate of the calibrating stars, which appears to be 90% while
the number of newly added DDEB binaries is only 24%. This is
because stars with less accurate 𝑀 and 𝑅 up to 15% were used
in the calibrations rather than up to 3% as in the previous study.
Thus, Eker et al. (2018) concluded that it is not always good to
eliminate less accurate data for a better study because it may
mean loss of information rather than gain. Lowering the limit-
ing relative accuracy to 15% was a significant contribution to
extending the low mass limit down to 0.179𝑀⊙ from 0.38𝑀⊙
and discovery of two more break points on the log𝑀 − log 𝐿
diagram. That is, adding new DDEB stars (24%) to the list was
not as effective as lowering the limiting accuracy.

The distribution of the luminosities of 509 main-sequence
stars on a log𝑀 − log 𝐿 diagram is shown in Figure 2, where
the vertical lines mark the positions of the break points. Be-
tween the break points, there is a linear MLR luminosity of that
domain; thus, there exists a six-piece MLR to cover the full
range 0.179 < 𝑀/𝑀⊙ ≤ 31. A six-degree polynomial, shown
by a blue dotted line to fit the full range, was found producing
a best fit better than the higher and the lower degree polyno-
mials to explain the full range data by a single function. It is
obvious in Figure 2 that the six-piece MLRs are even better
at representing stellar luminosity than any polynomial of any
degree.

The six-mass domains, which are named ultra-low mass
(0.179 < 𝑀/𝑀⊙ ≤ 0.45), very-low mass (0.45 < 𝑀/𝑀⊙ ≤
0.72), low mass (0.72 < 𝑀/𝑀⊙ < 1.05), intermediate mass
(1.05 < 𝑀/𝑀⊙ ≤ 2.4), high mass (2.4 < 𝑀/𝑀⊙ ≤ 7), and
very-high mass (7 < 𝑀/𝑀⊙ ≤ 31), and their best fitting MLR
functions are shown in Figure 3, where they were also com-
pared to a single MLR function of sixth degree covering the
entire mass range 0.179 < 𝑀/𝑀⊙ ≤ 31. Analytical expres-
sions and statistical parameters 𝑁 (number of stars in the do-
main), 𝑅2 (correlation coefficient), 𝜎 (standard deviation), and
𝛼 (the power of 𝑀) as the inclination of a linear MLR on a
log𝑀 − log 𝐿 diagram are listed in Table 2.

2.2. Revisiting MRR
Although it appears to be natural to sense a relation between 𝑀
and 𝑅 of main-sequence stars immediately after the discovery
of MLR by Hertzsprung (1923) and Russell et al. (1923), the

empirical MRR of main-sequence stars did not appear in the lit-
erature for another one and a half decades. Kuiper (1938), who
was suspicious about MLR being one of the fundamental rela-
tions, also plotted a log𝑀 − log 𝑅 diagram but did not discuss
it. Only after mid of the 20th century, the studies discussing
empirical stellar mass-radius relation (MRR) begin to appear
in the literature (McCrea 1950; Plaut 1953; Huang & Struve
1956; Lacy 1977, 1979; Kopal 1978; Patterson 1984; Gimenez
& Zamorano 1985; Harmanec 1988; Demircan & Kahraman
1991).

If 𝑀 and 𝐿 are related, why not 𝑀 and 𝑅, since 𝐿 is already
known to be related to the square of 𝑅 according to the Stefan-
Boltzmann law? The main obstacle seems to be the difficulty of
accessing reliable stellar radii. McCrea (1950) appears to be one
of the first founders of the idea for two reasons: i) Using the light
curve solutions of eclipsing binaries, not necessarily all being
detached, that is, including W UMa binaries too, Plaut (1953)
has drawn a diagram in the manner proposed by McCrea (1950).
ii) Readers were referred to McCrea (1950) for theoretical in-
terpretation of the relation in the form log(𝑀/𝑅) = 𝑎+𝑏 log𝑀
suggested by Plaut (1953). Using the parameters of 30 systems
with both components on the main sequence chosen from 130
eclipsing binaries of all kinds compiled by Plaut (1953), the co-
efficients of the relation were rectified as 𝑎 = −0.058 ± 0.026,
𝑏 = 0.335 ± 0.29 with a dispersion of ±0.11 according to the
least squares.

The masses and radii of the eclipsing stars compiled by Plaut
(1953) had been studied by Huang & Struve (1956), who plotted
them on two separate spectral type-log 𝑅 diagrams, on which
both components are smaller, thus not touching, both compo-
nents are touching, primary is touching but secondary is not,
and the secondary is touching but the primary is not touching.
The inner contact surfaces were marked by special symbols for
each. The two separate diagrams made Huang & Struve (1956)
believe that the sub-giant components in such systems could
have evolved from early main-sequence stars.

Empirical MRR in the form log 𝑅(𝑀) = 8.495 −
0.2𝑀Bol (𝑀) − 2 log𝑇eff (𝑀) suggested by Hoxie (1973) for the
low mass stars (𝑀 < 1𝑀⊙) in the Solar neighbourhood. Com-
paring this MRR with low-mass model calculations of stellar
𝑅, Hoxie (1973) announced a discordance implying that theo-
retical radii are 30% or smaller than the observationally derived
radii in the mass-radius plane for stars of mass less than 0.5𝑀⊙ .
Subsequently, a method for estimating 𝑅 of nearby stars was
declared by Lacy (1977). Based on the Barnes-Evans relation
and free of assumptions of spectral types, luminosity class, ef-
fective temperature, or bolometric correction, this method is
applied to nearby single and double stars with accurate paral-
laxes and 𝑉 − 𝑅 photometry. The double stars (visual binaries)
were useful to supply components 𝑀 and 𝑅, where 𝑅 needed
to be compared with predicted 𝑅 by the new method with
Barnes-Evans relation. Additional comparison was also possi-
ble to Lacy (1977) using 𝑅 from non-contact eclipsing binaries
with well-determined dimensions selected from Batten (1967)
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Figure 2. The dotted (blue) line is a sixth-degree polynomial, the solid (red) lines are classical MLRs, and the vertical lines are the break points
separating the mass domains where the linear lines were fitted (credit to Eker et al. 2018).

Figure 3. Mass domains and classical MLRs representing stellar masses and luminosities in each domain. 6th-degree polynomial representing
all data (same as the dotted blue line in Figure 2) is not as successful as linear MLRs in low-mass domains (𝑀 < 1.05) and very high-mass
domain (𝑀 > 7). Data accuracy is: (o) very accurate < 3%, (+) accurate (3-6%), and (×) less accurate (6-15%) (credit to Eker et al. 2018).
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Table 2. Classical MLRs for main-sequence stars in various mass domains (credit to Eker et al. 2018).

Domain 𝑁 Mass Range Classical MLR 𝑅2 𝜎 𝛼

Ultra low mass 22 0.179 < 𝑀/𝑀⊙ ≤ 0.45 log 𝐿 = 2.028(135) × log𝑀 − 0.976(070) 0.919 0.076 2.028
Very low mass 35 0.45 < 𝑀/𝑀⊙ ≤ 0.72 log 𝐿 = 4.572(319) × log𝑀 − 0.102(076) 0.857 0.109 4.572
Low mass 53 0.72 < 𝑀/𝑀⊙ ≤ 1.05 log 𝐿 = 5.743(413) × log𝑀 − 0.007(026) 0.787 0.129 5.743
Intermediate mass 275 1.05 < 𝑀/𝑀⊙ ≤ 2.40 log 𝐿 = 4.329(087) × log𝑀 + 0.010(019) 0.901 0.140 4.329
High mass 80 2.4 < 𝑀/𝑀⊙ ≤ 7 log 𝐿 = 3.967(143) × log𝑀 + 0.093(083) 0.907 0.165 3.967
Very high mass 44 7 < 𝑀/𝑀⊙ ≤ 31 log 𝐿 = 2.865(155) × log𝑀 + 1.105(176) 0.888 0.152 2.865

and Koch et al. (1970). Having a sufficient number of accurate
masses and radii (both 5% or better) from the visual systems
and non-contact eclipsing binaries, Lacy (1977) was also able
to produce the most reliable log𝑀−log 𝑅 diagram so far, where
the empirical relation of Hoxie (1973) was plotted with a special
symbol different from the symbols of visual binaries, eclipsing
systems that have undergone mass exchange and without any
mass exchange.

Therefore, Lacy (1977) suggested log 𝑅 = 0.640 log𝑀 +
0.011 for the region 0.12 ≤ log𝑀 ≤ 1.30 and log 𝑅 =

0.917 log𝑀 − 0.020 for the region −1.00 ≤ log𝑀 ≤ 1.30
as two MRR functions to indicate the zero-age main sequence
(ZAMS), where 𝑅 and 𝑀 are in Solar units. Lacy (1977) inter-
preted the break point as a signal crossing over from the region
of the p-p chain to the C-N-O cycle. The terminal age main
sequence (TAMS) line was deduced from the models of Iben
(1967) and Paczyński (1970) marked on the log𝑀 − log 𝑅 as a
dashed line, while ZAMS is shown by a continuous line with a
break at 1.3 ± 1𝑀⊙ . Theory and observation were found to be
in good agreement for stars 𝑀 ≳ 1𝑀⊙ , but the models of 𝑀
dwarfs having 25% smaller radii than real stars. Another line of
development used the Catalogue of the Elements of Eclipsing
Binaries (Kopal & Shapley 1956), where Kopal (1959) obtained
a good statistical definition of the MRR. He found a linear re-
lation, in logarithmic scales, for the values of individual stars
irrespective of being primary or secondary, but the slope is
different for massive and less massive stars with a transition
at ∼ 2𝑀⊙ (Kopal & Shapley 1956; Kopal 1978). Popovici &
Dumitrescu (1974), who compiled data from Kopal & Shap-
ley (1956) and Svetchnikoff (1969)2, were mainly interested
in the radius-luminosity diagram. Five mean empirical mass-
radius relations had been constructed by Habets & Heintze
(1981). The number of MRR is five because it is calibrated
not only for main-sequence stars but also for luminosity class
IV (subgiants), III (giants), 𝑉⊙ (ZAMS) and 𝐸𝑉⊙ (EZAMS)
using visual and eclipsing binaries which are at the same time
double-lined spectroscopic systems collected by themselves.
Patterson (1984) was unsatisfied by the MRRs suggested be-
fore him, thus he proposed the empirical ZAMS mass-radius
relation in the form 𝑅 = 𝛼𝑀𝛽 , where 𝑀 and 𝑅 in Solar units

2 Catalog Orbitalnii Elementov, Mass i Svetimostii Tesnii Dvornik Svezd,
Sverdlovsk

and 𝛼 = 1, 𝛽 = 0.88 ± 0.02 for the region 0.1 ≤ 𝑀/𝑀⊙ ≤ 0.8
and 𝛼 = 0.98, 𝛽 = 1.00 for the region 0.8 ≤ 𝑀/𝑀⊙ ≤ 1.4
by a quotation “poorly defined for 𝑀 ≤ 0.4𝑀⊙” for himself to
apply it to cataclysmic variables. Gimenez & Zamorano (1985)
preferred using the Catalogue of Stellar Masses and Radii pub-
lished by Popper (1980) for studying the classical MRR on
log𝑀 − log 𝑅 diagram. Using reliable 𝑀 and 𝑅 from OB and
B6-M detached eclipsing and visual binaries and resolved spec-
troscopic binaries, Gimenez & Zamorano (1985) determined
𝑎 = 0.041 ± 0.011 and 𝑏 = 0.749 ± 0.011 for an MRR in the
form log 𝑅 = 𝑎 + 𝑏 log𝑀 with a correlation coefficient 0.96.

It must be noted that Lacy (1977, 1979), Gimenez &
Zamorano (1985) and Demircan & Kahraman (1991) presented
their log𝑀 − log 𝑅 diagrams without fitting an MRR function
to the data, but with a ZAMS line as the lower limit and a
TAMS line as the upper limit of main-sequence stars, which
are estimated with the help of theoretical stellar structure and
evolution models. The most recent example is by Eker et al.
(2018) is shown in Figure 4, where it is clear that the statistical
MRR does not appear as strong as the classical MLR expressed
on log𝑀 − log 𝐿 diagram (Figure 3). Considering the differ-
ence in data distribution on both diagrams log𝑀 − log 𝐿 and
log𝑀− log 𝑅, it is not difficult to understand why log𝑀− log 𝑅
diagram is presented without a fitting curve like Figure 3.

Because of the very large scatter caused by the evolution of
stars 𝑀 ≳ 1.3𝑀⊙ (log𝑀 > 0.15), data of main-sequence stars
on a log𝑀 − log 𝑅 diagram are not suitable for expression by
a function or a curve. Obviously, plotting a ZAMS MLR on
a log𝑀 − log 𝑅 diagram permits one to see the evolution of
stellar radii for main-sequence stars 𝑀 ≳ 1.3𝑀⊙ .

Despite its hassle-free appearance and tight and narrow dis-
tribution of stellar 𝐿 on a log𝑀 − log 𝐿 diagram for the full
mass range of main-sequence stars, different forms of MLR
functions causing confusion were suggested, calibrated, and
shown together with the data. Looking at the already suggested
main sequence MLR and MRR functions so far, one should see
another noticeable difference. Contrary to the different forms of
MLR suggested by different study groups, the main sequence
MRR in the form log 𝑅 = 𝑎 + 𝑏 log𝑀 were common. The form
𝑅 ∝ 𝑀𝛽 suggest by Patterson (1984), Demircan & Kahraman
(1991) and Karetnikov (1991), appears different, but it is not.
The same form of function is expressed once in logarithmic
form, while the other is a power law.
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Figure 4. Main sequence mass-radius diagram of DDEB stars. ZAMS
and TAMS lines are from the PARSEC models of Bressan et al. (2012)
(credit to Eker et al. 2018). The vertical line is a division at𝑀 = 1.5𝑀⊙
(log𝑀 = 0.176).

Despite such obvious differences (appearance on a diagram,
formal expression), similarities between MLR and MRR stud-
ies also exist. Andersen (1991)’s exclamation against classical
MLR also affected MRR studies; thus, modern MRR also ap-
pears to have deviated from the main path. Older MRR studies
aimed to calibrate an MRR relation for two practical purposes:
i) to get an answer to the question: how mean (or typical) 𝑀 and
𝑅 of main-sequence stars are related? ii) to estimate 𝑅 of a star
for a given 𝑀 , or vice versa. The former is useful for making
models that require mean 𝑀 and 𝑅, and the latter is useful for
guessing the 𝑅 of a star from its 𝑀 , or vice versa. Models using
mean 𝑀 and 𝑅 as well as mean 𝐿, have a larger application
area not only in stellar astrophysics but also in Galactic and
extra-galactic studies.

The exclamation of Andersen (1991), unfortunately, caused
the first aim to be neglected. As explained above, in the new
trend of calibrating MLR, there is only one aim: to obtain the
most accurate 𝑀 and 𝑅 together from the other observed pa-
rameters of the star. Thus, Malkov (2007), Torres et al. (2010),
Moya et al. (2018), and Fernandes et al. (2021) have not only
calibrated a single relation for predicting 𝑅 of a single star but
also at least one more relation useful to deliver 𝑀 of the same
star. Thus, the new trend of MRR cannot be considered inde-
pendent of the new trend of MLR appearing after Andersen
(1991).

2.3. Revisiting MTR
If 𝑀 and 𝐿 are related, why not 𝑀 and 𝑇eff since 𝐿 is known
to be equal to the surface area times the surface flux, where the
flux is proportional to the fourth power of the effective tem-
perature. A relation even stronger than mass-radius is expected
because the power of 𝑇eff is two times greater than the power
of 𝑅 in the Stefan-Boltzmann law. Its calibration and usage

also appear easier than the calibration and usage of the MRR
relation. Regardless, except for the spectral type-effective tem-
perature (horizontal axis of the H-R diagram) relationship, it
took almost sixty years for a MTR to appear in the literature.

First empirical mass-𝑇eff relation is studied by Habets &
Heintze (1981) and shown on a log𝑀−log𝑇eff diagram for main
sequence-stars after studying newly calibrated mass-spectral
type and spectral type-𝑇eff relations from the main-sequence
components of eclipsing binaries.The empirical relation was
shown together with two theoretical mass-𝑇eff relations of
Stothers (1974, for a metallicity 𝑍 = 0.02 with 𝑌 = 0.49 and
0.25) and the one by Demarque & Gisler (1975, for 𝑍 = 0.02
and 𝑌 = 0.25). The form of the relation was not given. Karet-
nikov (1991) later determined coefficients of mass-𝑇eff relation
in the form log𝑇eff = 𝑎 + 𝑏 log𝑀 for six different types of
eclipsing systems using absolute parameters of 303 eclipsing
binaries of different types with varying and constant orbital
periods without showing them on diagrams. The relations were
determined for primaries and secondaries separately; thus, co-
efficients of 24 relations were determined and listed without
showing them on log𝑀 − log𝑇eff diagrams.

Apparently, MTR relation had also been affected by Andersen
(1991)’s objection to MLR because Malkov (2007) announced
a direct [log𝑇eff − (log𝑀)] and an inverse [log𝑀 − (log𝑇eff ) ]
mass-effective temperature relations together with his 𝑀 and 𝑅
predicting relations and their inverse functions. Like log𝑀 −
log 𝐿 diagram without a fitting curve, his 𝑀 versus log𝑇eff
diagram is too presented without a fitting curve. Being not
interested in calibrating an MTR, Moya et al. (2018), on the
other hand, used𝑇eff as one of the free parameters for predicting
𝑀 and 𝑅 of single stars. Moya et al. (2018), calibrated 38
relations: 18 for 𝑀 and 20 for 𝑅. This is very much similar to
Torres et al. (2010) who suggested only two relations using𝑇eff ,
log 𝑔 and [Fe/H] as free parameters, one for obtaining 𝑀 one
for obtaining 𝑅, to replace classical MLR claimed inadequate to
provide stellar𝑀 by two reasons: i) It is a mean relation, thus𝑀
from 𝐿 is very inaccurate. ii) Scatter on log𝑀 − log 𝐿 diagram
is not only due to random observational errors of 𝑀 and 𝐿 but
also due to stellar age and chemical composition differences.
As if, a reliable (or true) MLR function must contain all the
parameters that introduce scattering. Such an MLR function,
however, cannot be drawn on a log𝑀 − log 𝐿 diagram.

On the other hand, following the old tradition of looking for
mean relations for MRR and MTR, Eker et al. (2015) have com-
pared 𝐿, 𝑅, and𝑇eff distributions on log𝑀−log 𝐿, log𝑀−log 𝑅
and log𝑀 − log𝑇eff diagrams. The first comparison between
log𝑀 − log 𝐿, log𝑀 − log 𝑅 has been commented as: “the ap-
pearance of data on the log𝑀 − log 𝑅 diagram is very different
from the appearance on the log𝑀 − log 𝐿 diagram (compare
Figures 2 and 4), which rather looks like a band of data ex-
pressible by a function; however, with a very narrow distribu-
tion of radii for masses 𝑀 < 1𝑀⊙ and a broad band of radii
for stars with 𝑀 > 1𝑀⊙ , a single function to express a MRR
would be odd and meaningless”. Then, a comparison between
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log𝑀 − log 𝑅, log𝑀 − log𝑇eff were commented as: “the tem-
perature evolution within the main-sequence band is not that
obvious on the 𝑀 − 𝑇eff diagram. At first glance, it resembles
the MLR”. It is indeed not like MRR, where the main-sequence
evolution of 𝑅 is obvious for 𝑀 > 1𝑀⊙ (compare Figures 2,
4, and 5).

Despite the distribution of data on log𝑀 − log𝑇eff diagram
(Figure 5) resembles the distribution of data on log𝑀 − log 𝐿
diagram, Eker et al. (2015) preferred not to calibrate a mean
MTR because it would have been odd or inappropriate to oppose
literature where MLR and MRR are many, but MTR is almost
absent. Later, Eker et al. (2018) noted: “Stefan–Boltzmann law
clearly indicates that stellar luminosity are related to stellar radii
and effective temperatures. Having empirically determined the
MLR and MRR available, one is not free to determine another
independent mass–effective temperature relation (MTR)”. The
three independently calibrated MLR, MRR, and MTR functions
are not guaranteed to give consistent 𝐿, 𝑅, and 𝑇eff for a given
𝑀 . The solution to the problem is given in the next subsection.

2.4. Revisiting interrelated MLR, MRR, and MTR
It has been noticed that the distribution of 𝑅 on the log𝑀−log 𝑅
diagram (Figure 4) on the left of the vertical line (𝑀 ≤ 1.5𝑀⊙)
is smooth and tight, that is, it is expressible by a simple function,
which is to be called MRR. However, in the high mass region
𝑀 > 1.5𝑀⊙ due to faster evolution, 𝑅 values are scattered
very much, and thus, its band-like appearance does not seem
expressible by a curve of a function.

Despite its overall appearance resembling an MLR, the 𝑇eff
distribution on the log𝑀 − log𝑇eff diagram shows almost op-
posite characteristics when choosing the same mass domain
to calibrate an MTR. One can easily notice that the low-mass
region 𝑀 ≤ 1.5𝑀⊙ (left of the vertical line) in Figure 5 has
a tight but wavy distribution, which is rather not possible to
fit a simple function. On the contrary, one can easily spot the
domain of high-mass stars 𝑀 > 1.5𝑀⊙ (right of the vertical
line) in Figure 5 with a sufficiently tight but smoothly vary-
ing distribution, which is easily expressed by a function called
MTR.

Having six linear MLRs already calibrated (Table 2, Fig-
ures 2 and 3) for the main-sequence stars in the full range of
observed stellar masses, probable inconsistencies among the
mean 𝐿, 𝑅, and 𝑇eff values for a given 𝑀 will be eliminated if
the MRR was calibrated for the low-mass region 𝑀 ≤ 1.5𝑀⊙
only and the MTR was calibrated for the high-mass region
𝑀 > 1.5𝑀⊙ only. This is because the vertical line is a di-
mensionless border between the low- and high-mass regions in
both 𝑅 and 𝑇eff distributions as shown in Figures 4 and 5. Oth-
erwise, with independently calibrated MLR, MRR, and MTR
functions, we obtain a mean luminosity (⟨𝐿⟩), a mean radius
(⟨𝑅⟩), and a mean effective temperature (⟨𝑇eff⟩) for a given
𝑀 . No one would know which of the three mean values are
wrong because the mean ⟨𝐿⟩ will not be equal to the mean

Figure 5. Main sequence mass-effective temperature diagram of
DDEB stars (credit to Eker et al. 2018). The vertical line is a di-
vision at 𝑀 = 1.5𝑀⊙ (log𝑀 = 0.176).

surface area ⟨4𝜋𝑅2⟩ = 4𝜋(⟨𝑅2⟩) multiplied by the mean sur-
face flux ⟨𝜎𝑇4⟩ = 𝜎(⟨𝑇4

eff⟩) for a typical main-sequence star of
given 𝑀 . Choosing the most eligible regions on log𝑀 − log 𝑅
and log𝑀 − log𝑇eff diagrams as compensating mass domains
for covering the full mass range, not only removes a proba-
ble inconsistency but also guarantees the most trustable MLR
and MRR for the low-mass stars (𝑀 ≤ 1.5𝑀⊙) and the most
trustable MLR and MTR for the high-mass stars (𝑀 > 1.5𝑀⊙).
Then, one could calculate consistent ⟨𝐿⟩, ⟨𝑅⟩ and ⟨𝑇eff⟩ for the
full range of main-sequence stars, which occurs in two steps
for both mass domains. For low-mass stars: i) Use MLR and
MRR to calculate ⟨𝐿⟩ and ⟨𝑅⟩ for a given mass, ii) use Stefan-
Boltzmann law to calculate ⟨𝑇eff⟩ for the same mass from its
already computed ⟨𝐿⟩ and ⟨𝑅⟩. For high-mass stars: i) Use
MLR and MTR to calculate ⟨𝐿⟩ and ⟨𝑇eff⟩ for a given mass, ii)
use Stefan-Boltzmann law to calculate ⟨𝑅⟩ for the same mass
from its already computed ⟨𝐿⟩ and ⟨𝑇eff⟩.

Utilising the least squares, Eker et al. (2018) determined an
empirical MRR directly from 𝑀 and 𝑅 of 233 main-sequence
stars for low-mass stars within range 0.179 ≤ 𝑀/𝑀⊙ ≤ 1.5,
and an empirical MTR from log𝑀 and log𝑇eff of 276 main-
sequence stars for high-mass stars within range 1.5 < 𝑀/𝑀⊙ ≤
31. Because the table giving the empirical MRR and MTR by
Eker et al. (2018) has misprints, the open forms of the functions,
correlation coefficients (𝑅2), and standard deviations (𝜎) from
Eker et al. (2021a) are given here. The empirical MRR in the
form of a quadratic equation, where 𝑅 and 𝑀 are Solar units,
is:
𝑅 = 0.438(0.098) × 𝑀2 + 0.479(0.180) × 𝑀 + 0.137(0.075), (3)

has 𝑅2 = 0.867 and 𝜎 = 0.176. The empirical MRR in the
form of a quadratic equation, where 𝑇eff and 𝑀 are the Kelvin
and Solar units, is:

log𝑇eff = −0.170(0.026) × (log𝑀)2 + 0.888(0.037) × log𝑀 (4)
+3.671(0.010),

has 𝑅2 = 0.961 and 𝜎 = 0.042.
The empirical MRR and MTR by Eker et al. (2018) are
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Figure 6. Empirical MRR and MTR calibrated from 509 main-
sequence stars for the mass ranges 0.179 ≤ 𝑀/𝑀⊙ ≤ 1.5 and
1.5 ≤ 𝑀/𝑀⊙ ≤ 31 of DDEB stars. Note that MTR is on a loga-
rithmic scale, but MRR is not (credit to Eker et al. 2018).

shown together with data in Figure 6. The division between the
low- and high-mass stars at 1.5𝑀⊙ is a nice coincidence that
plots of MRR and MTR appear with the same numbers in the
horizontal axis; thus, one must be careful that MTR is shown
on a logarithmic scale while MRR is not.

The mean values (⟨𝐿⟩, ⟨𝑅⟩, ⟨𝑇eff⟩) computed from the empir-
ical MLR, MRR, and MTR of Eker et al. (2018) are compared
to 𝐿, 𝑅 and 𝑇eff of 509 main-sequence stars chosen from 318
DDEB and one detached eclipsing triple, as shown in Figure 7.
The solid lines mark the mean values calculated directly from
MLR, MRR, or MLR, MTR, while the dotted lines mark the
mean values ⟨𝑇eff⟩ calculated from ⟨𝐿⟩, ⟨𝑅⟩ for the low-mass
stars and ⟨𝑅⟩ calculated from ⟨𝐿⟩ and ⟨𝑇eff⟩ for the high-mass
stars.

Calculating the mean values (⟨𝐿⟩, ⟨𝑅⟩, ⟨𝑇eff⟩) in two steps
as described above has the advantage of further checking them
and confirming whether the mean values of the first step is
consistent or not. Note that, only if ⟨𝐿⟩ and ⟨𝑅⟩ values of the
low-mass stars are consistent, then in the second step consistent
⟨𝑇eff⟩ values could be produced from ⟨𝐿⟩ and ⟨𝑅⟩; similarly,
only if ⟨𝐿⟩ and ⟨𝑇eff⟩ values of high-mass stars are consistent,
then in the second step, consistent ⟨𝑅⟩ values could be produced
according to the Stefan-Boltzmann law. The three break points
and varying inclinations of MLR before, between, and after the
break points in the mass range 𝑀 ≤ 1.5𝑀⊙ , apparently, are
causing the wavy look of the MTR of low-mass stars. What
simple function would have produced the current successful

appearance of the fit displayed in Figure 7c by the dotted line?
Similar influence of the break points and effect of varying
inclinations of MLR before, between, and after the break points
for the high-mass stars𝑀 > 1.5𝑀⊙ are there in the middle panel
(Figure 7b) but appear to be lost within the scatter caused by the
faster evolution of more massive stars. Therefore, it is a bull’s
eye to choose the mass region 𝑀 ≤ 1.5𝑀⊙ for devising MRR
and to choose the mass region 𝑀 > 1.5𝑀⊙ for devising MTR.

The two-step procedure in determining the mean values of
⟨𝐿⟩, ⟨𝑅⟩, ⟨𝑇eff⟩ for a given 𝑀 may appear problematic because
it introduces extra errors in the error propagation. Users should
not be deceived by this illusion. First, this is because consistent
mean values of higher uncertainty are better than inconsistent
more accurate ones. To avoid inconsistency, one may use a two-
step procedure as described above or use MLR and MRR only
or MLR and MTR only for the full mass range of main-sequence
stars. Thus, in either case, the two-step procedure is inevitable
for consistent results. For the high-mass stars 𝑀 > 1.5𝑀⊙ the
scatter on 𝑅 is too large; thus, authors usually prefer not to
determine MRR. In the former case, MRR and MTR would

Figure 7. The mean values (⟨𝐿⟩, ⟨𝑅⟩, ⟨𝑇eff⟩) computed from empirical
MLT, MRR, and MTR are compared to 𝐿, 𝑅 and 𝑇eff of 509 main-
sequence stars. The mean values taken directly from MLR, MRR or
MLR, MTR are solid, The mean values from the Stefan-Boltzmann
law are dotted. The dashed vertical lines represent the break points of
MLR (credit to Eker et al. 2018).
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be missing for high-mass stars, while interrelated MLR, MRR,
and MTR would be possible only for low-mass stars. On the
other hand, for low-mass stars 𝑀 < 1.5𝑀⊙ it is not possible
to find a simple function to fit in determining MTR. Then,
interrelated MLR, MRR, and MTR become possible only for
high-mass stars since MRR and MTR would be missing for
low-mass stars 𝑀 < 1.5𝑀⊙ . If one prefers to fit an MRR
together with MLR in the full mass region, then he/she will end
up having very unreliable ⟨𝑅⟩ for the stars 𝑀 > 1.5𝑀⊙ . Error
propagation, then, would produce similarly unreliable, even
worse ⟨𝑇eff⟩ since the independent MTR function is not there.
If one prefers to calibrate MLR and MTR in the full range
of masses, similar unreliable or erroneous ⟨𝑇eff⟩, ⟨𝑅⟩ values
emerge for the low mass stars 𝑀 < 1.5𝑀⊙ . Therefore, the
two-step procedure described in the paragraph before this one
in determining the mean values of ⟨𝐿⟩, ⟨𝑅⟩, ⟨𝑇eff⟩ for a given
𝑀 is always better and more reliable than the independently
determined MLR, MRR and MTR for sure.

3. CONCLUSIONS
Fundamental relations are handy tools to explain simple natural
phenomena or starting points for understanding more complex
phenomena. The main difference between statistical and funda-
mental relations is that a statistical relation is valid under certain
conditions implied by the data from which it was formulated,
whereas a fundamental relation is rather independent of data,
that is, data are not there to constrain it but only to confirm
or to falsify it. All empirical relations derived from observa-
tional or experimental data are statistical in spirit. This does
not, however, mean a fundamental relation cannot be derived
from observational and/or experimental data. A statistical study
could reproduce and may even find a fundamental relationship.

Physical laws are indifferent to fundamental relations. Their
scope is wider; for example, the Stefan-Boltzmann law (𝐿 =

4𝜋𝑅2𝜎𝑇4
eff) is valid for all stars radiating thermally and for a

hypothetical star representing ⟨𝐿⟩, ⟨𝑅⟩, and ⟨𝑇eff⟩ implied the
main sequence MLR, MRR, and MTR. In contrast, MLR, MRR,
and MTR are valid to give mean values for a main-sequence star
of a given 𝑀 within a valid mass range, which was suggested
after their calibrations. Because they are not valid for non-main
sequence stars, they are also not valid for estimating 𝐿, 𝑅, or𝑇eff
of a main-sequence star with a known 𝑀 only. This is because,
nowadays, many stellar structure and evolution models exist
for one to look for 𝐿, 𝑅, and 𝑇eff of a star according to its 𝑀 ,
chemical composition (𝑋,𝑌, 𝑍), and age.

Because of their simplicity, some statistical relations can be
mistaken or misused as fundamental relations. A good example
of this is the classical MLR. This is because, immediately after
its discovery by Hertzsprung (1923) and Russell et al. (1923),
for a while, there were no other methods to obtain masses of
single stars but estimate them from 𝐿 or absolute bolometric
magnitude (𝑀Bol) by using an MLR in the form of 𝐿 ∝ 𝑀𝛼 or
𝑀Bol - mass diagrams.

Having no alternative is another property of fundamental
relations. Indeed, neither the Stefan-Boltzmann law nor the
Planck law (spectral energy distribution of a black body with
specific temperature) have alternatives. Since there is no alter-
native to estimate 𝑀 of a single star, using a classical MLR
convinced early astronomers that it could be used as a funda-
mental relation. Today, there are alternatives to estimating 𝑀
and 𝑅 of single stars; thus, there is no excuse to assume any
form of MLR as fundamental laws. One might still want to use
MLR, MRR, and MTR, as a fundamental law, that is, if he/she
is more interested in knowing 𝑀 of star from its 𝐿. This is per-
missible with a larger uncertainty covering the main sequence
at the value of 𝑀 on a log𝑀 − log 𝐿 diagram, simply ±1𝜎,
which is given in Table 2.

On the other hand, statistical relations could be devised to
serve a very specific purpose; for example, to obtain 𝑀 and
𝑅 of a single star from its other observables. In this respect,
a statistical relation may appear to operate like a fundamental
relation, but this is an illusion. 𝑀 and 𝑅 predicting relations
are still statistical relations if their validity depends on the data
from which they were calibrated. In addition, because there are
many alternatives to provide 𝑅 or 𝑀 of a star from its 𝑇eff , 𝐿,
𝑔, 𝜌, and [Fe/H], as expressed by Moya et al. (2018) and as
summarised by Serenelli et al. (2021). Malkov (2007), Torres
et al. (2010), and Fernandes et al. (2021).

Naming a newly devised or renaming a re-calibrated empir-
ical relation is very important; as important as classifying it
as another statistical relation or one of the fundamental laws.
Names must be unique to avoid confusion and guide users to-
wards the original purpose of the relation. Repeating the same
improper and non-unique names should not be advocated by
saying: Let us keep the same name in the past. This will be
nothing but insisting on the same error. There are many mis-
calling or non-unique naming examples in the past, which are
identified with possible correct names in the previous section.
Especially after Andersen (1991)’s exclamation that some 𝑅
and 𝑀 predicting relations were non-uniquely and incorrectly
called MLR. Let us hope, Chevalier et al. (2023), and Malkov
et al. (2022) would be the last examples who erroneously named
their mass-𝑀G diagrams, where 𝑀G is absolute brightness in
Gaia𝐺 band, “mass-luminosity” diagram, and their mass –𝑀G
relations “mass-luminosity” relation. Possible unique names for
them are the “mass-absolute brightness” diagram or the “mass-
absolute brightness” relation at Gaia 𝐺 band.

The empirical relations for predicting 𝑀 and 𝑅 of single stars
developed as alternatives to classical MLR and MRR after the
split, initiated after Andersen (1991)’s exclamation, occurred
on the classical path aiming to obtain mean values ⟨𝐿⟩, ⟨𝑀⟩,
and ⟨𝑅⟩, and individual 𝐿, 𝑅, and 𝑀 of single stars. In this
respect, it is not possible for one to say, “the empirical relations
giving 𝑀 and 𝑅 of single stars are more valuable than the
classical MLR and MRR”. Claiming the opposite is also not
correct. Both schools of thought have useful applications that
are valuable concerning their own aims. Empirical 𝑀 and 𝑅
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prediction relations have found a fruitful application to explore
exoplanets hosting single stars. Estimating 𝑀 and 𝑅 of planet-
hosting stars is the starting point for exploring hosted exoplanets
(Stassun et al. 2017, 2018). Classical MLR, MRR, and MTR,
on the other hand, are practical for constructing astrophysical
models that need mean values, which are beneficial not only
to stellar astrophysics but also to Galactic and extragalactic
search, and even to cosmological models.

Further improvements in the prediction accuracy of single
star parameters depend mainly on the quantity and quality of
the radial velocity and light curve solutions of DDEB. Advances
in already established relations or new forms are possible be-
cause of the increasing demand for exoplanet investigations.
Developments on the classical MLR, MRR, and MRR, on the
other hand, are encouraged to include the metallicity effect, as
well as to extend them further towards high and low mass lim-
its, not only for the main sequence but also for other luminosity
classes.
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